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A new mathematical model for car drivers with spatial preview

Wenjuan Jiang, Carlos Canudas-de-Wit, Olivier Sename and Jonathan Dumon

Abstract: A mathematical driver model is given in the spacial equation form, which takes into account the previewed information of the path. Optimal control method is considered for the ideal no time-delay case and Lyapunov-Krasovskii functional approach is applied to deal with drivers’ reaction time-delay. For both cases, exponential stability is guaranteed for the closed-loop system.
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1. INTRODUCTION

Many researches have been working on driver behaviors and various models have been proposed to avoid traffic accidents and facilitate car driving. Furthermore, efficient and feasible driver model is also highly demanded by the intelligent transportation system as the Intelligent Vehicle Highway Systems of USA, the Program for European Traffic with Highest Efficiency and Unprecedented Safety.

In the psychologic point of view, driver behaviors can be described as a set of dynamic models like Kalman filters sequenced together by a Markov chain (Liu A. and Pentland A. [1997], Kuge N. et al. [2000]). As the human behavior is more complex, these research results are difficult for real application but they bring out some knowledge to be embedded of man’s mental functions.

The most studied driver model is to treat the driver-vehicle as an open or closed-loop control system. Driver model is required to represent the pilot experience of drivers, however, as human is a highly self-learning system which can adapted to the variable circumstances, most driver models are concerned with steering control.

In this research direction, two basic categories of driver models have been proposed: compensation tracking models and preview tracking models. The former takes into account the error between the actual driving state information and the expected one. PID compensation model proposed by Iguchi M. [1959] and Crossover model by Ashkens I.L. and McRuer D.t. [1962] are the first type of models. These models can be used to estimate the stability of the closed-loop control system with perturbation but it cannot be used for the fast-driving case.

The preview tracking models use the lateral position of the vehicle at some specified distance or distances ahead of the vehicle as the feedback term (Modjtedzadeh A. and Hess R. [1993], Guo K. and Guan H. [1993]). As the future path input has been introduced into the system, better tracking accuracy can be obtained. The research of the preview driver model is generally developed with four different methods: transfer function, optimal control, fuzzy control and neural network methods. Early researches use transfer function to present the preview, forward correction and feedback estimation so as to imitate the driver preview, performance and perception. The parameters of the transfer function cannot be directly calculated, which limits its application.

The optimal control concept was first presented by Sheridan T.B. [1966]. The driver/vehicle tracking problem is considered as a local optimal preview model. The driver always estimates the forthcoming road condition and tries to minimize the vehicle tracking error. In the exiting literature, previewed effect is considered in the time horizon, i.e., the preview time is considered (see MacAdam C.C. [1980]). For these models, as the speed of vehicles varies, so the previewed distance is uncertain.

Driver fuzzy control model describes human operating performance and represents to some degree human thoughts (Kageyama I. and Pacejka H.B. [1992]). And finally, there are neural network approaches to driver modeling for vehicle control (Thorpe C. et al. [1992], Wells G. et al. [1996]) where driver model steering angle output is mapped from vision based road views. These two last methods need a very large number of experimental data.

In this paper, we propose a new preview optimal driver model, in which the future path information is directly concerned in the space-horizon model. The new mathematical driver model will be considered in the closed-loop control system composed of the vehicle and the path information. The information of the available previewed path is taken into account in the closed-loop control design. The space state equation is analyzed to simplify the model. The remainder of the paper is organized as follows:

The vehicle kinematic model is considered in Section II. In Section III, first, a driver mathematical model which takes into account the information of the driver previewed information is presented, then optimal control method is considered for the ideal no time-delay case, followed by simulation results. Section IV is devoted to experimented driver model. Lyapunov-Krasovskii functional approach is applied to deal with drivers’ reaction time-delay. In Section V, some comparison of the two cases is made.
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2. VEHICLE MODEL

2.1 Global coordinate model

Fig. 1. The global coordinate system for the car.

Fig. (1) shows the exact position and orientation of the car in some global coordinate system which can be described by four main variables. The \((x, y)\) coordinates give the location of the center of the rear axle. The car angle with respect to the x-axis is given by \(\theta\). The steering wheel angle with respect to the car longitudinal axis is given by \(\phi\).

The complete kinematic model is given as Mellodge P. [2002]:

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & \sin(\theta) & 0 & 0 \\
\sin(\theta) & \cos(\theta) & 0 & 0 \\
\tan(\phi) & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
\]

where \(v_1\) is the linear velocity of the rear wheels and \(v_2\) is the angular velocity of the steering wheels.

2.2 Path coordinate model

Fig. 2. The path coordinates for the car.

The sensors cannot detect the car location with respect to some global coordinates but the desired path. Therefore, a more useful model is one that describes the car behavior in terms of the path coordinates.

The path coordinates are shown in Fig. (2). The perpendicular distance between the rear axle and the path is given by \(d\). The angle between the car and the tangent to the path is \(\theta = \theta - \theta_t\). The distance traveled along the path starting at some arbitrary initial position is given by \(s\), the arc length. The car kinematic model in terms of the path coordinates is given (Canudas de wit C. et al. [1996]):

\[
\begin{align*}
\dot{s} &= v_1 \cos(\theta) \\
\dot{d} &= v_1 \sin(\theta) \\
\dot{\theta} &= v_1 \left( \frac{\tan(\phi)}{l} - \frac{c(s) \cos(\theta)}{1 - dc(s)} \right)
\end{align*}
\]

where \(c(s)\) is the path curvature and is defined as

\[
c(s) = \frac{dc_t}{ds}
\]

Note that the parameter \(v_2\) is excluded from the model equation, which will facilitate the control problem.

2.3 Model transformations

Suppose that the driver well tracks the path, that mean, in the neighborhood of \((d = 0, \theta = 0)\), tangent linearization of the last two equations in (2) gives:

\[
\begin{align*}
\dot{d} &= v_1 \theta \\
\dot{\theta} &= v_1 \left( \frac{\phi}{l} - \frac{c(s)}{1 - dc(s)} \right)
\end{align*}
\]

To simplify the model, rewrite the temporal equation (4) into the spatial form with \(\frac{\partial s}{\partial t} = |v_1|\) and the assumption \(v_1 > 0\), then

\[
\begin{align*}
\dot{d}' &= \frac{\partial d}{\partial s} = \dot{\theta} \\
\dot{\theta}' &= \frac{\partial \theta}{\partial s} = \phi - \frac{c(s)}{1 - dc(s)}
\end{align*}
\]

Introducing the auxiliary control variable

\[
\nu = \frac{\phi}{l} - f(s), f(s) = \frac{c(s)}{1 - dc(s)}
\]

the equation (5) becomes

\[
\begin{align*}
\dot{d}' &= \dot{\theta} \\
\dot{\theta}' &= \nu
\end{align*}
\]

Define the system state \(z\) as the following equation

\[
\begin{bmatrix}
d \\
\theta
\end{bmatrix} = \begin{bmatrix}
\nu \\
\nu
\end{bmatrix}
\]

then the system model can be written as

\[
\begin{bmatrix}
z' \\
\dot{z}'
\end{bmatrix} = \begin{bmatrix}
A & Bv
\end{bmatrix} \begin{bmatrix}
z \\
\dot{z}
\end{bmatrix}
\]

where

\[
\begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}, B = \begin{bmatrix}
0 \\
1
\end{bmatrix}
\]

3. DRIVER MODEL

The driver is considered as a feedback controller which takes into account of the path previewed information. Fig. 3 presents the structure of the closed-loop driver tracking system. \(\tau_1\) and \(\tau_2\) represent respectively the driver’s brain response delay and physical action time, then the time-delay in the spatial model can be expressed as \(\delta_1 = v_1 * \tau_1\). In the following part, first the ideal case without consideration of time-delay in the closed-loop system will be considered by applying optimal preview control method; then, the time-delay from the driver’s reaction will be added to the system, in which case both the stability and the performance of the system will be considered.
3.1 Optimal preview control

Consider the following condition (Anderson B.D.O. and Moore J.B. [1969]) to be minimized:

\[ J = \int_0^\infty (z^T Q z + r v^2) e^{2\lambda s} ds \]  

(11)

where the accessible previewed distance \( L = 1/\lambda > 0 \) and

\[ Q = \begin{bmatrix} |v_1| & 0 \\ 0 & |v_1| \end{bmatrix} \]  

(12)

Assuming for the moment that a linear constant control law will minimize \( J \), all the poles of the closed-loop system must lie in the half plane \( Re < -\lambda \), i.e., closed-loop pole constraint exits. The complete controllability of equation (9) assures that there is some control for which \( J \) is finite. Consequently the minimum value of \( J \) is finite. The assumption that the control law is linear and constant implies that \( z \) and \( v \) behave exponentially to ensure finiteness of \( J, z \) and \( v \) must decay faster than \( e^{-\lambda s} \), which, in turn, implies the closed-loop pole constraint.

To minimize equation (11) subject to the conditions of equation (9), set

\[ x = ze^{\lambda s}, \]  

\[ u = \nu e^{\lambda s} \]  

(13)

then equation (9) is equivalent to

\[ x' = (A + \lambda I)x + Bu \]  

(14)

Then minimization with respect to equation (13) of equation (11) is equivalent to minimization with respect to equation (14)

\[ J = \int_0^\infty (x^T Q x + ru^2) ds \]  

(15)

in the following senses:

(a) The minimum value of equation (11) (expressed in terms of \( z_0 \)) is the same as the minimum value of equation (15) (expressed in terms of \( x_0 = e^{\lambda s} z_0 \)).

(b) If \( u = g(x) \) is the optimal control for equation (14) and (15), \( \nu = e^{-\lambda s} g(x^\lambda s) \) is the optimal control for equation (9) and (11), and conversely.

For equations (14) and (15), the optimal control is

\[ u = -Kx \]  

(16)

where \( K = \frac{1}{2} B^T P \) and \( P \) is the unique nonnegative definite solution of the Riccati equation

\[ P(A + \lambda I) + (A^T + \lambda I) P - \frac{1}{r} PBB^T P + Q = 0 \]  

(17)

(Equivalently, \( P \) could be found as the limiting solution of a Riccati equation.) The second remark above then yields that the optimal control for equation (9) and (11) is

\[ \nu = -Kz \]  

(18)

Thus, the construction of the desired control law is essentially no more difficult than for the case when \( \lambda = 0 \).

With the equation (6) and (18), the control \( \phi \) applied to the vehicle can be rewritten as follows:

\[ \phi = l(f(s) - Kz). \]  

(19)

3.2 Tracking simulation results

First the ideal case is considered, i.e., driver’s reaction delay is not presented. For comparison, \( \lambda = 0.025 \) and \( \lambda = 2 \) are taken respectively as the long previewed distance 40 m and the shorter one 0.5 m, the vehicle speed \( v_1 = 3 m/s \). The simulation results are showed in the Fig. 4, 5 and 6. As for the two cases, the vehicle well tracks the path, there is no much difference. The average control \( \phi = 0.0263 \text{radian} \) and the average steering input deviation \( \phi = 0.024 \).

Fig. 4. The path tracking with \( \lambda = 0.025 \)

Fig. 5. The state variables (d, \( \bar{\theta} \)) and the control (\( \phi \)) with \( \lambda = 0.025 \) (Optimal)
Fig. 6. The state variables \((d, \tilde{\theta})\) and the control \((\phi)\) with \(\lambda = 2\) (Optimal) distance. That means, due to driver’s reaction delay, there is a previewed distance limit for tracking the path.

Fig. 7. \((d, \tilde{\theta})\) and \((\phi)\) with \(\lambda = 0.025, \tau_1 = 0.1s\) (Optimal)

Fig. 8. \((d, \tilde{\theta})\) and \((\phi)\) with \(\lambda = 2, \tau_1 = 0.1s\) (Optimal)

4. EXPERIMENTED DRIVER MODEL

As an experimented driver always takes into account his reaction delay, it is necessary to take this time-delay into consideration in the driver model. So the system equation 9 with time-delay \(\delta\) is written as

\[
\dot{z} = Az + Bv(s - \delta). \tag{20}
\]

4.1 Lyapunov-Krasovskii functional approach

Rewrite equation (20) with time-delayed control \(v = -K_d x(s - \delta)\) and the same parameter change techniques as showed in the precedent section:

\[
x’ = (A + \lambda I)x - e^{\lambda t}BK_dx(s - \delta) \tag{21}
\]

If the asymptotic stability of the system (21) can be guaranteed, exponential stability for the original time-delayed system can be obtained. The following result ensures the stability of the system in the presence of time-delay.

Proposition: If for some positive scalars \(\lambda\) and \(\varepsilon\), there exist positive symmetric matrices \(0 < P_i = P_i^T, P_2, R = R^T\) and \(M\) with proper dimension such that the LMI (23) with the notation given in (24) is feasible, then the gain:

\[
K_d = MP_2^{-1}. \tag{22}
\]

exponentially stabilizes the system \(z’ = Az - BK_d x(s - \delta)\) with the decay rate \(\lambda\).

\[
\Phi = \begin{bmatrix}
\Phi_{11} & (\ast) & (\ast) \\
\Phi_{21} & (\ast) & (\ast) \\
-\delta e^{\lambda t} M^T B^T & -\varepsilon e^{\lambda t} M^T B^T - \delta R
\end{bmatrix} < 0, \tag{23}
\]

\[
\Phi_{11} = P_2^T (A + \lambda M)^T + (A + \lambda M) P_2 - e^{\lambda t} M^T B^T - \varepsilon M B M,
\]

\[
\Phi_{22} = -\varepsilon P_2 - \varepsilon P_2^T + \delta R. \tag{24}
\]

In order to prove the stability of the closed-loop system, the following lemma on the stability conditions for constant time-delay systems is first stated.

Lemma 1. [Fridman E. and Shaked U. [2001]] The system

\[
x’ = A_0 x + A_1 x(s - h), \quad (h > 0) \tag{25}
\]

is asymptotically stable if there exist \(0 < P_1 = P_1^T, P_2, P_3\) and \(R = R^T\) with proper dimension that satisfy the following LMI:

\[
\Phi = \begin{bmatrix}
\sum_{i=0}^{1} A_i^T P_2 + P_2^T (\sum_{i=0}^{1} A_i) & (\ast) & (\ast) \\
\sum_{i=0}^{1} A_i P_2 + P_2^T (\sum_{i=0}^{1} A_i) & -P_2 - P_3^T + hR & (\ast) \\
h A_1^T P_2 & h_1 A_1^T P_3 & -h R
\end{bmatrix} < 0, \tag{26}
\]

proof (sketching proof of Lemma 1) Represent the time-delayed system in the equivalent descriptor form:

\[
x’ = y, \quad 0 = -y + (A_0 + A_1) x - A_1 \int_{s-h}^{s} y(\eta)d\eta. \tag{27}
\]

Considering the extension of the classical, quadratic Lyapunov-Krasovskii functionals (LKFs):

\[
V(x, x_s, \dot{x}_s) = [x^T \quad y^T] E P \begin{bmatrix} x \\ y \end{bmatrix} + \int_{\tau - \delta}^{\tau} \int_{s + \xi}^{s + \tau} y(\eta) R y(\eta) d\eta d\xi \tag{28}
\]

where

\[
E = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix}, \quad P = \begin{bmatrix} P_1 & 0 \\ P_2 & P_3 \end{bmatrix}. \tag{29}
\]

Note that

\[
\begin{aligned}
\frac{d}{dt} [x^T \quad y^T] E P \begin{bmatrix} x \\ y \end{bmatrix} = 2x^T P_1 x’ + 2[y^T \quad y^T] P_2 \begin{bmatrix} x’ \\ 0 \end{bmatrix} \\
= 2[y^T \quad y^T] P_2 \begin{bmatrix} y \\ -y + (A_0 + A_1) x - A_1 \int_{s-h}^{s} y(\eta)d\eta \end{bmatrix} \tag{30}
\end{aligned}
\]

Differentiating (28) in \(s\) and applying (30) we obtain
\[
\frac{dV(s)}{ds} \leq [x^T \ y^T] \Phi \begin{bmatrix} x \\ y \end{bmatrix} < 0 \quad (31)
\]

if the LMI (26) is feasible. This concludes the proof. \(\blacksquare\)

To applying Lemma 1, we rewrite (21) in the equivalent descriptor form:
\[
x' = y, 0 = -y + (A + \lambda I - e^{\lambda \delta} BK_d)x - e^{\lambda \delta} BK_d \int_{s-\delta}^{s} y(\eta)d\eta
\]

and use some change of variables \(P_3 = \epsilon P_2, \epsilon > 0\), the LMI (23) can be obtained (Jiang W.-J. [2009]).

4.2 Tracking simulation results

In Table 1, we can see that the shorter the distance previewed, the higher gain will be needed. It is logical to the case of real driving. When the driver could not see very far because of the fog or the sharp couverture of the road, he has to control the wheel in high frequency. To compare optimal control and LKF methods, the gain for \(\tau_1 = 0\) are calculated by the two methods. LKF approach with LMI conditions is mainly used for dealing with the stability of time-delayed systems but may have some conservatism.

From Table 1, we can also see that the time-delay has a great effect on the stability of the system, when the driver is inexperienced or with slow reactions, he needs more previewed distance to make decision. For example, the minimum \(L\) for the case \(\tau_1 = 0.1\) is 0.78m, for \(\tau_1 = 0.2\) is 1.67m and for \(\tau_1 = 0.3\) at least 2.7m.

First, the simulations with a same time-delay (\(\tau_1 = 0.1s\)) but different previewed distances (\(\lambda = 0.025\) and \(\lambda = 1\)) are carried out. The simulation results are showed respectively in Fig. 9 and 11. From the Table 2, the average tracking errors \(|d|\) for the two case is almost the same but the average derivation of the control \(\phi\) for the case with a far preview is much smaller.

Now, consider the driver with longer delays (\(\tau_1 = 0.3s\)) for two previewed case (\(\lambda = 0.025\) and \(\lambda = 0.37\)). Similar results are showed in Fig. 11 and 12.

5. COMPARISON BETWEEN LQR AND LKF

The direct Lyapunov method is a powerful tool for studying systems stability, it is useful for determination of robust stability conditions. For the familiar linear ordinary differential equation
\[
x' = A_0x, A_0 \in \mathbb{R}^{n \times n}, x \in \mathbb{R}^n.
\]

Consider a Lyapunov function \(V_1\) in a quadratic form
\[
V_1 = x^TPx
\]

Then the necessary and sufficient conditions for asymptotic stability of system (32) can be formulated in terms of existence of a positive definite matrix \(P\) for any symmetric \(Q > 0\):

![Fig. 10. (d, \(\bar{\theta}\)) and \(\phi\) with \(\lambda = 1\), \(\tau_1 = 0.1s\) (LKF)](image)

![Fig. 11. (d, \(\bar{\theta}\)) and \(\phi\) with \(\lambda = 0.025\), \(\tau_1 = 0.3s\) (LKF)](image)

![Fig. 12. (d, \(\bar{\theta}\)) and \(\phi\) with \(\lambda = 0.37\), \(\tau_1 = 0.3s\) (LKF)](image)

| \(\tau_1(s)\) | \(\lambda\) | average \(|d|(m)\) | average \(|\phi|(\text{radian})\) | average \(|\phi|\) |
|---|---|---|---|---|
| 0.1 | 0.025 | 0.011 | 0.0263 | 0.033 |
| 0.1 | 1 | 0.011 | 0.0378 | 0.12 |
| 0.3 | 0.025 | 0.0727 | 0.03 | 0.044 |
| 0.3 | 0.37 | 0.069 | 0.032 | 0.051 |

Table 2. Previewed distance and time-delay effects (LKF)
But for the equation with delay the situation is different. Consider the system (25) with a constant time-delay, which can be transformed in the following form. Here and below the notation $A = A_0 + A_1$ will be used.

$$\dot{x}(t) = Ax(t) - A_1 \int_{t-h}^{t} \dot{x}(s)ds$$

**Lemma 2.** (Kolmanovskii V.B. and Richard J.P. [1999]) Assume that for some symmetric matrices $R > 0, Q > 0$ there exists a solution $P > 0$, of the Riccati equation

$$A^T P + PA_0 = -Q$$

(33)

then system (25) is asymptotically stable.

**proof** (sketching proof of Lemma 2) Consider a LKF

$$V_2 = x^T P x + \int_{t-h}^{t} x^T (\eta)R z(\eta)d\eta + h \int_{t-h}^{t} x^T (\eta) A_1 R A_1 x(\eta) d\eta$$

(34)

to guarantee the asymptotical stability of the system (25), the condition $V_2 < 0$ has to be proved.

$$V_2 = x^T [A^T P + PA_0 + hP A_1 R^{-1} A^T_1 P + hA^T_1 R A_1] x$$

$$- \int_{t-h}^{t} [A^T_1 P z(\eta) + R \dot{z}(\eta)]^T R^{-1} [A^T_1 P z(\eta) + R \dot{z}(\eta)] d\eta$$

This derivative is negative under the assumption of (34). This concludes the proof. ■

From the proof, we can see that the stability condition is less conservative for small delay values. Compared to the method LKF with LMI solution, to resolve the Riccati equation (34) for gain calculation is more complicated.

### 6. CONCLUSION

A mathematical driver model in the spatial equation form has been introduced for analysis of drivers’ behavior. In the model, a previewed distance is taken into account. First, optimal control is applied. For the ideal case without driver’s reaction delay concerned, for both long distance preview and shorter one, the vehicle tracks well the path, whereas, when time-delay added into the system, too short preview distance cause the instability of the system. The preview effect only depends on the path information and it does not affected by the vehicle speed, so the result is more neutral.
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