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ABSTRACT

In this paper, the use of Independent Component Discriminant Analysis (ICDA) for remote sensing classification is proposed. ICDA is a non-parametric method for discriminant analysis based on the application of a Bayesian classification rule on a signal composed by independent components. The method is based on the use of Independent Component Analysis (ICA) to choose a transform matrix so that the transformed components are as independent as possible. Then, a non parametric estimation of the density function is computed for each independent component. Finally, the Bayes rule is applied for classification assignment. The obtained results are compared with one of the most used classifier of hyperspectral images (Support Vector Machine) and show the comparative effectiveness of the proposed method.

Index Terms— Hyperspectral data, Independent Component Analysis, Bayesian Classification.

1. INTRODUCTION

Hyperspectral images are composed of hundreds of bands with a very high spectral resolution, from the visible to the infra-red region. The wide spectral range, coupled with an always increasing spatial resolution, allows a better characterization of materials and gives the ability to pinpoint ground objects laying on the observed surface, making hyperspectral imagery suitable for land cover classification. On the other hand, the huge amount of high dimensional data increases the computational load and can also degrade the results of the classification process, due to the curse of dimensionality [1].

Because of this, parametric classifiers such as Maximum Likelihood [2] or Bayesian classifier [2, 3], based on the assumption that each class can be represented by a multivariate normal model depending on the mean and covariance matrix of the data, lead in general to poor results. More advanced classifiers, like Neural Networks (NN) [4] and Support Vector Machines (SVM) [5], have been recently proposed for hyperspectral data classification, due to their good ability to handle high dimensional data. Neural Networks suffer basically from two main limitations. First, the number and the size of hidden layers need to be set, and this is not always being a straightforward task. Secondly, a very large number of iterations is sometimes needed to find a solution. Support Vector Machines have even shown better performances than NN, providing good results also in the case of very limited training sets [5]. The main limitations of SVM are the training time, quadratically depending on the number of training samples, and the need to find the optimal parameters for the kernel, usually done using a cross-validation approach.

In this work we present a non-parametric method for discriminant analysis based on the application of a Bayesian classification rule on a signal composed by independent components [6]. The main characteristics of the method are the use of Independent Component Analysis (ICA) to retrieve independent components from the original data; non parametric estimation of the density function for each independent component; application of a Bayes rule for classification assignment. The obtained results are compared with one of the most used classifier of hyperspectral images (SVM) and show the comparative effectiveness of the proposed method.

2. INDEPENDENT COMPONENT DISCRIMINANT ANALYSIS

The proposed method is a generalization of the quadratic discriminant analysis, where the ability of ICA to retrieve independent components is exploited to estimate the marginal densities of the transformed components. These densities, which are hard to estimate when dealing with high dimensional data, can be computed in a much simpler way in an independent space.

The risk incurred when performing a classification of a measured vector \( x \) into one of \( K \) possible classes is given by:

\[
R(\hat{k}|x) = \frac{\sum_{k=1}^{K} L(k, \hat{k}) f_k(x) \pi_k}{\sum_{k=1}^{K} f_k(x) \pi_k}
\]  

(1)

where \( \pi_k \) is the \textit{a priori} probability that \( x \) belongs to the class \( k \), \( f_k \) is the class-conditional \textit{a priori} density of \( k \), and \( L \) is the cost or loss incurred when assigning the sample \( x \), belonging to the class \( k \), to the class \( \hat{k} \). In the case of hard classification, this cost is equal to zero if \( k = \hat{k} \), and is equal to one otherwise.

By choosing \( \hat{k} \) such that the numerator of (1) is minimized leads to the so-called Bayes decision rule. In the case of hard classification, the Bayes rule reduces to the following rule: assign \( x \) to the class \( \hat{k} \) such that

\[
\hat{k} = d(x) = \arg \max \{ f_k(x) \pi_k \} \quad k = 1, \ldots, K.
\]

(2)

The most often applied classification rules are derived by assuming that the class-conditional densities are \( p \)-variate normal with mean vectors \( \mu_k \) and covariance matrices \( \Sigma_k \) assumed to be non singular. These two parameters are estimated from the training samples according to the following equations:

\[
\hat{\mu}_k = \frac{1}{N_k} \sum_{i=1}^{N_k} x_{ik}
\]

(3)
where \( \{x_{ik}, i = 1, \ldots, N_k\} \) are the training samples of the class \( k \). This approach works well when the class conditional densities are approximately normal and good estimates can be obtained from the training samples. The approach is highly affected by substantial divergence from normal density and by a limited size of training set [7], as it is often the case for hyperspectral remote sensing data. The parametric approach to discriminant analysis has been extended to the case where nothing is known about the densities \( f_k \) but only some assumptions about their general behavior [8]. Here, the idea is to apply non-parametric density estimators to the training samples and then substitute the obtained estimates in the Bayes decision rule (2). The common used procedure is to use a multivariate kernel density estimator of the form:

\[
\hat{f}_k(x) = K\{x - x_k; H_k\},
\]

where \( K \) denotes a multivariate kernel function and \( H_k \) is a p-dimensional vector of appropriate bandwidths. Multidimensional density estimation is highly affected by the high dimensionality of the data, and practically is not applicable when the dimension of the density estimation is highly affected by the high dimensionality of dimensional vector of appropriate bandwidths. Multidimensional rule (2). The common used procedure is to use a multivariate kernel

\[
\hat{f}_k(x) = (2\pi)^{-p/2}N_k^{-1}\sum_{i=1}^{N_k} \prod_{j=1}^{p} \exp\left\{ -\frac{(x_j - x_{ikj})^2}{2\hat{\Sigma}_{kj}} \right\},
\]

where

\[
\hat{\Sigma}_k = \frac{1}{N_k} \sum_{i=1}^{N_k} (x_{ik} - \hat{\mu}_k)(x_{ik} - \hat{\mu}_k)^T.
\]

The main drawback of this approach is that some important information for the classification process is not retrieved. When dealing with high-dimensional data where very important information for the classification process can be hidden in relatively low density regions, the tails estimation becomes crucial in order not to degrade the final results. In this case, a Gaussian kernel product estimator can be inappropriate, due to the short tailed normal density. In [6], Amato et al. proposed an interesting approach to circumvent the problems of non-parametric multivariate kernel density estimators. They used ICA to enforce independence to the components of the analyzed data. In the new transformed space the components are as independent as possible. This way, the joint class-conditional density, tricky to estimate in the original data space, can be computed in the independent space in a much simpler way, as the product of marginal class-conditional densities. The results obtained are finally substituted in the Bayes rule for the class assignment. The basic steps of the proposed approach are:

1. Center the data on the \( k \)-class, for each class \( k = 1, \ldots, K \), and use the ICA to derive the optimal transform \( \hat{A}_k \) according to the training samples of the class.
2. Project the data using the computed transform and use an adaptive univariate kernel density estimator to estimate the density of each component.
3. For a new observation \( x \), the joint density of \( Y = \hat{A}_kX \) is first computed for each class as the product of the estimated marginal densities, since the components are independent. The density of \( x \) can be then derived from that of \( Y \) with a simple change of variable. The results are then substituted into the Bayes rule to obtain the final assignment.

Later on, we will refer to the above approach as Independent Component Discriminant Analysis (ICDA).

### 3. INDEPENDENT COMPONENT ANALYSIS

ICA consists in finding a linear decomposition of observed data into statistically independent components. Given an observation model

\[
x = As,
\]

where \( x \) is the vector of the observed signals, \( A \) is a scalar matrix of the mixing coefficients and \( s \) is the vector of the source signals. ICA finds a separating matrix \( W \) such that

\[
y = Wx = WAs,
\]

where \( y \) is a vector of independent components. ICA looks for a linear representation that maximizes a non-Gaussianity measure, or minimizes an objective function. A commonly used objective function in ICA algorithms is the mutual information of vector \( y \):

\[
I(y, W) = \sum_i H(y_i) - H(y)
\]

where \( H(y_i) \) and \( H(y) \) are the joint and marginal entropy of random variable \( y_i \) and random vector \( y \), respectively. Many algorithms have been developed in the last decades to estimate independent components. In our experiments, we will use JADE, because of the good performances shown when dealing with hyperspectral data, both for accuracy and computational burden. More details about the general framework of ICA can be found in [10, 11, 12].

### 4. EXPERIMENTAL RESULTS

Three hyperspectral data sets were considered in this work. The first one is an airborne data from the ROSIS-03 with 115 spectral bands in the spectral range from 0.43 to 0.86 \( \mu \)m, acquired over the University of Pavia, Italy. The spatial resolution is 1.3m per pixel. The original data set is 610 by 340 pixels. Twelve data channels were removed due to noise, and the remaining 103 spectral dimensions were processed. Training data with nine classes are available. The training set is composed by about 10% of all the labeled samples. The second data set is a small segment of an AVIRIS (Airborne Visible InfraRed Imaging Spectrometer) data set over the agricultural area of Indiana. The data set is 145 by 145 set of pixels. It is composed of 220 spectral channels (spaced at about 10 nm) acquired in the 0.4-2.5 \( \mu \)m region [13]. All 220 bands were processed, without removing noisy channels. Sixteen reference classes were considered. Different training sets were randomly constructed from the reference data with a total of respectively 320 pixels (20 samples per class). Due to the very small size of the training set, each experiment was repeated five times to increase the statistical significance of the test and the average results are reported. Finally, the third study site is the region surrounding the central-volcano Hekla in Iceland, one of the most active volcanoes in the country. Since 1970, Hekla has erupted quite

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Training samples</th>
<th>Testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROSIS University</td>
<td>3921</td>
<td>42776</td>
</tr>
<tr>
<td>AVIRIS Indian Pine</td>
<td>320</td>
<td>10366</td>
</tr>
<tr>
<td>AVIRIS Hekla</td>
<td>600</td>
<td>9636</td>
</tr>
</tbody>
</table>
regularly every 10 years, in 1970, 1980-81, 1991 and in 2000. The volcano is located on the South-Western margin of the Eastern volcanic zone in South Iceland. Hekla products are mainly andesitic and basaltic lavas and tephra. AVIRIS data that were collected on a cloud-free day, June 17 1991, were used for the classification. The AVIRIS sensor operates in the wavelengths range from 0.4 \( \mu \text{m} \) to 2.4 \( \mu \text{m} \). As on the previous case, the sensor system has 224 data channels, utilizing four spectrometers, whereas each spectral band is approximately 10nm in width. During the image acquisition, spectrometer 4 was not working properly. This particular spectrometer operates in the wavelength range from 1.84 \( \mu \text{m} \) to 2.4 \( \mu \text{m} \) (64 bands). These 64 bands were deleted from the imagery along with the first channels for all the other spectrometers, and the remaining 157 data channels were left. The results obtained in our experiments with ICDA have been compared with those obtained by SVM in the full feature space, with a Gaussian kernel and 10 fold cross-validation selection of the kernel’s parameter [14]. The chosen multi class strategy is One versus One. The performances have been computed in terms of Overall Accuracy, that is percentage of samples correctly classified, Average class Accuracy, which represents the average of the classification accuracies for the individual classes, and Kappa coefficient, a parameter that estimates the correct percentage classification without the amount due to chance alone. When applying ICDA, the number of components considered to compute the density estimation has an influence both on the final classification accuracy and on the computational burden. Figure 1 shows the variation of the Kappa coefficient ((a) and (c)) and processing time ((b) and (d)) with respect to the number of independent components retained, for two of the considered data sets, ROSIS and AVIRIS Hekla. Though the number of components has a large influence on the final results, it can be seen that there is a wide region where the proposed method outperforms the SVM. The computational burden of SVM is generally much bigger than the proposed method, and the classification time in the best obtained result in terms of accuracy is, for the AVIRIS Hekla data set, about one half of time for SVM, and for the ROSIS data set, less than one fourth. The reason is that the processing time of the SVM increases quadratically with the size of the training set, and it is longer where a large number of training samples is available (as in the case of ROSIS data set), while ICDA is more affected by the size of the testing samples. The best results are presented in Table 2 and show the effectiveness of the method. In all the three considered data sets the Overall Accuracy and Kappa coefficient are significantly better than in the case of SVM classification.

5. CONCLUSIONS

In this work, the use of Independent Component Discriminant Analysis for hyperspectral image classification has been investigated. The proposed approach is based on the application of ICA to the
data in order to retrieve independent components, the use of a kernel density estimate to obtain reliable estimation of class dependent densities and the substitution on the Bayes rule for the final assignment. Experiments have been carried out on three different real data sets. These results showed the effectiveness of the method, which provided better results than one of the state-of-the-art hyperspectral classifier, the SVM. Though the classification accuracy is influenced by the number of components retained after applying ICA, this choice is not critical, since there is a large range around the best option for which the proposed method have similar results and outperforms SVM. Moreover, the computational burden of the proposed method is much smaller as compared to SVM. Further developments of this work include a comprehensive research of the influence of the ICA algorithm used to enforce independence. Other techniques, such as FastICA or Infomax, should be investigated.
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