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1. *Fig 1a is just for illustration and can be omitted.*
   Figure 1a is omitted in the revised version.

2. *Explanation to Fig 1b is given subsequent to Fig 2. The sequence of explanations should be adapted.*
   In the revision, the explanations to Figure 1 and Figure 2 are given according to the sequence of the figures.

3. *A comparison to steady-state experimental data should be provided.*
   A new Figure 4 and the respective explanatory text have been added in the revision to include steady-state experimental results. Measurements of the high frequency impedance as a key indicator for the membrane humidification are given.

4. *The transition to a step response are calculated and measured. However no direct comparison is possible due to different setups. I suggest to adjust the parameters of the model to the experimental setup in order to provide a direct comparison.*
   The simulation of the step response is now done for parameters adapted to the experimental setup of Figure 6 and an explanatory text to the differences between both experimental setups is given. Since the setup according to Figure 6 is unsuitable for control due to low influence on the stack temperature, the standard parameters are still used for the rest of the paper.

5. *The developed control scheme is simple and developed from analysis of the model behaviour. The effort for an experimental test is relatively low, but no measurements with closed-loop control have been carried out. I suggest to conduct these experiments and to include experimental validation in the publication.*
   Actually, our current experimental setup does not yet allow the implementation of an automatic feedback control. At the moment work on an extended set-up is in progress, also motivated by the result in this manuscript. However, the design and manufacturing of a suitable circuit board with a microcontroller and the programming of the microcontroller will take some time. Our intention is to test the control scheme as soon as the extension of the experimental setup has been finished. However, this is beyond the scope of the submitted manuscript. We think that the proposed control methodology has a value in itself as it is rather general and maybe applicable to many different fuel cell stacks, not only to the one we considered in the experiments.
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Abstract
This paper deals with the control of a miniaturized fuel cell system. A single air blower is used to control both heat and water management of the fuel cell. As the number of manipulated variables is smaller than the number of control variables, classical control algorithms are not applicable. To find a suitable controller, a system model is developed that shows the qualitatively same behavior as the experimental setup. The dynamic behavior of the model and the influence of the blower are studied by phase portraits. A control algorithm is then conceived by qualitative analysis of the phase portraits and tested in simulations.

Keywords: control, miniature fuel cell stack, PEM fuel cell, simulation

1 Introduction
Fuel cells directly convert chemical energy to electrical energy. However, they are not well established yet in general applications because of their high costs, limited lifespan and high demands on operation control. With further development fuel cells are expected to play an important part in the future use of renewable energy sources.

Fuel cells have very different fields of application. Depending on the specific application, there are large differences in the mode of operation, the available manipulated variables, the limits for weight, costs and volume of the system and hence in the challenges on process control. In this work the focus is on a miniature fuel cell system for portable applications. This system should be as light, small and cheap as possible. Further, the parasitic power consumption of peripheral devices should be kept small, as it has a much stronger impact on such a low power system than on a high power system. Therefore, the intention is to cut the peripheral equipment to a minimum. Finally, the control algorithm should be implemented on a micro-controller with limited computational power. This prohibits the use of highly ambitious nonlinear control approaches. An uncontrolled open-loop operation of miniature fuel cells is also of limited value, as was shown by Shkolnikov et al. [12]
who studied a 2 W power supply without extra humidification, heating or cooling. Though the system is designed for “free-breathing” operation, they conclude by experimental results that a blower is needed for optimal operation of their H₂ PEMFC. In conclusion, control schemes are needed for micro fuel cell systems with low system complexity.

In open literature, there are hardly suitable solutions to this kind of control problem. The majority of publications on control of PEMFCs concerns classical linear control approaches [10, 3, 6, 5, 15], mainly automotive applications. Typically, a humidifier, a compressor and an independent cooling system are used to control various system states. Such a control strategy cannot be adapted to miniaturized fuel cells.

There are also some nonlinear approaches for control of PEMFCs [2, 1, 7, 9], but those are computationally too expensive for micro fuel cell applications.

Schumacher et al. [11] propose a fuzzy algorithm for the control of the humidity in a miniature H₂-PEMFC. The fuzzy rules use measurements of the impedance and the voltage of the fuel cell to set the system blower voltage. Test results for an experimental setup are also shown in that paper. A drawback of their solution is that they only consider the humidity while the temperature of the fuel cell has still to be kept constant via additional heating and cooling.

In the present study, a control algorithm is proposed that considers both humidity and temperature of a H₂-PEMFC system while using only the airflow of a single blower as a manipulated variable.

The following section gives an introduction to the micro fuel cell system. In section 3 a simplistic model for this fuel cell system is derived and compared with experimental results. The model is subsequently used in section 4 for controller design and testing.

### 2 Micro Fuel Cell Stack

In this paper a miniaturized fuel cell system for power output below 20 W is investigated. The system has been developed by the Fraunhofer IZM Berlin. It has to be light-weighted and small to fulfill the demands of applications in e.g. portable electronics, small unmanned vehicles and autonomous sensors. Parasitic power consumption of peripherals should also be considerably smaller than the total power output. Any peripherals have to be kept at a minimum for these reasons.

Consequently, a single blower is used for the cooling and the air supply of this fuel cell system. The airflow of this blower is splitted in one fraction that provides the cathode with oxygen and removes product water vapor from the system. The second fraction passes over external cooling fins to remove heat from the system. This concept is shown in Figure 1. The ratio between external and internal airflow is determined by the geometry of the construction. It influences the general humidification of the fuel cell and is therefore an important design parameter.
H₂-PEMFCs are used in the investigated system. They can be operated sufficiently well at low temperatures near ambient conditions and involve a less complex chemical reaction than other competitors in the low temperature range. The core of the system is a stack consisting of ten fuel cells connected electrically in series with an active reaction area of 10 cm² each.

In the fuel cells, hydrogen is oxidized to water according to the following overall reaction.

\[
\text{H}_2 + \frac{1}{2}\text{O}_2 \rightarrow \text{H}_2\text{O}^\ell
\]

The free reaction enthalpy is partly converted to electrical energy. The rest is dissipated and released as heat. The basic configuration of a single fuel cell is illustrated in Figure 2.
Figure 2: Basic configuration of a H₂-PEMFC with a) gas channels b) gas diffusion layers c) electrodes and d) the membrane. The anode side is operated in dead-end mode here.

The protonic conductivity of the membrane strongly depends on its humidification. Since humidifiers are not applicable to the system, dry hydrogen is fed to the fuel cell. Additionally, the osmotic drag drives water through the membrane to the cathode side and water is only produced in the cathodic electrode. Therefore humidification of the anode side of the membrane only works by back-diffusion of water from the cathode side to the anode side. To reduce local dehydration, the membrane is chosen as thin as possible.

To further reduce peripherals there is no recirculation of hydrogen. Instead the anodic gas channels are operated in the so called dead-end mode, i.e. the outlet of the anodic gas channels is closed. Since impurities can accumulate in the anodic gas channels due to membrane crossover and impurities in the hydrogen feed, the anodic gas channels have to be purged periodically by briefly opening the anode outlet.

There are several requirements for the operation of the fuel cell system. The membrane has to be kept well humidified for good proton conductivity. The humidity also has to be kept low enough that water does not condensate in the fuel cell, because it would block the gas transport to the reaction sites. The temperature of the fuel must not exceed upper boundaries given by the materials used in the system. The reaction kinetics on the opposite require high temperatures. Additionally, the strong coupling between the temperature and the relative humidity has to be taken into account.

These requirements have to be met by using only the airflow of the blower as a manipulated variable and with a control algorithm that can be easily implemented and run on a microcontroller.
3 Derivation of Model Equations

In the following, a control-oriented model for a H₂-PEMFC is derived, that focuses on heat and water management of the system. The notation used in the subsequent sections is given in Table 1 and Table 2.

3.1 Model Structure and Basic Model Assumptions

The model is a lumped system that describes the dynamics of the fuel cell stack in terms of cell temperature and water vapor concentration in the cathodic gas channels. The following main model assumptions are made:

• Spatial gradients are neglected in the whole system.
• The water content of the membrane is in equilibrium with the cathodic gas channels.
• Local drying of the membrane is not described by the model. The fuel cell performance will therefore be overestimated for higher current densities.
• Water is only present in the membrane and in gaseous form. Liquid water is not accounted for.
• The chemical reaction in the fuel cell produces water in gaseous form.
• The mass storage capacities of the cathodic gas channels and the membrane are dominant. Nitrogen, water vapor and oxygen is present in the cathodic gas channels, the membrane only stores water.
• The heat capacity of the solid parts of the cell is the dominant energy storage capacity.
• The dynamics of the fuel cell are dominated by the water balance and the energy balance. Faster dynamics (e.g. charge balances) are assumed to be instantaneous.
• Voltage losses are caused by the cathodic overvoltage, the protonic resistance of the membrane and the constant ohmic resistance of the electrodes and current collectors. The system is assumed to be connected to an electronic device that sets the output current of the fuel cell stack to specified values.
• The ideal gas law is valid in all gaseous phases.
• The pressure is constant in the whole system.
• Loss of water and heat due to purging of the anodic gas channels is neglected.
• The anodic feed is assumed to be dry, pure hydrogen. The cathodic feed is assumed to be ambient air.
3.2 Electrical Model

The computation of a single cell voltage includes the open-circuit voltage $U_{cell}^{0}$ and the voltage loss mechanisms considered in this model, i.e. the cathode activation overpotential, resistance to proton transport in the membrane and resistance to electron transport in the electrodes and the current collectors.

$$U_{cell} = U_{cell}^{0} + \eta^C - \Delta \phi^M - \Delta \phi^\Omega$$  \hspace{1cm} (1)

The open circuit voltage is computed using the Nernst equation, where $\Delta \gamma G^\theta$ is the standard free reaction enthalpy for the oxidation of hydrogen with the reaction product being water vapor. For the anode side pure hydrogen at approximately standard pressure is assumed. Therefore hydrogen does not appear in the open circuit voltage.

$$U_{cell}^{0} = -\frac{\Delta \gamma G^\theta}{zF} - \frac{RT_{cell}}{zF} \cdot \ln \left( \frac{1}{(p_{O_2}/p)^{1/2}} \right)$$  \hspace{1cm} (2)

The relation between current density $i_{cell}$ and cathodic overvoltage $\eta^C$ is described here by the Butler Volmer equation. The exchange current density $i^{0,C}$ is dependent on temperature and oxygen concentration. Parameter values for the reaction kinetics are taken from [14].

$$i_{cell} = -i^{0,C} \cdot \left( \exp \left( \frac{\alpha C}{RT_{cell}} zF \eta^C \right) - \exp \left( -\left(1-\alpha C\right) \frac{zF}{RT_{cell}} \eta^C \right) \right)$$  \hspace{1cm} (3)

$$i^{0,C} = \frac{i^{0,C,ref} \cdot c^C_{O_2,ref}}{c_{O_2}^{ref}} \cdot \frac{E_a}{R} \cdot \frac{1}{\left( T^{-1}_{cell} - T^{-1}_{ref} \right) }$$

The transport of protons through the membrane is driven by the potential difference $\Delta \phi^M$. The protonic conductivity $\kappa_M$ of the membrane depends on the temperature and on the water content of the membrane $\lambda$. The according relations are taken from [8].

$$\Delta \phi^M = \frac{i_{cell}}{\kappa_M}$$  \hspace{1cm} (4)

$$\kappa_M = \kappa_{M,353K} \cdot \exp \left( -\left(2640 \cdot \exp(0.6\lambda) + 1183\right) \cdot \left( T^{-1}_{cell} - (353 \ K)^{-1} \right) \right) \ K$$

$$\kappa_{M,353K} = \left( 0.0013\lambda^3 + 0.0298\lambda^2 + 0.2658\lambda \right) \ Sa^{-1}$$
The ohmic resistances of the electrodes and the current collectors are comprised in the cell resistance $R_{\text{cell}}$.

$$\Delta \phi^{\Omega} = i_{\text{cell}} \cdot A_{\text{cell}} \cdot R_{\text{cell}} \quad (5)$$

### 3.3 Mass Balances

First the **oxygen balance** should be derived. The dynamics of the oxygen concentration in the cathodic gas channels is assumed to be fast in comparison with the water dynamics and the temperature dynamics. The quasi-stationary material balance reads:

$$0 = x_{\text{in}}^{\text{O}_2} F^\text{in,CC} - \frac{c_{\text{in}}^{\text{CC}}}{p_{\text{CC}} / R T_{\text{cell}}} F^\text{out} - \frac{1}{2} \frac{n A_{\text{cell}} i_{\text{cell}}}{z F} \quad (6)$$

The equation given above can be converted into an explicit expression for the oxygen concentration in the cathode channels $c_{\text{CC}}^{\text{O}_2}$. The unknown cathodic molar outflow $F^\text{out}$ will be looked at the end of this subsection.

Next the **water balance** is developed. An approach according to [4] is followed here. The integral water balance around the whole stack reads:

$$\frac{d n_{\text{H}_2\text{O}}}{d t} = x_{\text{in}}^{\text{H}_2\text{O}} F^\text{in,CC} - x_{\text{out}}^{\text{H}_2\text{O}} F^\text{out} + \frac{n A_{\text{cell}} i_{\text{cell}}}{z F} \quad (7)$$

In the balance given above the anodic inflow does not appear as the hydrogen feed enters the cell dry.

The water is assumed to distribute homogeneously in the membrane and the cathode gas compartment. Due to its small volume the anodic gas compartment was neglected.

$$n_{\text{H}_2\text{O}} = V^\text{CC} c_{\text{H}_2\text{O}}^{\text{CC}} + V^\text{M} c_{\text{H}_2\text{O}}^{\text{M}} \quad (8)$$

As mentioned before the cathodic gas compartment and the membrane are assumed to be in thermodynamic equilibrium. The membrane water concentration can therefore be expressed as a function of the channel water concentration and the temperature.

$$c_{\text{H}_2\text{O}}^{\text{M}} = c_{\text{H}_2\text{O}}^{\text{M}} \left( c_{\text{H}_2\text{O}}^{\text{CC}}, T_{\text{cell}} \right) \quad (9)$$

The expression given above is established by the following set of constitutive equations [8], forming the algebraic sub-system (10)–(16).

$$c_{\text{H}_2\text{O}}^{\text{M}} = \lambda X p_{\text{M}} \quad (10)$$
The water phase equilibrium relation reads

$$K_{303} = \frac{c_{H_2O}^{\text{cell}}}{c_{H_2O}^{\text{sat}}(T_{\text{cell}})}$$  \hspace{1cm} (13)

$$a_{H_2O} = rH = \frac{c_{H_2O}^{\text{cell}}RT_{\text{cell}}}{p_{\text{sat}}(T_{\text{cell}})}$$  \hspace{1cm} (16)

For numerical treatment and the subsequent controller synthesis it is convenient to express the water balance (7) in terms of $dn_{H_2O}/dt$. Time derivation of Equations (8) and (9) gives

$$\frac{dn_{H_2O}}{dt} = V^{CC} \frac{dc_{H_2O}^{CC}}{dt} + V^{M} \frac{dc_{H_2O}^{M}}{\partial T_{\text{cell}}} \frac{dT_{\text{cell}}}{dt}$$  \hspace{1cm} (17)

Substitution of $dn_{H_2O}/dt$ in Equation (7) by the expression given above yields

$$\left( V^{CC} + V^{M} \frac{dc_{H_2O}^{M}}{\partial c_{H_2O}^{CC}} \right) \frac{dc_{H_2O}^{CC}}{dt} + V^{M} \frac{dc_{H_2O}^{M}}{\partial T_{\text{cell}}} \frac{dT_{\text{cell}}}{dt}$$  \hspace{1cm} (18)

$$= x_{H_2O}^{\text{in}} F^{\text{in},CC} - x_{H_2O}^{\text{out}} F^{\text{out}} + \frac{nA_{\text{cell}} i_{\text{cell}}}{zF}$$

Finally, a relation for the cathodic molar outflow $F^{\text{out}}$ should be derived. Starting point is the total material balance for the cathode channel.
\[ V^{CC} \frac{d}{dt} c^{CC}_{in} = F^{in,CC} - F^{out} - \frac{1}{2} nA_{cell} i_{cell} - V^M \frac{d}{dt} c^{M}_{H_2O} \] (19)

The last term in the equation given above considers the amount of water to be exchanged with the membrane instantaneously in order to obey the thermodynamic equilibrium (9). Time derivation of Equation (9) and multiplication with \( V^M \) gives:

\[ V^M \frac{d}{dt} c^{M}_{H_2O} = V^M \frac{\partial}{\partial c^{CC}_{H_2O}} \cdot \frac{dc^{CC}_{H_2O}}{dt} + V^M \frac{\partial}{\partial T_{cell}} \cdot \frac{dT_{cell}}{dt} \] (20)

Using the ideal gas law and considering the assumption of constant pressure Equation (19) can be finally converted to

\[ F^{out} = F^{in,CC} + \frac{1}{2} nA_{cell} i_{cell} - V^M \frac{\partial}{\partial c^{CC}_{H_2O}} \cdot \frac{dc^{CC}_{H_2O}}{dt} - V^M \frac{\partial}{\partial T_{cell}} \cdot \frac{dT_{cell}}{dt} \] (21)

### 3.4 Energy Balance

The energy balance for the system reads with \( \dot{H} \) being enthalpy flows and \( P_{el} \) and \( Q_{th} \) being the electrical power and the heat flow drawn from the system:

\[ \frac{dE}{dt} = \dot{H}^{in} - \dot{H}^{out} - P_{el} - Q_{th} \] (22)

By incorporating the model assumptions and assuming temperature independent heat capacities the energy balance can be transformed as follows:

\[ C_{p,solid} \frac{dT_{cell}}{dt} = F^{in} c_{p,gas} \cdot (T^{amb} - T_{cell}) + \frac{nA_{cell} i_{cell}}{zF} \cdot (-\Delta H) - P_{el} - Q_{th} \]

The heat flow \( Q_{th} \) leaving the stack is modelled to be linearly dependent on the temperature difference between fuel cell and environment.

\[ Q_{th} = k_{env} \cdot (T_{cell} - T^{amb}) \] (23)
The heat produced by the reaction (second term on right-hand side) can be rewritten using the heating value voltage $U_{th}$:

$$U_{th} = \frac{-\Delta_r H}{zF} \quad (24)$$

Using those relations and substituting the electrical power in the energy balance gives the following compact dynamical equation for the cell temperature:

$$C_{p, solid} \frac{dT_{cell}}{dt} = (T_{amb} - T_{cell}) \left(F_{in}^{in} c_{p, gas} + k_{env} \right) + nA_{cell} i_{cell} \cdot (U_{th} - U_{cell}) \quad (25)$$

Equation (25) is used in the model, where $F_{in}^{in}$ is the total molar flow entering the system.

$$F_{in}^{in} = F_{in, CC}^{in} + \frac{nA_{cell} i_{cell}}{zF} \quad (26)$$

The heat transport coefficient $k_{env}$ is dependent on $F_{ex}^{ext}$ and fitted to experimental data.

$$k_{env} = \left(0.078 \text{ mol s}^{-1} \cdot (F_{ex}^{ext})^{-1} + 0.301\right)^{-1} \text{ W K}^{-1} + 0.05 \text{ W K}^{-1} \quad (27)$$

Additionally, the heat capacity of the gas $c_{p, gas}$ does not vary much with composition and is assumed to be constant.

### 3.5 Resulting Fuel Cell Model

The resulting fuel cell model consists of two differential equations, the equation for the water content (18) and the equation for the cell temperature (25). For the design of the controller, these equations have to be linked to the power of the air blower that will be used as the manipulated variable. To do this, it is assumed that the external airflow $F_{ex}^{ext}$ generated by the blower is equal to the gas flow at the cathode inlet $F_{in, CC}^{in}$ times a constant factor.

$$F_{ex}^{ext} = 25 \cdot F_{in, CC}^{in} \quad (28)$$

Further, an algebraic correlation between $F_{ex}^{ext}$ and $P_{blower}$ is postulated.

$$F_{ex}^{ext} = F_{ex}^{ext} \left(P_{blower} \right) \quad (29)$$

To simplify this study, it is assumed that $F_{ex}^{ext}$ can be set directly by the controller.
The model is simulated in MATLAB using the parameters given in Table 3.

### 3.6 Simulation and Comparison to Experimental Data

The stationary solutions for a range of the current density are shown in Figure 3. The other parameters are kept constant. Both the water vapor concentration in the cathode channels and the cell temperature rise roughly linear with the current density. Depending on the parameters this maximum may be significantly higher than the environmental humidity. Only a well humidified membrane has a good conductivity for protons. The effect of self-humidification is therefore necessary for operation of the system without additional humidification of the inlet gas streams.

A similar behavior of the humidity can be observed when the airflow is varied at a constant cell current (not shown here). Temperature and water concentration increase approximately linearly with an increase of the reciprocal of $F_{\text{in,CC}}^{-1}$. Again, this leads to a single maximum in the steady state humidity as a function of $F_{\text{in,CC}}^{-1}$.

To validate the stationary behaviour of the model, impedance measurements were taken at a voltage frequency of 1 kHz. At such a rather high frequency the fuel cell’s impedance can be seen as a measure for its ohmic resistance and hence for the humidification of the membrane. Figure 4 shows a comparison between the simulated ohmic resistance and the measured impedance. The qualitative agreement is good. Both curves show a distinct minimum that is due to a maximum of humidity as described above. The absolute values of simulated resistance and measured impedance deviate, because the simulated value includes the membrane resistance only, whereas the measured impedance additionally contains other ohmic resistances that are independent of the current density. Further, there is a slight offset between the simulated and the measured minimum of the impedance. This can be attributed to unmodelled loss mechanisms such as local drying of the membrane due to osmotic drag. These losses lead to an increased heat production and therefore a lower humidification of the membrane than the model would predict.
Figure 3: Stationary solutions for the variation of the current density. The airflow is kept constant at $F_{\text{in,CC}} = 0.0023 \text{ mol s}^{-1}$. (a) water vapor concentration (b) temperature (c) partial pressure and saturation pressure of water vapor (d) relative humidity (e) cell voltage.
Figure 4: Stationary impedance values for varied current densities. (left) simulation, membrane impedance only, (right) measurement of the whole system. Measurement setup as described in [13]. The airflow is kept constant. The minimum impedance corresponds to a maximum of humidification as shown in Figure 3d.

The validation of the dynamic behavior of the model was done based on a preliminary fuel cell stack design that differs slightly from the final design used for the control studies. The reason is that the preliminary stack design allowed humidity measurements in the stack, which are much harder in the final layout. The preliminary stack differs from the final design in the following points relevant for the model: six instead of ten fuel cells in the stack; no active external cooling, i.e. the heat transfer coefficient \( k_{\text{env}} \) is constant; higher total heat capacity \( C_{p,\text{solid}} \), because much heavier endplates are used. Therefore the three model parameters \( n \), \( k_{\text{env}} \), \( C_{p,\text{solid}} \) had to be adapted for comparison with experiments, as indicated in Table 3.

The transient behavior of the fuel cell model shown in Figure 5 reflects the different time constants for the dynamics of temperature and water vapor concentration. Steps of the current density were applied to the system while keeping the other parameters constant (Figure 5a). Changes of the temperature are found to be slower than those of the water vapor concentration. This results in an overshoot of the relative humidity (Figure 5d), because the saturation pressure also changes more slowly than the partial pressure of water vapor. On the rising slope of the relative humidity water is bound by the membrane and partially released on the falling slope. As a consequence there is also an overshoot of the water vapor concentration. Its maximum is shifted towards the falling slope of the relative humidity.

After a step to a higher current density the cell voltage drops instantaneously according to the actual ohmic resistance of the cell. The voltage then reaches temporarily higher values due to better humidification and lower membrane resistance. The maximum of the cell voltage therefore correlates with the maximum of the relative humidity.

A comparison with the experimental results in Figure 6 indicates a reasonable accuracy of the model. One difference is that the simulated temperature approximately follows a linear first-order step response, whereas the measured temperature rises very slowly in the immediate vicinity of the steady-state (Figure 6b). This may be explained by the slow heating of the endplates, which affect the measured temperature in the middle of the stack. To include this effect in the model, the assumption of a homogeneous stack temperature would have to be dropped.
Figure 5: System response to a current density step. The airflow is kept constant at $F_{\text{in,CC}} = 0.0024 \text{ mol s}^{-1}$; (a) current density (b) cell voltage (c) temperature (d) relative humidity (e) water vapor concentration. The overshoot of the relative humidity is due to slower dynamics of the temperature compared to the water vapor concentration. On the falling slope of the humidity water is released from the membrane. This also leads to an overshoot of the water vapor concentration.
Figure 6: Measurement of the system response to a current density step. Measurement setup as described in [13]. The airflow is kept constant; (a) current density (b) cell voltage (c) temperature (d) relative humidity (e) water vapor concentration. The presented data is for an experimental setup without external cooling.

4 Development of a Control Scheme

In this section a global control algorithm is developed based on analysis of the phase portraits of the two-dimensional system (18), (25). Because there is only one manipulated variable – the airflow –, but two control variables – temperature and water content –, it is not possible to control both control variables simultaneously. Instead, the objective is to formulate a control algorithm that takes the system in some suboptimal way to the desired set point while avoiding critical system states. In the present case, critical system state mainly means a state where the humidity exceeds
100\% and liquid water condensation occurs. Since the open-loop system is already stable, stabilization by feedback is not required.

The control algorithm is developed in three steps. First, the dynamic behavior of the system is analyzed by generalized phase portraits. This gives a deeper insight on the global effect of different airflows. In the second step, a suitable steady state set point is chosen. Again due to the single manipulated variable, the set point cannot be chosen arbitrarily, but has to be feasible in the sense that there must be some constant airflow leading to this steady state. The third step consists in the design of a controller. The control algorithm should be simple enough for implementation on a microcontroller. Further, it should be robust against model errors, as it is based on a simple qualitative model. These two points are more important than an excellent performance of the closed-loop system.

4.1 Analysis of the Airflow Influence by Generalized Phase Portraits

As the fuel cell model is of second order, its dynamic behavior can be visualized conveniently by phase portraits. However, a classical phase portrait constructed for a single value of the airflow is not very useful for controller design. Instead one is interested to know how choosing a specific airflow value determines the time-derivatives of the system states and thus the “moving direction” of the system in the state space. If one evaluates the system dynamics at one point in the state space for all possible airflow values, one gets all directions the system can be forced to move, starting from this system state. Such an analysis is depicted in Figure 7. Figure 7 shows the angles of direction in which the system can move from different positions in the state space. One should distinguish the ideal case of an unlimited airflow between zero and infinity and the realistic case of an airflow in a certain interval. The lower bound of this interval is defined by the fuel cell’s oxygen demand. Oxygen depletion reduces the efficiency of the fuel cell. Therefore the airflow is chosen to always be greater than is necessary for an oxygen stoichiometric factor of three. The upper bound is given by the fact that the blower can only produce a limited maximal airflow. The influence of the restricted and the unrestricted choice of the airflow on the system is indicated in Figure 7 by dark grey and light grey respectively. Figure 7 can be used to choose feasible steady state operation points and to construct trajectories that lead to these desired operation points without entering the forbidden shaded area where condensation occurs. For example, it can be seen that independent of the chosen control algorithm – a limited airflow is not able to prevent condensation for certain states at low temperatures below 295 K. This is because trajectories starting at points close to the shaded forbidden area always point into that area, no matter what airflow is chosen. If one wants to avoid condensation at low temperatures, one can do that by increasing the maximum power of the blower. On the other hand, if the cell temperature is sufficiently high, above about 305 K, then it will always be possible to avoid condensation by suitable control.
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Figure 7: Possible directions of trajectories for an unlimited maximal inlet airflow $0.0016 \text{ mol s}^{-1} \leq F_{\text{in,CC}}^m$ (light grey) and for a limited maximal airflow $0.0016 \text{ mol s}^{-1} \leq F_{\text{in,CC}}^m \leq 0.01 \text{ mol s}^{-1}$ (dark grey). Full circular areas around the starting points (+) would represent ideal influence on the system. The current density is fixed at $i_{\text{cell}} = 4000 \text{ A m}^{-2}$. The dash-dotted line marks feasible steady-state set points.
Figure 8: Possible directions of trajectories (see Figure 7) rated with the respective speed of change. The values at each point (+) are normalized to the maximal speed at this point. In general, changes of the water vapor concentration are faster than changes of the temperature.

Figure 8 shows the possible moving directions of the system analogously to Figure 7 but with the additional information of the speed of change for all possible directions. The speed of change is computed by

\[
 v = \left\| \frac{dx}{dt} \right\| = \sqrt{\frac{1}{c_{H_2O,scal}} \left( \frac{dc_{H_2O}^{CC}}{dt} \right)^2 + \left( \frac{1}{T_{cell,scal}} \frac{dT_{cell}}{dt} \right)^2 } \tag{28}
\]

and deforms the circular area segments of Figure 7. It can be seen in Figure 8 that changes of the water vapor concentration are much faster than changes of the temperature. This can be explained by the bigger storage capacities for heat than for water in the system.

4.2 Choice of Steady State Set Points

Figure 7 also indicates feasible steady state set points. These are the points on the dash-dotted line where the opening of the grey segments flips from top to bottom.

One can in principle choose any point on this line as set point. As Figure 7 is valid only for one fixed cell current, the line of feasible set points will shift if the electric...
load changes. For the following studies, a set point has been chosen that is feasible for a range of currents.

For practical purposes it is often sufficient to keep the system states in a region around the operation point. This operation window is indicated by a light grey rectangular area in the following Figures.

4.3 Choosing the Locally Best Airflow

As first step towards the final control algorithm, a rather simple approach is tested. The idea is always to choose the airflow that provides the fastest approach to the set point in the current state. The speed of approach is defined here as the negative change of the squared distance to the center of the operation window and computed as follows.

\[
v = -\frac{1}{2} \frac{d}{dt} \left( \frac{\Delta c_{CC}^{O,H}}{c_{CC,scal}^{O,H}} \right)^2 + \left( \frac{\Delta T_{cell}}{T_{cell,scal}} \right)^2
\]

\[
= -\frac{\Delta c_{CC}^{O,H}}{c_{CC,scal}^{O,H}} \frac{dc_{CC}^{O,H}}{dr} - \frac{\Delta T_{cell}}{T_{cell,scal}} \frac{dT_{cell}}{dr}
\]

(29)

\[
\Delta c_{CC}^{O,H} = c_{CC}^{O,H} - c_{CC,center}^{O,H}, \quad \Delta T_{cell} = T_{cell} - T_{cell,center}
\]

At each point in the state space, the optimal airflow is chosen that maximizes \( v \) in (29). The result is given in Figure 9. One can see several things from this diagram. First, the simple approach is able to take the system from nearly arbitrary initial states to the desired operation window marked by the grey box. The only exceptions are initial states with a low temperature and high humidity, where the blower is too weak to prevent condensation. The second point is that the air blower nearly always operates on minimum or maximum power. If the temperature is too high, the airflow is set to a maximum to cool down the system. If the temperature is too low, the minimum airflow is chosen in order to accumulate reaction heat. This rule is broken only at the border to the condensation area, where a high airflow is needed to blow out redundant water. If the temperature is on the desired level one can increase humidity by a small airflow or decrease it by a high airflow. The qualitative behavior shown in Figure 9 does hardly change for different parameter sets and operation windows. These deviations inspire an even simpler control algorithm presented in the following.
Figure 9: Direction of the maximal speed of change towards the operation point. The respective inlet airflow $F^{\text{in,CC}}$ is indicated by the color spanning from dark grey for minimal airflow to light grey for maximal airflow.

4.4 Formulation of the Control Algorithm

Based on the results of the previous section, a simple control algorithm is proposed for the miniature fuel cell stack:

- **Rule 1:** If the system is “above” or “right” of the operation window, apply the maximal airflow.
- **Rule 2:** If the system is “below” or “left” of the operation window, apply the minimal airflow.
- **Rule 3:** If the relative humidity violates an upper threshold, apply the maximal airflow. This rule overrides the second rule.

For implementation the regions have to be described in terms of cell temperature and water vapor concentration. Less than the maximal airflow may be sufficient to prevent the fuel cell from flooding, but since quantitative values are not known the maximum is the safest value to choose. Additionally, linear transition zones are defined between regions with different airflows to prevent chattering. Rapid changes of the airflow cannot be realized because of the inertia of the blower and the air itself. This problem is reduced by continuously changing the airflow.

The control algorithm can be expressed in terms of cell temperature and water vapor concentration by the following relations. The linear transition zones are left out here for the sake of readability. The operation window is characterized by the parameters $T^{\text{set}}$ and $c_{\text{CC, set}}^{\text{H}_2\text{O}}$ which both describe intervals with maximal and minimal acceptable values.
A graphical representation of the control algorithm is shown in Figure 10c. The resulting trajectories of the closed-loop system (Figure 10d) lead to the operation window and are composed of trajectories relating to the maximal and minimal airflow (Figures 10a and 10b) in the respective regions as well as trajectory parts that lie in the region boundaries. Inside the operation window a nominal airflow is applied that keeps the system at the operation point. For practical application this value can be obtained from steady-state measurements.

\[
F_{\text{in,CC}}^{C1} = \begin{cases} 
F_{\text{max}} & \left( T_{\text{cell}} > T_{\text{set,max}} \right) \\
F_{\text{min}} & \left( T_{\text{cell}} < T_{\text{set,min}} \right) \\
F_{\text{nom}} & \text{else}
\end{cases} \\
F_{\text{in,CC}}^{C2} = \begin{cases} 
F_{\text{max}} & \left( rH_{\text{cell}} \geq rH_{\text{max}} \right) \\
F_{\text{min}} & \left( rH_{\text{cell}} < rH_{\text{min}} \right)
\end{cases}
\]

(30)
Figure 10: a) and b) show the phase portraits for the maximal and the minimal airflow respectively. The light grey area marks the operation window. c) Graphical representation of the control algorithm. The applied airflow depends only on the system states. d) The trajectories of the closed-loop system. The current density is fixed at $i_{\text{cell}} = 4000 \text{ A m}^{-2}$.

In summary, the problem of two control variables and one manipulated variable is solved by focusing on the temperature in most cases. Only when the humidity in the cell becomes critical or when the temperature has the nominal value, the airflow is used to control the water concentration. The reason for the success of this strategy lies in the different time constants of the water and the energy balance. As the dynamics of the water concentration are very fast, one can quickly adjust the water concentration without disturbing the temperature strongly.

The proposed control algorithm is very simple. The rules depend only on the current states of the system. The implementation on a microcontroller should therefore pose no problem. The demands on sensor equipment are also modest, as only a temperature and a humidity measurement are required.

5 Conclusions

In the present work a controller has been designed that adjusts temperature and humidity of a miniaturized fuel cell system by using the airflow of a blower as a single manipulated variable. The controller design is based on a phase plane analysis of a qualitative fuel cell model. The resulting controller is simple and easy to implement. It only needs measurement information that is readily available in a miniature fuel cell stack. The control law relies mainly on the qualitative properties of the model, and therefore should be robust against model errors.

It has been shown that the controller is able to take the system from a rather large region of attraction to the desired operation window. Limitations exist for low fuel cell temperatures, where it may be hard to heat up the stack and to prevent condensation simultaneously. These difficulties may be overcome by modifications of the system design like a stronger air-blower. Another alternative might be to use the cell current as an additional manipulated variable, if permitted by the actual application.
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Tables

Table 1: Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{cell}$</td>
<td>active reaction area of a single cell</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$c_\alpha$</td>
<td>concentration of species $\alpha$</td>
<td>mol m$^{-3}$</td>
</tr>
<tr>
<td>$c_{p,\text{gas}}$</td>
<td>heat capacity of cathode side gas</td>
<td>J mol$^{-1}$ K$^{-1}$</td>
</tr>
<tr>
<td>$C_{p,\text{solid}}$</td>
<td>heat capacity of the solid parts of the fuel cell stack</td>
<td>J K$^{-1}$</td>
</tr>
<tr>
<td>$n$</td>
<td>number of single fuel cells in the stack</td>
<td>-</td>
</tr>
<tr>
<td>$F$</td>
<td>molar flow</td>
<td>mol s$^{-1}$</td>
</tr>
<tr>
<td>$F_{ext}$</td>
<td>Faraday constant</td>
<td>96485 C mol$^{-1}$</td>
</tr>
<tr>
<td>$F_{ext}$</td>
<td>external airflow</td>
<td>mol s$^{-1}$</td>
</tr>
<tr>
<td>$h$</td>
<td>thickness</td>
<td>m</td>
</tr>
<tr>
<td>$\dot{H}$</td>
<td>enthalpy flow</td>
<td>J s$^{-1}$</td>
</tr>
</tbody>
</table>
\( i \) current density \( \text{A m}^{-2} \)

\( i^0 \) exchange current density \( \text{A m}^{-2} \)

\( k_{\text{env}} \) heat transfer coefficient between the fuel cell stack and the environment \( \text{W K}^{-1} \)

\( p \) pressure \( \text{Pa} \)

\( p_{\text{sat}} \) saturation pressure of water vapor \( \text{Pa} \)

\( P_{\text{el}} \) electrical power \( \text{W} \)

\( Q_{\text{th}} \) heat flow \( \text{W} \)

\( R \) ideal gas constant \( 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \)

\( R_{\text{cell}} \) ohmic resistance of a single cell \( \Omega \)

\( rH \) relative humidity -

\( T \) temperature \( \text{K} \)

\( U_{\text{cell}}^{\text{open}} \) open circuit voltage of a single cell \( \text{V} \)

\( U_{\text{cell}} \) voltage of a single cell \( \text{V} \)

\( U_{\text{th}} \) heating value voltage of a single cell \( \text{V} \)

\( V \) volume \( \text{m}^3 \)

\( x_{\alpha} \) mole fraction of species \( \alpha \) -

\( z \) electron transfer number 2

\( \alpha \) symmetry factor -

\( \Delta_r H^\circ \) reaction enthalpy at 25°C, 1 bar \( \text{J mol}^{-1} \)

\( \Delta_r G^\circ \) free reaction enthalpy at 25°C, 1 bar \( \text{J mol}^{-1} \)

\( \Delta \phi \) electrical potential difference \( \text{V} \)

\( \eta \) overvoltage \( \text{V} \)

\( \kappa \) specific conductivity \( \text{S m}^{-1} \)

---

Table 2: Indices

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>anode</td>
</tr>
<tr>
<td>AC</td>
<td>anode gas channels</td>
</tr>
<tr>
<td>amb</td>
<td>ambient</td>
</tr>
<tr>
<td>C</td>
<td>cathode</td>
</tr>
<tr>
<td>CC</td>
<td>cathode gas channels</td>
</tr>
<tr>
<td>ext</td>
<td>outside the fuel cell stack</td>
</tr>
<tr>
<td>gas</td>
<td>gas phase</td>
</tr>
<tr>
<td>in</td>
<td>inlet</td>
</tr>
<tr>
<td>M</td>
<td>membrane</td>
</tr>
</tbody>
</table>
out outlet
ss steady state
ref reference conditions

Table 3: Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{cell}}$</td>
<td>$10^{-4}$ m$^2$</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$c_{H_2O,\text{scal}}$</td>
<td>1 mol m$^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>$c_{p,\text{gas}}$</td>
<td>30 J K$^{-1}$ mol$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$C_{p,\text{solid}}$</td>
<td>60 J K$^{-1}$ (64 J K$^{-1}$) *</td>
<td>-</td>
</tr>
<tr>
<td>$F_{\text{ext}} / F^{\text{in}, \text{CC}}$</td>
<td>25 (0) *</td>
<td>-</td>
</tr>
<tr>
<td>$F_{\text{max}}$</td>
<td>0.01 mol s$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$h_{M}$</td>
<td>$18 \cdot 10^{-6}$ m</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$i_{\text{cell}}$</td>
<td>4000 A m$^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>$k_{\text{env}}$</td>
<td>0.08 W K$^{-1}$ *</td>
<td>-</td>
</tr>
<tr>
<td>$n$</td>
<td>10 (6) *</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$p_{\text{CC}}$</td>
<td>$10^5$ Pa</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$rH_{\text{amb}}$</td>
<td>0.4</td>
<td>-</td>
</tr>
<tr>
<td>$R_{\text{cell}}$</td>
<td>0.01 $\Omega$</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$T_{\text{amb}}$</td>
<td>293.15 K</td>
<td>-</td>
</tr>
<tr>
<td>$T_{\text{cell,scal}}$</td>
<td>1 K</td>
<td>-</td>
</tr>
<tr>
<td>$V_{\text{CC}} / n$</td>
<td>$1.7 \cdot 10^{-6}$ m$^3$</td>
<td>Fraunhofer IZM Berlin</td>
</tr>
<tr>
<td>$\Delta_{G}^\circ$</td>
<td>$-228.6 \cdot 10^3$ J mol$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td>$\Delta_{H}^\circ$</td>
<td>$-241.8 \cdot 10^3$ J mol$^{-1}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>* Figure 5</td>
<td></td>
</tr>
<tr>
<td>membrane model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_{H_2O}$</td>
<td>0.018 kg mol$^{-1}$</td>
<td>[8]</td>
</tr>
<tr>
<td>$\rho_{H_2O}$</td>
<td>1000 kg m$^{-3}$</td>
<td>[8]</td>
</tr>
<tr>
<td>$\rho_{\text{dry}}$</td>
<td>2050 kg m$^{-3}$</td>
<td>[8]</td>
</tr>
<tr>
<td>$\rho_{M}$</td>
<td>0.909 mol SO$_3$ kg$^{-1}$</td>
<td>[8]</td>
</tr>
<tr>
<td>reaction kinetics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{O_2}^{\text{ref}}$</td>
<td>172.6 mol m$^{-3}$</td>
<td>[14]</td>
</tr>
<tr>
<td>$E_a^C$</td>
<td>$28 \cdot 10^3$ J mol$^{-1}$</td>
<td>[14]</td>
</tr>
</tbody>
</table>
\[ i_{\text{ref},C} = 1.12 \cdot 10^{-2} \text{ A m}^{-2} \] [14]

\[ T_{\text{ref}} = 353 \text{ K} \] [14]

\[ \alpha^C = 0.5 \] [14]

Figure Captions

Figure 1: Scheme of the airflow in the fuel cell system. The light grey area in the center represents the fuel cell stack.

Figure 2: Basic configuration of a H2-PEMFC with a) gas channels b) gas diffusion layers c) electrodes and d) the membrane. The anode side is operated in dead-end mode here.

Figure 3: Stationary solutions for the variation of the current density. The airflow is kept constant at \( F_{\text{in, CC}} = 0.0023 \text{ mol s}^{-1} \). (a) water vapor concentration (b) temperature (c) partial pressure and saturation pressure of water vapor (d) relative humidity (e) cell voltage.

Figure 4: Stationary impedance values for varied current densities. (left) simulation, membrane impedance only, (right) measurement of the whole system. Measurement setup as described in [13]. The airflow is kept constant. The minimum impedance corresponds to a maximum of humidification as shown in Figure 3d.

Figure 5: System response to a current density step. The airflow is kept constant at \( F_{\text{in, CC}} = 0.0024 \text{ mol s}^{-1} \); (a) current density (b) cell voltage (c) temperature (d) relative humidity (e) water vapor concentration. The overshoot of the relative humidity is due to slower dynamics of the temperature compared to the water vapor concentration. On the falling slope of the humidity water is released from the membrane. This also leads to an overshoot of the water vapor concentration.

Figure 6: Measurement of the system response to a current density step. Measurement setup as described in [13]. The airflow is kept constant; (a) current density (b) cell voltage (c) temperature (d) relative humidity (e) water vapor concentration. The presented data is for an experimental setup without external cooling.

Figure 7: Possible directions of trajectories for an unlimited maximal inlet airflow \( 0.0016 \text{ mol s}^{-1} \leq F_{\text{in, CC}} \) (light grey) and for a limited maximal airflow \( 0.0016 \text{ mol s}^{-1} \leq F_{\text{in, CC}} \leq 0.01 \text{ mol s}^{-1} \) (dark grey). Full circular areas around the starting points (+) would represent ideal influence on the system. The current density is fixed at \( i_{\text{cell}} = 4000 \text{ A m}^{-2} \). The dash-dotted line marks feasible steady-state set points.

Figure 8: Possible directions of trajectories (see Figure 7) rated with the respective speed of change. The values at each point (+) are normalized to the
maximal speed at this point. In general, changes of the water vapor concentration are faster than changes of the temperature.

Figure 9: Direction of the maximal speed of change towards the operation point. The respective inlet airflow $F^m,cc$ is indicated by the color spanning from dark grey for minimal airflow to light grey for maximal airflow.

Figure 10: a) and b) show the phase portraits for the maximal and the minimal airflow respectively. The light grey area marks the operation window. c) Graphical representation of the control algorithm. The applied airflow depends only on the system states. d) The trajectories of the closed-loop system. The current density is fixed at $i_{cell} = 4000 \text{ A m}^{-2}$. 
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