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Abstract: A voltage scalable device is known to be interesting for energy saving. It enables
to reduce the general speed of the device and, therefore, its consumption. We already proposed
a fast predictive control strategy to deal with this power-performance tradeoff in an electronic
device supplied by two voltage levels and a continuously varying frequency. In this paper, the
approach is extended to a fully discrete scheme with M possible voltage levels and N frequency
levels. The proposed approach clearly gives an important reduction of the energy consumption
with a very low control computational cost. Moreover, the control strategy is highly robust to
tackle variability since it is not based on any parameters of the system.

Keywords: Fast predictive control, energy-performance tradeoff, robustness to variability

INTRODUCTION

An energy-performance tradeoff is nowadays one of the
key problem in embedded electronic systems. Actually,
three power consumption sources exist in CMOS circuits
- as explained in Chandrakasan and Brodersen (1995) -
which can be sorted into a dynamic consumption, due
to electrical gate switching, and a static consumption,
induced by short circuit and leakage currents, such as

P = Pswitching + Pshort circuit + Pleakage

P =KdynfclkV
2
dd +KscfclkVdd +KleakVdd (1)

where Kdyn, Ksc and Kleak are some parameters fixed by
the design of the chip. It appears that the consumption can
be reduced decreasing the supply voltage, i.e. Vdd, or the
clock frequency, i.e. fclk. The voltage is the main control
variable since the dynamic consumption is the most impor-
tant term in (1). In other words, decreasing the voltage
(quasi)-quadratically decreases the energy consumption.
However, controlling the voltage is a power-delay tradeoff -
the power consumption decreases while the delay increases
- since the propagation delay seriously increases as the
voltage approaches the threshold voltage of the device.
Therefore, the frequency has to be decreased first to ensure
the maximum delay over the critical path (the longest
electrical path a signal can travel to go from a point to
another of the circuit). On the other hand, decreasing
only the frequency results in a slower running task and
the energy consumption finally remains unchanged. As a
result, the supply voltage and the clock frequency have
⋆ This research has been supported by the ARAVIS project, a Mina-
logic project gathering ST-Microelectonics with academic partners,
namely TIMA and CEA-LETI for micro-electronics and INRIA for
operating system and control. The aim of the project is to overcome
the barrier of subscale technologies (45nm and smaller).

to be controlled together, as suggested in Varma et al.
(2003). Clearly, it is required to decrease the frequency
before decreasing the voltage and, symmetrically, increase
the voltage before increasing the frequency. A common
approach in embedded systems is using a dynamic voltage
and frequency scaling (DVFS ) mechanism. This method
consists in adapting the variables to the computational
load and leads up to an important energy consumption
reduction in most of applications. Several behaviors are
useful for energy saving, notably those in Ishihara and
Yasuura (1998). Classically, each task are considered in-
dependently and its execution time has to fit with the
deadline using an unique supply voltage to minimize the
energy consumption. If the chip can only use a small num-
ber of discretely voltage levels, the two voltages with the
lowest energy consumption are the immediate neighbors of
the optimal one. Selecting some of these levels leads to a
drastic energy reduction even if the number of levels is very
small. At the end, the voltage has to be reduced as much as
possible and the frequency adapted to the computational
load, as explained in Pouwelse et al. (2001).

Embedded electronic systems have today to be low-power
systems but not only. Indeed, with the upcoming nano-
metric technologies these systems have to face with process
variability too, which refers to the unpredictability in man-
ufacturing: uncertainties about how a chip will perform
are introduced. Although a circuit is designed to run at
a nominal clock frequency, the fabricated implementation
may vary far from this expected performance, and can lead
to chip failures in certain cases. One could refer to Zakaria
et al. (2010) and the reference therein for more details
on technological variability issues. Manufacturing yield
success is hence hard to achieve and control loops become
essential in order to be able to use all the chips whatever
their performances. Note that this point is presented in
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Fesquet and Zakaria (2009). This is why we proposed in
Durand and Marchand (2009) a robust strategy to control
the energy-performance tradeoff in a voltage scalable de-
vice. In this first work, two discrete voltage levels and a
continuous frequency range for each level were available.
Considering a continuously varying frequency is however
not very realistic and the present paper proposes to extend
the control strategy for some limited frequency values, that
yields N possible frequency levels. Furthermore, another
contribution is to now consider M possible voltage levels.
Thus, the system architecture is introduced in the next
section. Then, the initial control strategy is shortly pre-
sented in section 2 before detailing how to handle to a
finite number of frequency levels. We also explain why
the control law is stable and robust to process variability.
Finally the two strategies with continuously and discretely
varying frequencies are compared in section 3 in term of
energy consumption and control computational needs.

1. SYSTEM ARCHITECTURE

The system architecture is given in Fig. 1.

ω

ω

ref

flevel

Vlevel
Vdd

fclk

System

Controller

Vdd

hopping

Oscillator Device

Vdd

Fig. 1. Controlled system architecture.

The Device is the electronic system to control (a processor
or a system on chip for example). Although it usually runs
at nominal supply voltage and constant clock frequency,
the proposed architecture allows to dynamically scale
these quantities. An energy consumption reduction is
then possible introducing a closed-loop controller which
monitors the activity of the device - its computational
speed ω (in number of instructions by second) - in order
to adapt the control variables with respect to a given
computational load ref to treat. The model of the device
is a linear static function with some unknown parameters

ω = α(Vdd)fclk + β(Vdd) (2)

where α(·) and β(·) can be identified but highly vary
with temperature and location on the chip (variability).
Nevertheless, the dynamics introduced by the control law
will make possible to control the system without any
information on these parameters.

The Oscillator and the Vdd-hopping are the two actu-
ators used in DVFS in general, which respectively provide
the frequency and the voltage to the device:

• A Vdd-hopping mechanism was described in Albea Sánchez
et al. (2009), where two voltages Vlow or Vhigh could supply
the chip. In that case, the system simply goes to low
voltage when the input signal becomes Vlevel = Vlevel low,
or to high voltage when Vlevel = Vlevel high respectively,
with a given transition time and dynamics that depend
upon an internal control law (one could refer to the ref-
erence above for more details). This principle can then
be extended to M voltage levels. Thus, the Vdd-hopping
provides the voltage Vm when Vlevel = Vlevel m, with

m ∈ {1, 2, . . . ,M} and Vm > Vm+1. Considering that
this inner-loop is extremely fast w.r.t. the loop considered
in this paper, one can neglect the dynamics of the Vdd-
hopping.

• A ring oscillator is suggested in Yahya et al. (2009).
The model is fclk = γfVdd, where γ is a constant while
the desired frequency f depends on the input signal, i.e.
f = ψ(flevel), using such a look-up table mechanism for
instance. Actually, only some limited frequency values are
possible, that is flevel = flevel n with n ∈ {1, 2, . . . , N} and
fn > fn+1, and switching from one frequency to another
can be considered as instantaneous. Moreover, we choose
N ≥M (a discussion on this point follows in section 2).

Afterwards, the device with the two actuators is called the
System whose model can be approximated by an affine
function, that is

ω = σfVdd (3)

where σ ≃ αγ since α and β in (2) can be considered
as constant (since the voltage range is very small in the
present study case) and β can be discarded due to its small
impact on the speed.

2. CONTROL STRATEGY

Two aspects have to be taken into account when control-
ling the energy-performance tradeoff in a voltage scalable
device. On a first hand, the controller has to i) minimize
the energy consumption in reducing as much as possible
the supply voltage and, on another one, ii) ensure some
good computational performances fitting the tasks with
their deadline. To do that, we propose to dynamically
calculate an energy-efficient computational speed setpoint
(which minimizes the penalizing high voltage running
time) that the system will then have to track. This setpoint
is based on some information provided by the operating
system for each task Ti to treat, that are the computa-
tional load - i.e. the number of instructions Ci - and the
deadline Ni. Moreover, let Li denote the laxity, that is the
remaining available time to complete a given task. Note
that these parameters can change during the running time
of a task (if the operating system decides to update them
for instance), this is why they are time-dependant.

The presence of deadline and time horizon to compute
tasks naturally leads to predictive control. Predictive con-
trol consist in finding an open-loop control profile over
some time horizon and in applying it until the next time
instant. The control problem is then reconsidered using
the new state variables and a new control profile is gen-
erated. This finally yields a closed-loop control and the
stability relies in the way the open-loop control is chosen.
The horizon can be constant, infinite or less classically
contractive as in the present paper. The key point is the
choice of the open-loop strategy and its computational
cost. Indeed, if predictive control is known to be a robust
approach, it is also often associated to high computational
cost which is not acceptable in the present case. Whereas
the classical strategy consists in minimizing some cost
functions, the strategy adopted here is called fast pre-
dictive control and consists in taking advantage of the
structure of the dynamical system to fasten the finding of
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the open-loop control. This is explained in Alamir (2006).
The simplicity of system (3) considered here is therefore
very suitable for such strategies. The predictive strategy
of the present paper is intuitively explained next and its
formal expression is given in subsection 2.1.

In order to simplify the understanding, the behavior is
reduced to only two voltage levels, i.e. Vhigh and Vlow,
with a continuously varying frequency range for each level.
This case is detailed in Durand and Marchand (2009).
Afterwards, let ωmax denote the maximum computational
speed when the system is running at high voltage, that
is ωmax = σFVhighmaxVhigh from (3), where FVhighmax is
the maximum frequency in the available range at Vhigh.
Respectively, let ωmax denote the maximum possible speed
at low voltage, that is ωmax = σFVlowmaxVlow, where
FVlowmax is the maximum frequency at Vlow. The high
voltage level will hence be necessary as soon as the average
speed setpoint of a task is higher than ωmax in order to
not miss the deadline. An intuitive method consists in
building the average speed setpoint of each task - that
is the ratio Ci/Ni - in such a way that the number of
instructions to do is performed at the end of the task.
This is depicted in Fig. 2 (left). However, this method is
not energy-efficient since a whole task can be computed
with the penalizing high supply voltage, such as for task
T2. Nevertheless, a suggested solution is to split the tasks
into two parts. This is represented in Fig. 2 (right). Firstly,
the chip begins to run at high voltage - if required - with
the maximum available frequency in order to achieve the
maximum possible speed ωmax to go faster, such as for T2

from t2 to tswitch. Then, the task could be finished at low
voltage - which, consequently, highly reduces the energy
consumption - with a speed lower than ωmax. A key point
in this strategy is that the switching time to go from Vhigh

to Vlow has to be suitably calculated in order to ensure
some good computational performances. However, it is not
a priori known and, therefore, a predictive control law has
to be used to dynamically calculate the switching time.

average computational speed setpoint ωsp(t)
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time
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Fig. 2. Different setpoint buildings: the intuitive average
speed setpoint vs. a more energy-efficient one.

Whereas the main idea was introduced, in fact considering
a continuously varying frequency is not realistic and we
then propose to extend the principle to a fully discrete
control scheme. Therefore, M voltage and N frequency
levels are considered straight afterwards. The lower is
the supply voltage the better will be reduced the energy
consumption - since the supply voltage is the penaliz-
ing parameter - and the system has hence to run at
the maximum possible computational speed for all the
voltage levels except the lowest one. For this reason, we
propose to have only one possible frequency fm per voltage
level, that is the maximum available frequency when the

chip is running at Vm by definition. Let ωm denote the
(maximum) possible speed at Vm (this value is implicitly
maximum since fm is the maximum value in the avail-
able frequency range), that is ωm = σfmVm from (3).
Thus, for instance, when the system runs with the supply
voltage V2 and the clock frequency f2, the corresponding
computational speed is ω2. As regards the lowest voltage
level VM , we propose to have several possible frequency
levels because, as the energy consumption could not be
reduced anymore - since no lower voltage level exists - the
degree of freedom on the frequency will allow to fit the
task with its deadline (as much as this is possible). This is
why we defined N ≥ M in section 1. Therefore, the elec-
tronic device could run with the different clock frequencies
f = {fM , fM+1, . . . , fN}, which lead to the computational
speeds ω = {ωM , ωM+1, . . . , ωN} respectively. Afterwards,
we also note Vx = VM ∀M ≤ x ≤ N in order to simplify
the next equations. Eventually, the control strategy princi-
ple remains the same as in the two-voltage level case since,
for each task, the two computational speeds which are im-
mediate neighbors to the average speed will minimize the
energy consumption (this was presented in introduction).
For each task to treat, the controller has hence to deduce
these two neighbors speeds, denoted ωj and ωj+1 with
ωj > ωj+1, in order to execute the task running firstly
at Vj and then at Vj+1. Anyway, the controller still has to
dynamically predict the switching time to go from Vj to
Vj+1 in order to minimize the penalizing Vj running time
while guaranteeing that the task will not miss its deadline.

2.1 Fast predictive control

Actually, the predictive issue can be formulated as an
optimization problem. For each task Ti to treat, what
is the computational speed setpoint which minimizes the
high voltage running time tVj

- when the two immediate
neighbors are Vj and Vj+1 - while guaranteeing that the
executed instruction number is equal to the number of
instructions to do at the end of the task. This is

min tVj
s.t.

∫

Ni(t)

ω(t) dt = Ci(t)

where
∫

ωdt corresponds to the executed number of in-
structions for the current task. This optimal criteria allows
to solve the predictive problem but is too complex to be
implemented in an electronic chip with low resources, as
in the present case. Nevertheless, the closed-loop solution
yields an easier and faster algorithm since one simply needs
to know i) the computational load to treat and ii) how
much time is available to do it. The remaining time before
the end of the task is hence necessary, this is why the
laxity Li will be used next instead of the deadline Ni.
Eventually, the speed required to fit the task with its
deadline regarding what it has already been executed -
afterwards denoted the predicted speed δ - is dynamically
calculated at each sampling instant as follows

δ(tk+1) =
Ci(tk) −

∑tk−ti

ti
ω(tk)

Li(tk)
(4)

where ti is the beginning of the task Ti, tk and tk+1

are the current and next sampling time respectively. The
implementation of the previous equation then becomes
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Ω(tk) = Ω(tk−1) + Tsω(tk)

δ(tk+1) =
Ci(tk) − Ω(tk)

Li(tk)
(5)

where Ω is the integration of the computational speed ω,
Ts is the sampling period and tk−1 is the last sampling
time. Furthermore, a conditional instruction is added to
be coherent with (4). Indeed, as the computational speed
is integrated on the running time of each task, the variable
Ω has to be reset when a task is executed, which means in
the last sampling time before its deadline. More precisely,
it is not set to zero to prevent the case when the task is
not completely executed at its deadline but, in fact, it is
adjusted with the difference between what it has already
been done and what it was required to do, such as

Ω(tk) = Ω(tk) − Ci(tk) if Li(tk) ≤ Ts

The energy-efficient speed setpoint ωsp is then directly
deduced from the value of δ (and so are the voltage and
frequency levels). First of all, note that ωj > δ ≥ ωj+1 by
construction since we assumed the two immediate neigh-
bors are Vj and Vj+1. Applying the proposed algorithm,
the device firstly runs with the more penalizing speed
ωj . As a result, the value of δ dynamically decreases - if
the system correctly tracks the setpoint - until achieving
ωj+1, which means that the task can then be finished with
this less penalizing speed. In fact the computational speed
setpoint is not really required since the control variables
are easily deduced, but we notice ωsp anyway (for a well
understanding) in the control decisions, that are

∣

∣

∣

∣

∣

ωsp(tk+1) = ωj

Vlevel(tk+1) = Vlevel j

flevel(tk+1) = flevel j

if δ(tk+1) > ωj+1

∣

∣

∣

∣

∣

ωsp(tk+1) = ωj+1

Vlevel(tk+1) = Vlevel j+1

flevel(tk+1) = flevel j+1

otherwise (6)

Furthermore, we previously assumed that ωj > δ ≥ ωj+1

but, in practice, δ can go out these bounds (for instance if
the running computational speed goes faster/slower than
expected). Nevertheless, the algorithm (6) still works with
a problem now translated to ωj+1 > δ ≥ ωj+2.

Eventually, the performances are guaranteed because the
execution of a task always starts with the more penalizing
voltage level - by construction of the predictive control
law - and a lower level will not be applied while the
remaining computational load is important. As a result,
it is not possible to make better. Furthermore, the speed
setpoint to track is always higher or equal than required.
The Lyapunov stability is based on an elementary physical
constatation: if the total energy of the system tends to
continuously decline, then this system is stable since it
is going to an equilibrium state. Let V = xTPx be a
candidate Lyapunov function, with P positive definite
and x(tk) = Ci(tk) −

∑tk−ti

ti
ω(tk). This latter expression

comes from (4), where x refers to the remaining load
in the contractive time horizon of the task. Therefore,
the Lyapunov function intuitively decreases - because the
speed of the electronic device can only be positive - and
so is ensured the stability of a task.

On top of the proposed strategy, a last control decision
is also possible “deactivating” the clock of the device.

This is called the clock-gating principle. One could refer
to Kuzmicz et al. (2007). In this case, the device runs
with the lowest voltage VM and a null frequency (in fact
the clock is only paused but a null frequency is used in
simulation to highlight the clock-gating intervals). This
behavior is useful - especially when the number of voltage
and frequency levels is poor - because a higher voltage level
than required is used most of the time by construction,
which leads to consuming idle intervals. Consequently,
it could be interesting to deactivate the clock until the
beginning of the following task. However, in order to
minimize the using of the clock-gating principle we propose
to pause the clock only if the beginning of the following
task is not too close, that is when Li(tk) > Lmin, where
Lmin is a tunable parameter.

2.2 Estimation of the computational speeds

The available speeds ωm might be obtained from the
system model (3), i.e. ωm = σfmVm, where σ is inherent
to the device but could vary with temperature or location
(variability), and yet, the control has to be robust to
such an uncertainty. Furthermore, the value of σ, fm

and Vm are not known. For these reasons, we propose
to estimate ωm. Let ω̃m denote the estimated speeds. A
solution consists in measuring the system speed for each
couple voltage/frequency levels. Therefore, the speeds ωm

are measured when the supply voltage is Vm and the clock
frequency fm. Moreover, we propose to use a weighted
average of the measured speed in order to filter the
(possible) fluctuations of the measurement, which yields

if

{

Vlevel(tk−1) = Vlevel m

flevel(tk−1) = flevel m

ω̃m(tk) = (1 − ρ)ω̃m(tk−1) + ρω(tk) (7)

where 0 ≤ ρ ≤ 1 is the weighted value. Note that a problem
could appear during the voltage transitions. Indeed, the
algorithm (6) allows to dynamically calculate the predicted
speed δ and compare its value with the computational
speeds ωm (in fact with the estimation of the speeds ω̃m).
The controller thus changes the voltage and frequency
levels as soon as δ crosses a possible speed. However,
during this level transition the estimated speed could vary
(due to the fluctuations in the estimation) and, because of
this phenomena, the levels could switch and switch again.
A solution is hence required. For this reason, we propose
to bound the value of ρ in such a way that the variation
of the estimation is always lower than the variation of δ.
First, let ∆ω̃m denote the variation of the computational
speed estimation, obtained from (7), that is

∆ω̃m(tk) =
ω̃m(tk) − ω̃m(tk−1)

Ts

=
ρ

Ts

[ω(tk) − ω̃m(tk−1)]

Then, let ∆δ denote the variation of the predicted speed,
calculated from (5), that is

δ(tk+1) =
Ci(tk) − Ω(tk)

Li(tk)

=
Ci(tk) − Ω(tk−1)

Li(tk)
−
Tsω(tk)

Li(tk)
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δ(tk) =
Ci(tk−1) − Ω(tk−1)

Li(tk−1)
≃
Ci(tk) − Ω(tk−1)

Li(tk)

∆δ(tk) =
δ(tk+1) − δ(tk)

Ts

≃ −
ω(tk)

Li(tk)

The approximation comes from the fact that the instruc-
tion number usually does not change for a given task
and the laxity is only different from one sampling period
Ts between two measurements, which can be neglected.
Finally, the variation of the estimation has to be lower
than the variation of the predicted speed, such as

∆ω̃m(tk) ≤ ∆δ(tk)

⇔ 0 ≤ ρ ≤ −
Tsω(tk)

Li(tk) [ω(tk) − ω̃m(tk−1)]

This result comes from i) ρ ≥ 0 by construction and,
moreover, ii) we consider that a problem could only
appear during a decreasing switching, that is when ω(tk) ≥
ω̃m(tk−1). Therefore, the parameter ρ is bounded and this
has to be considered next in the implementation.

As explained in subsection 2.1, the stability is ensured
and, therefore, a task will meet its deadline. Furthermore,
the proposed estimation of the computational speeds ωm

- which leads to a control law without any information
on the system parameters - yields a robust strategy which
will self-adapt whenever the performance of the controlled
chip. This is very important for process variability.

3. PERFORMANCE EVALUATION

A scenario with three tasks to execute is proposed for
simulations: the first task starts with 4 instructions to do
in 0.5µs, then a 65 instruction task has to be executed in
2.5µs and the last one has to compute 10 instructions in
1µs. These data are represented in Fig. 3.
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Fig. 3. References used for the simulation: the number of
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Several benchmark tests are then proposed for simulations,
with different values of voltage and frequency levels:

Bench1 : 2 voltage levels and a continuously varying
frequency, shown in Fig. 4(a),

Bench2 : 2 voltage levels and 2 frequency levels with the
clock-gating principle, Fig. 4(b),

Bench3 : 2 volt. 3 freq. levels and clock-gating, Fig. 4(c),
Bench4 : 3 volt. 3 freq. levels and clock-gating, Fig. 4(d).

The top plot shows the average speed setpoint Ci/Ni (for
guideline), the predicted speed δ (for guideline) and the
measured speed ω, whereas the bottom one shows the
supply voltage Vdd. Note that the clock frequency fclk,
the frequency level flevel and the voltage level Vlevel can
be deduced from them. Furthermore, the results are quan-
tified in term of energy consumption and computational
cost. The power consumption comes from (1) where a
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Fig. 4. Simulation results of the fully discrete scheme.

ratio is also added due to the Vdd-hopping, that is 20 %
more during the voltage transition and 3 % more during
the steady-states intervals, such as suggested in Miermont
et al. (2007). An integration during the whole running time
finally gives the total energy consumption of the system
(afterwards denoted E in equivalent-joules eJ). The con-
trol computational cost is obtained with the Lightspeed
Matlab toolbox proposed in Minka (2009), which provides
a number of operations (afterwards denoted C in OP s).
The cost is different for an addition, a multiplication (twice
the cost of an addition) or a division (the most consuming
which is eight times the cost of an addition) for instance.
Finally, the different strategies are compared with a system
without DVFS and DVS mechanism, where the supply
voltage is fixed to the most penalizing level, i.e. Vdd = V1,
while the clock frequency is fixed to fclk = f1 in the first
case and is continuously varying in the second one.

With two voltage levels - Fig. 4(a) to (c) - the system
runs during almost 80 % of the simulation time at low
voltage and a reduction of the energy consumption of
about 30% is achieved compared to a system without DVS
and 65 % compared to a system without DVFS mechanism.
Furthermore, the fully discrete control scheme - Fig. 4(b)
to (c) - requires a lower computational cost than in the
continuous frequency case because, for almost the same
energy consumption reduction, the control computational
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cost is divided by more than two. This is because the
control variables are directly deduced from the predictive
control law (without requiring to calculate a speed setpoint
and applying a setpoint tracking). Note that the predicted
speed is decreasing all the time in the fully discrete control
scheme because the levels are always higher (or equal) than
required - by construction - due to the limited number of
frequency values. On the other hand, with three voltage
levels - Fig. 4(d) - the system does not need to go to the
highest level to treat the tasks of the present bench, but it
runs a larger time (during about 60% of the simulation
time) at the middle voltage level to compensate. This
leads to a reduction of the energy consumption of about
10% anyway whereas the paying tradeoff is an increase of
the control computational cost (about 10 % more) due to
the extra voltage level to control. Eventually, comparing
Fig. 4(b) and (c) for the number of frequency levels, or
Fig. 4(c) and (d) for the number of voltage levels, shows
that in both cases the control computational cost increases
- due to the extra levels to manage - without reaching
a clearly better energy saving. Nevertheless, the number
of levels is important but it is important to notice that,
in practice, designing a circuit with several voltage levels
is more complex and less area-efficient than adding some
possible frequency levels in the ring oscillator. For this
reason, one would prefer to have a small number of voltage
levels - two seem to be enough - and choose the number of
frequency levels regarding the expected performances.

Furthermore, the controller is highly robust to process
variability. This phenomena can be modeled as an un-
known gain in the equation of the chip (2), which becomes
ω = λ (αfclk + β). Let 0 ≤ λ ≤ 1 denote this gain.
Note that λ = 1 is a chip without any uncertainties,
the measured speed ω is reduced when λ < 1 and so
are the maximum speeds ωm and, finally, the chip does
not work at all if λ = 0. The simulation results in Fig. 5
show how the system still works with 20% of variability,
i.e. λ = 0.8. Of course, the system runs a longer time
at the penalizing supply voltage in order to compensate
a weak performance, but the tasks meet their deadline
anyway. The estimation of the maximum computational
speeds allows this robustness.
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Fig. 5. Simulation results to test the robustness of the
controller with 20% of process variability.

CONCLUSIONS AND FUTURE WORKS

This paper proposes a discrete architecture to control the
energy-performance tradeoff in an (embedded) electronic
device. A fast predictive control technique - based on a
previous work in Durand and Marchand (2009) - allows to
minimize the energy consumption while guaranteeing some
good computational performances. The proposal yields
important energy saving with a low control computational

cost. Furthermore, it is highly robust in the case of large
dispersion phenomena, like the one arising in chip in 45nm
and smaller technologies.

The next step is to test the proposed control strategy in a
real nanometric chip.
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