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On 3D DDFYV discretization of gradient and

divergence operators. II. Discrete functional

analysis tools and applications to degenerate
parabolic problems.

B. Andreianov - M. Bendahmane - F. Hubert

Abstract — We present a detailed survey of discrete functional analysis tools (consis-
tency results, Poincaré and Sobolev embedding inequalities, discrete WP compactness,
discrete compactness in space and in time) for the so-called Discrete Duality (DDFV)
Finite Volume schemes in three space dimensions. We concentrate mainly on the 3D
CeVe-DDFV scheme presented in [3]. Some of our results are new, such as a gen-
eral time-compactness result based upon the idea of Kruzhkov [65]; others generalize
the ideas known for the 2D DDFV schemes or for traditional two-point finite volume
schemes.

We illustrate the use of these tools by studying convergence of discretizations of non-
linear elliptic-parabolic problems of Leray-Lions kind, and provide numerical results
for this example.

2010 Mathematical subject classification: 65N12; 65M12.

Keywords: finite volume approximation; discrete duality; 3D CeVe-DDFV; conver-
gence; consistency; discrete compactness; Kruzhkov time compactness lemma; discrete
Sobolev embeddings; degenerate parabolic problems.

1. Introduction

Duality formula linking discrete divergence and discrete gradient operators is a key for prov-
ing convergence of many known numerical schemes for elliptic and parabolic PDEs. The
name of DDFV (Discrete Duality Finite Volume) was given to a particular kind of 2D
schemes that possess this duality feature and work on “double” meshes (see Hermeline
[57, 60] and references therein; Domelevo and Omnes [36]; cf. Nicolaides [69]). The im-
portance of the discrete duality feature stems from the fact that it makes finite volume
discretizations of numerous elliptic operators “structure-preserving” (which means e.g. that
the discretization of monotone coercive operators is monotone and coercive). The other
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important feature is that DDFV schemes can be used for anisotropic elliptic operators on
almost general meshes, and for nonlinear elliptic problems. Many other types of schemes
are able to cope with the same difficulties: we refer to [55, 45] for an extensive bench-
mark comparison in 2D and in 3D. For different applications of DDFV schemes, we refer to
[4, 7,12, 19, 20, 21, 23, 25, 26, 28, 30, 31, 34, 35, 36, 57, 58, 60, 61, 62, 63, 64, 68, 70, 72].
A priori error estimates for were obtained, e.g., in [36, 12, 20], and a posteriori estimates
were recently derived in [67] for the case of the Stokes problem.

The main goal of this paper is to survey several tools for analysis of DDFV schemes and
to demonstrate their usefulness by giving a convergence proof for one particular application
(see also [36, 12, 20, 4, 7, 26, 66] for this purpose). To be specific, we study convergence for
degenerate elliptic-parabolic equations and illustrate the convergence theorem by numerical
experiments (see [14] for other tests). The present paper partially follows the guidelines of
Andreianov, Boyer and Hubert [12], where the 2D DDFV method was used for discretization
of nonlinear diffusion problems. But we focus on the 3D DDFV schemes from the works
[5, 3, 14] of the authors and Karlsen and Krell. In these works, a 3D generalization of the
2D DDFV scheme, called CeVe-DDFV, was described and the discrete duality property was
justified. The 3D CeVe-DDFV construction coincides with the one given by Hermeline in
[60]'. Note that other kinds of 3D DDFV schemes are in use. First, a slightly different CeVe-
DDFV scheme was designed by Pierre in [72] (see also [32, 30, 31] and [29]). Developing the
approach of Hermeline [59] with introduction of additional unknowns, Coudiére and Hubert
proposed a 3D scheme with a different idea for mesh and gradient construction, now called
CeVeFE-DDFV: see [25, 26] and [27]. Note that the discrete functional analysis tools of this
paper easily extend to 3D CeVeFE-DDFV schemes. A 3D DDFV construction inspired by
[26] was recently proposed in [46]; this construction boils down to a generalization of the
scheme of [72]. More information is given in [3]. Many other methods for linear anisotropic,
or nonlinear, elliptic problems on general meshes have been proposed in the last decade; we
refer to the survey paper [38] and the references given in [3, 38]. An extended numerical
comparison of different schemes on linear 3D diffusion problems was carried out in the
benchmark [45], see in particular [14, 27, 29] for different kinds of 3D DDFV schemes. For
related numerical results for various 3D DDFV schemes, we refer to Hermeline [59, 60]
and Coudiere and Hubert [25] (in the context of linear heterogeneous anisotropic diffusion
operators), to Coudiere et al. [30, 32, 31] (in the context of electrocardiology, cf. [16, 17]
and [7]).

Let us give an outline of the paper. In Section 2 we recall the basic notation for 3D DDFV
schemes, spaces of discrete functions and fields, discrete divergence and discrete gradient
operators; the details are given in [3]. This notation reflects the far-reaching analogy between
the continuous framework and the discrete DDFV framework, and makes the convergence
proofs quite similar to the proofs of structural stability (i.e., of the stability of solutions with
respect to perturbation of data and nonlinearities) in the continuous framework, cf. [6].

In Section 3, we first give consistency results for the mesh projection operators and for the
discrete gradient operator. Then, we discuss the discrete Poincaré and Sobolev embeddings
for the DDFV schemes (cf. [12] and [22] for the 2D case), and sketch the proof of the
embeddings in the case of the Neumann boundary conditions. Then we give two kinds
of discrete compactness results. The principle of WP weak compactness in space is well

!The work [60] imposes unnecessary restrictions on the meshes but it treats the more delicate case of
diffusion operators with discontinuous coefficients.
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known (see in particular [12] for the 2D case). The L' space-time compactness is a new
result of independent interest: its proof is based upon the original idea of Kruzhkov [65].
We refer to [49, 51, 2] and references therein for different approaches to time compactness.
Two important technical issues are treated in appendices. In Appendix A, we introduce a
penalization operator, helpful in some convergence studies, and in Appendix B we give a
hint on discretization of reaction terms in the context of DDFV schemes.

As an application, we discuss several particular cases of the general triply nonlinear
elliptic-parabolic-hyperbolic equation (see [6] and references therein)

b(u); + div F(u) = divp( VA(u)) + f, (1)

where b(-), A(-) are continuous non-strictly increasing functions, F'(-) is continuous and ¢(+) is
a nonlinearity of Leray-Lions type. The p-laplacian operator, i.e., the case of p(§) = |£[P72¢,
is the main example in the applications; more generally, it could be combined with an
anisotropy and heterogeneity, as for the case p(&,x) = |A(x)E[P72A(2)E, (A(2))zeq being a
uniformly elliptic bounded family of symmetric matrices. In Section 4.1 we give the proof
of convergence of our 3D DDFV discretizations® for the elliptic-parabolic case (A = Id,
F = 0) with the homogeneous Dirichlet boundary conditions. We refer to [13] and references
therein for previous results on finite volume approximation of elliptic-parabolic problems;
this encompasses the Richards equation used to model one-phase flows in porous media.
Further, in Section 4.2 we briefly discuss the additional tools needed to treat the case of
hyperbolic degeneracy in (1) ([4]). One more aspect of problem (1) is exposed in the work
[15].

In Section 5, we report on numerical results for the problem treated in Section 4.1.
Recall that the problem we solve numerically is a nonlinear one; Appendix C presents the
coordination-decomposition iterative algorithm (see [53, 54, 20]) used in the numerical tests
of the present paper.

2. Notation for the scheme, operators and discrete duality

Let us briefly recall our discrete framework, limited to the case of operators with homoge-
neous Dirichlet or Neumann boundary conditions. The cases of non-homogeneous and mixed
boundary conditions are treated in [12] and in [7].

We only reproduce the notation needed to understand the statements of the paper and
the applications in Section 4. Illustrative figures and additional notation that is only needed
in some proofs of Section 3 are given without comment in Section 2.2 (for details, see the
paper [3] of the authors and S. Krell).

DDFYV schemes are designed for discretization in space of second-order elliptic operators
in divergence form; therefore we concentrate on description of the meshes of a domain 2 C R3
(notation related to the time dependence is given in Section 3.5). The 3D CeVe-DDFV

meshes of  described in [3, 14] (cf. [5] and Hermeline [60]) are triples T = <W,W, @);
actually both 9 and ® are constructed from 9 which is given.

2Note that we add the penalization operator to the scheme in order to ensure convergence, as explained
in Section 3.4. Numerically, the non-penalized scheme converges as well. Proving convergence of the non-
penalized scheme is beyond the scope of this paper, but this question deserves further study.
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The mesh ‘¥ consists of control volumes of two kinds, the primal ones (denoted x € 9°)
and the dual ones (denoted x* € 9%). Both primal and dual volumes form a partition
of €2, up to a set of measure zero. The volumes are associated with centers x, and .,
respectively; one may assume that x, € Kk and z,+ € k*. The dual volumes are constructed
using, as vertices, the primal volume centers (zy)x, some face centers ()« (KL being
the notation for a face separating neighbors x and ) and the edge middlepoints (& yx ) gour
(k and 1 being neighbor dual centers). For details, we refer to [3, Sec.2] (see also [60]);
important generalizations can be found in [3, Sec.4].

The dual and primal volumes with centers lying on 02 are considered as “boundary”
volumes (denoted x € 99 and k* € OMT", resp.), in the case we look at Dirichlet boundary
conditions. The primal boundary volumes are in fact fictive ones (they are flat: each face
of Kk € M contained in O gives rise to a boundary volume). With each (primal or dual)
interior control volume (denoted xk € M or k* € M, resp.), unknown values uy, resp. Ugs
for a discrete solution u are associated (the value wuy, resp. ug-, is seen as the value of u at
the point xy, resp. z,); Dirichlet boundary conditions are imposed at the centers of the
boundary volumes. The Neumann or Robin boundary conditions, when present, enter the
definition of the discrete divergence operator (see [21, 62, 23] and [7] for details). In the
application, we will focus on the homogeneous Dirichlet condition.

Thus we consider the space R* of discrete functions on interior volumes; a discrete func-
tion u* € R consists of one real value per primal or dual interior control volume. The
space of discrete functions that, in addition, take the value zero in the boundary volumes
is denoted by RF; more generally, by u® € RT we mean an extension of u® € RT by values

assigned in boundary volumes. On R*, we consider the appropriate scalar product H , ﬂ
(see formula (3) below). ?

A third mesh consisting of diamond volumes (denoted p € ®) is required to handle
discrete gradients and other discrete fields on 2. A diamond b is uniquely determined by
a couple K, 1 of primal volumes that have common interface wr contained within p; in this
case, we denote it p"*. If x, € Kk, x;, € L and K[ is convex, then the diamond p™* is the
union of convex hulls of z,, K and of x,, kL (see [3, Sec.4] for several generalizations)?.
The space (R®)3 of discrete fields on € serves to define the fluxes through the boundaries

of control volumes. A discrete field F~ € (R®)3 on ) consists of one R? value per diamond.

On (R®)3, one considers the appropriate scalar product {{ - }} (see formula (4) below).
Q
A Discrete Duality Finite Volume scheme is determined by the mesh, the discrete di-

vergence operator div® : (R®)? — R¥ (see formula (5) below) obtained by the standard
finite volume discretization procedure (taking into account the Neumann or Robin boundary
condition, if necessary), and by the associated discrete gradient operator V* : R — (R®)?
(see formula (7) below) obtained diamond-wise, by a kind of affine interpolation (see [3] for
the motivation behind the definition of V¥). The essential property of the DDFV schemes
is the discrete duality [3, Prop.3.2] (see also the proof of [60, Th.1]), stated as

H— div:F~, vfﬂ = {{ff, v%f}}ﬂ; (2)

3Diamonds are further cut into subdiamonds, denoted S;‘L‘L* (or s € &, for a generic subdiamond) that

involve neighbors k, L and dual neighbors k*, L* intersecting K, L (see Fig. 2); these are only needed inside
some proofs of Section 3.




3D DDFV discretization II: Discrete Functional Analysis Tools and Applications )

this form is suitable either for v satisfying the homogeneous Dirichlet boundary condition,
or for F satisfying the homogeneous Neumann (zero-flux) boundary condition (see [7, 62]
for the general case including a boundary scalar product).

The discrete solution «* will be often identified with the piecewise constant function

1 o 2 o
=3V + 5¥
with ™ and v™ representing the piecewise constant discrete solutions on the primal and the
dual mesh, respectively; e.g., v™"(2) = > o Uk i (2). Similarly, we identify V*u* with
the piecewise constant function V*u® := 3" _ V,u*ll,(x). This identification is related
to the notion of reconstruction (lifting) operator used in the context of “gradient schemes”,

see Eymard, Guichard and Herbin [46].

We denote by Vol(A) the three-dimensional Lebesgue measure of A which can stand for
a control volume, a dual control volume, a diamond, etc.

u®

2.1. An illustration: Cartesian DDFV meshes in 3D

As an illustration, let us reproduce the simple example of a 3D DDFV mesh given in [3,
Sect. 2.3]. Take the unit cube = [0,1]® and partition it into N3 primal cubic volumes of
edge % The diamonds are octahedra built on two primal cubes’ centers x,, ,7x, and on
the square interface x i, between them. One chooses for z, . the center of symmetry of
KoJKs. The interior dual volumes are also cubes of the same edge % centered at the vertices
of the primal mesh that do not lie on 0f2. Fig. 1 pictures the primal and dual mesh and one
diamond.

On uniform cubic mesh, a notation simpler than that of the general case can be used; in
particular, discrete gradient and divergence operators can be computed by evident formulas
given in [3, Sect.2.3]. We will prove several results specific to these meshes. Notice that
the DDFV approach on Cartesian meshes can be directly compared to the approach of [9]
(developed in 2D)*. While this kind of schemes looks too complicated for linear problems
on Cartesian meshes, it can be useful e.g. for image processing applications involving 1-
Laplacian kind diffusion operators (see [61]; cf. [48] and references therein).

2.2. Notation and formulas used in some proofs

For w=®,v® € R¥ and for F=,G* € (R3)®, the scalar products are given by

1 2
|:|:U)T7 UT:|:| — g Z}(Em{” VO](K) WV + g ZK*ESJ?* VO](K*) W g Ve (3)
Q

{{F%, QZ}}Q = Vollp) P - G n

The entries of the discrete divergence of a field F can be computed by the formulas

I 1 K, 2 7
d.l‘/v}(.F“I — QVO](K) Z(_l)es <.Fé,x®@x%”1,xle+l >,
S~K
: T 1 K'Y oy (5)
leK*}—T - W Z(_1>€S (‘va@xﬂ%xa@xi,m >

S~ K*

4 In [9] and the subsequent works [10, 11], the vector V,u® was reconstructed per quarter of diamond
and its absolute value was reconstructed per diamond by averaging of the quarter-diamonds.
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(see the notation of Fig. 2). In formulas (5), we mean that each subdiamond s associated
with x (resp., with x*) has the form s = Sﬁ%ﬁi, with some kg, Ky, K7, Kj;; the notation

under the sign “>” refers to s = s KE?‘JK*@ . Because k may coincide either with k. or with &g
4L

(similarly, &+ may be &7 or k7,), the “sign selectors”

€

K__{O,lfK:K® K*::{O,lfK*:KZ- (6)

= . € .
S 1, if k =K, ’ S 1, if & = K},

are introduced in (5). The meaning of formulas (5) is standard in the context of finite

volume schemes: e.g., Vol(k)div < F expresses the boundary flux / aK]? - Vg (see [3, Lemma
3.1]).

Primal volume kg

Four primal cells

and a dual cell |
Dual volume k*
@---------- ) - I
, /1 A primal interface |
s /! and its diamond |
/ ’ T
G-<------ o | @
| T |
[ K [ ! K31 { Tx
U L I S au A N - 7
L | : Diamond p¥o-Ke // R 2%
I @t boeeee D Y72 R
Lo oy T I v % ,
1 - ! \ , 4 {L‘KT
1 X Interface K kg | \ 2
G----F-4-/-0 S
T E | ZK@
. - — -9
J /
/
Primal volume K { Primal volume &

Figure 1. Example of Cartesian DDFV mesh in 3D (left). Two neighbour volumes and a diamond (right).

volume orientat107 interface Us*@ subdiamond

g (part of Kikiyy) Sine

+1

interface o
+ (part of Kok )

interface o
(part of KiV(i+]_®>

Figure 2. 3D neighbor volumes and the associated diamond p*©¥® (left). Zoom on a subdiamond (right).
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Similarly, the entries of the discrete gradient are calculated by the formula

! — * * * .k
= 1 (Tomg, xf xh, , xiely) N
T OT Rt X EE R Rt B Sx | — * * — P
Vow* = E = (ws — W) Mg + 2(wz'+1 —w") |77 X x@@xi,m]
6Vol(D) ToXgy * T

i=1

(7)
with the notation of Fig. 2 (the depicted case corresponds to primal interface k.|, with [ = 3
vertices, with the convention “I+1:=1");in (7), - X - and < -, -, - > denote the vector and
the mixed products of vectors of R3, respectively. Let us explain the meaning of (7). The
component of V,wT along the direction 7,z is denoted by Proj,( V,w®), and Proj* ( Vyw?)
is used for the component along the face wr; then setting V = 22:1 (7o, Tre T i)
we have (see [3, Lemma 2.4])

. o Wy — Wy
_ PrOJD( VD'LUT) = % SoR:3)
Vow?® is s.t. . o2 ®»l® ) o _ (8)
Projy,( Vow ):V Do (Wi —w') | se X Tog Tign | -

Let us stress that the discrete gradient is consistent with affine functions, see [3,
Prop. 2.3]:

Proposition 2.1 (Consistency of the discrete gradient).
Let wy,ws, (w})l_, be the values at the points x,, x,, (1;)\_,, respectively, of an affine on
D = p"*® function w. Then Vpw™ coincides with the value of Vw on D.

3. Discrete functional analysis tools

In this section, we give a few “discrete functional analysis tools” related to CeVe-DDFV
schemes (such properties or their analogues also hold for 2D DDFV schemes and for 3D
CeVeFE-DDFV schemes). Notice that the proof of the asymptotic discrete compactness
property of Proposition 3.4 is based upon the discrete duality; the duality is also used, in a
much weaker form, in the proof of Proposition 3.5. This section is essentially self-contained;
some details are given in references [8, 12, 42], notation is taken from Section 2.2.In addi-
tion, two hints on DDFV discretization (namely, the penalization operator and a structure-
preserving discretization of the reaction terms) that may be useful for coping with “double”
nature of the CeVe-DDFV approximations are postponed to Appendices A and B.

For a given CeVe-DDFV mesh ¥ of (2 the size of ¥ is defined as
size(¥) = max{maXKemo diam(x U {zx}) , max,.gr diam(x U {2 }), maxpeo diam(D)}.

Throughout this paper, we assume that the mesh satisfies one of the three following
assumptions. When discrete Poincaré-kind inequalities are not needed, we assume that

¥ is a general 3D CeVe-DDFV mesh of the kind described in Section 2 (M)

(see [3, Sect. 2 and 4] for more details on the construction of the mesh).
When Poincaré-kind inequalities are essential, we assume either that

in addition to (M), all the faces of primal volumes of T are triangles, (Ma)
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or that
the mesh ¥ is the cartesian mesh described in Section 2.1. (Mp)

In many results, we will work with a family of meshes such that size(¥) goes to zero.

3.1. Regularity assumptions on the meshes

In various finite volume methods, one always needs some qualitative restrictions on each
mesh T considered (such as, e.g., the assumption that =, € k, or the convexity of volumes
and/or diamonds, or the mesh orthogonality, or the Delaunay condition on a simplicial mesh).
For the convergence analysis on families of such meshes, it is convenient (though not always
necessary) to impose shape regularity assumptions on the family of meshes considered. These
assumptions are quantitative: this means that the “distortion” of certain objects in a mesh
is measured with the help of a regularity constant reg(¥), which is finite for each individual
mesh but may get unbounded if an infinite family of meshes is considered.

For the 3D DDFV meshes presented in this paper, there are two main mesh regularity
assumptions. First, we require several lower bounds on dy;, = |z — x|, djepr = |Tpe — 22 |:

For all primal neighbors ,z, diam (k) + diam (z) < reg(¥)d;
for all dual neighbors x*, diam (k*) + diam () < reg(T)d>;

9)

for all diamond p with vertices x,, x,
and with neighbor dual vertices x«, z;-, diam (p) < reg(T) min{dy,, dy }.

Further, we need a bound on the inclination of the (primal and dual) interfaces with respect
to the (dual or primal) edges (see Fig. 2):

For all primal neighbor volumes «, r, the angle ., between z,z; and the plane &l
is separated from 0 and 7, meaning that reg(¥) cos oy, > 1; and

for all neighbor vertices x, x+ of K, the angle oz;;*? .~ between Tz F and e Ty,
is separated from 0 and 7, namely reg(¥) cos .. > 1.
(10)
Also a uniform bound on the number of neighbors of volumes and diamonds is useful:

All primal volume x has at most reg(¥) neighbor primal volumes;
all dual volume k= has at most reg(¥) neighbor dual volumes; (11)
and all diamond p has at most reg(T) vertices.

The last of the three assumptions in (11) is satisfied, e.g., if one works under assumptions
(M A) or (MD)

Actually, for the results using Poincaré and Sobolev inequalities, assumptions (Ma) or
(Mp) are imposed, in order to guarantee that the kernel of the discrete gradient operator
is reduced to constant discrete functions. Moreover, for the Sobolev embedding inequalities
and for strong compactness in L9, ¢ > 1 we also require

For all primal volume x and interface K,  myudi, < reg(¥) Vol(k);

For all dual volume r and interface xir,  myepdier < reg(F) Vol(k*). (12)

Whenever one is interested in error rate analysis, further constraints on the shape of
volumes, dual volumes, diamonds, and their intersections are needed (see [12] for the 2D case
and [26] for the 3D CeVEFE-DDFV case). In the 3D CeVe-DDFV case, shape-regularity
constraints on the faces of the primal mesh would also be required.
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3.2. Consistency of projections, discrete gradient and divergence operators

Here we gather basic consistency results for the DDFV discretizations. Heuristically, for a
given function ¢ on §2, projection of ¢ on a mesh ¥ and subsequent application of the discrete
gradient V= should produce a discrete field sufficiently close (as size(T) gets small) to V.
Similarly, for a given field F , the adequate projection on the mesh and the application of
div® to this projection should yield a discrete function close to div F. Actually, we state
two different kinds of consistency results, those in a norm and those in a weaker formulation
using duality.

We use two kinds of projection, the mean-value and the center-value ones. Namely, for
scalar functions on €, the following projections on R* (which have two components, namely
the projections on 2 and on M) are used:

2o o ( (G L) eme Gy L) e ) = (20 7% )
P oo ((olo)) g (#0), o ) = (P B2 ).

If, in addition, ¢ is zero on 0f2, then Pip € R* is extended to P3p € Ry; PZp is the projection
of ¢ on R*. For R3-valued fields on Q, we use the projection on (R3)® by

P*: F ( L /.7?) )
VOI(D) D peD

Let us stress that for the study of weak compactness in Sobolev spaces and analysis of
convergence of discrete solutions to a weak solution of PDEs, the consistency results can
be formulated for source terms and for test functions only (and the consistency for divioP*
is formulated in a weak form, except on very symmetric meshes). These results are shown
under the regularity restrictions (9),(10),(11) on the mesh.

Proposition 3.1 (Consistency of discrete operators). Let ¥ be a 3D CeVe-DDFV
mesh of Q0 satisfying the general assumption (M). Assume that the number reg(T) quantify
the mesh regularity in the sense (9),(10),(11). Then

(i) For all p € D(Q) one has

*

Hso - IP’”’%HLOO(Q) < Clp) size(T), Hw - P < Clp) size(T);

‘LOO(Q)

S _\3
analogous properties hold for P¥* P™ . Similarly, for all F € <D(Q)> one has

Hﬁ _BF < CO(F) size(T).
L)

(i1) For all ¢ € D(Q) one has

| vo— v @%)|| < Cloreg(T)) size().

Leo(Q)

5In this paper, we only discuss DDFV discretizations of diffusion operators supplied with homogeneous
Dirichlet or Neumann BC. In the homogeneous Dirichlet case, the boundary values of a discrete function are
zero. In the homogeneous Neumann case, boundary values never appear. Consideration of non-homogeneous
boundary conditions is a highly technical issue. We refer to the analysis of [12] for the Dirichlet case, and
to [21, 62, 7, 23] for the non-homogeneous Neumann condition on a part of the boundary.
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. _\3
(ii)  Assume that the mesh is of the kind (Ma). Then for all F € (D(Q)) , for all

w® € RE one has

’ HIP’“(div J?) — div¥(P7F) | wfﬂ < O(F, reg(T)) size(T) | VT i (q)-

Q

. _\3
(iii-bis)  Assume that the mesh is of the kind (Mp). Then for all F € (D(Q)) ,

Remark 1.
(i) One can perceive (iii),(ili-bis) as a kind of commutation relation, but actually these items
also express consistency results. Indeed, by (i), IP"‘(diV F ) is size(T)-close to div Fin L>(Q).

IP’“(div ﬁ) — div¥ (BF) H < O(F) size(T).

L (Q

Therefore the item (iii) can be interpreted as a size(¥)-smallness of (divf — div (P°F ))
in the weak-* topology of W~1>(Q) = (WOM(Q)> B Similarly, the item (iii-bis) means that,
for the uniform Cartesian mesh, (div}: — div¥(PSF )) is of order size(¥) in L norm.

(ii) The items (iii),(iii-bis) reflect a technical difficulty specific to the DDFV context. Indeed,
in the context of finite volume schemes with two-point gradient reconstruction (iii),(iii-bis)
holds just with C' = 0, for an appropriately defined field projection operator. To be specific,
instead of the DDFV double mesh ¥ consider the primal mesh 91’ alone. One keeps the

same definition for diamonds p™*, but sets PYF = (m;L Il . F ) R One only looks at
pKLen

the first components of the DDFV operators P* and div® (it is natural to denote them P™
and div™, respectively). Then from the Green-Gauss formula it is straightforward that

VF € (D(ﬁ))3 Pm‘o<div"’”°f) = div™ (B™F). (13)

Because in the DDFV context, for b = fo‘m the values #m / K‘L]:—‘ and mKl*‘L* / - F may

differ, the analogue of the commutation relation (13) cannot be achieved, whatever definition
is chosen for P*.

Notice that error analysis for diffusion operators would require consistency properties
also for functions ¢ and fields F in Sobolev spaces; this requires more regularity restrictions
on the meshes, and much finer techniques (see e.g. [12]). Here, we only need the following
additional property generalizing (i) and applicable to source terms:

Corollary 3.1. Let p € [1,400). For all p € LP(2) one has

— 0 as size(F) — 0.

— P ’
Jio =P

— 07 H()Q—Pg)ttp

Lr(Q)

PROOF : The proof is a straightforward combination of the density of D(Q) in LP(f2), of
Proposition 3.1(i) and of the uniform boundedness of the projection operators P, P™ seen

as operators from LP(€) to itself. O
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PROOF OF PROPOSITION 3.1:

(i) The properties are evident from the Lipschitz continuity of ¢ and of F , respectively.

(ii) Here the consistency of the discrete gradient on affine functions, stated in Proposi-
tion 3.1, is used together with the C? regularity of . Namely, we compare VP to Vo
diamond-wise. From the regularity assumption (9), it is clear that some C(reg(T))diam (p)-
neighborhood N, of a given diamond p = p** € ® contains the two primal volumes x, L
and the dual volumes k3, 7+ = 1,...,[, used to reconstruct V,P%. Let w denote the affine
Taylor polynomial of ¢ at some fixed point of b (when b touches the boundary 02, we pick
a point at the boundary and get w = 0). Then

2
| Vo= vu| < Clesize(®), lp—wil, lpe—wil, low —wil < C(p) (diam (),

L*>(p)
where @, g, etc. denote the entries of the discrete function Py, while w, = w(zy),
Wy = w(zx) are the values of PFw.
According to Proposition 3.1, the values V,w* and Vw|, coincide. In order to estimate
the difference || Vip— VT(IPE@)’
L*(p)

Notice that thanks to the previous (diam (p))? bounds on |p, — wkl, |¢, —w,| and to the
bound reg(¥)d,;, > diam (p) in (9), we have

, it remains to compare the values V,w* and V,(P%p).

‘de— Wi SOLd— Pk < C(reg(T)) diam (p) < C(reg(T)) size(T).

In view of the expression of the discrete gradient (formula (7)) and in view of the mesh
inclination bound (10) (notice that cosay, appears as a factor in the denominator Vol(D)
of formula (7)), the contribution of the values in k, L into | V,w®— VD(IPﬁcp)’ is estimated

by C(reg(¥))size(T). Looking closely at the Projj component in formula (8) (notice in
particular that cos Qe x| 15 2 factor in the denominator Vol(p) in (8)), using in addition

the bound on the number [ of z:-vertices of p (this bound is contained in the regularity
assumption (11)), we estimate in the same way the contribution of the values in k; into

(iii) We refer to Section 2.2 for the notation used in the proof.

First, using the Green-Gauss formula, we can rewrite the value <div F ) of the discrete
K

function IPﬂ(diV F ) in x under the form reminiscent of the form (5) of the discrete divergence

. — . — €K_) . — €K_)
(dwf)K => /JS Fo(-)Siis =) msFa - (~1)iL.
Here fgs is the mean value of the field F on the part o5 C s of the primal interface defining
of IPT(diV .7-:> in K,
K*
using the mean values ]:o*s@ ,fog@ of F on the parts of_,o;, C s of the dual interface defining

operator:

the subdiamond s. One represents analogously the value (div .7-:>

s. Recall that s is contained in a diamond p (or associated with b, see [3, Sec.4]). It is

convenient to define ;7-:54:: F » for all subdiamond s of p. In turn, F s d(inotes the value in D
of the discrete field P*F; recall that this is the mean value of the field F on the diamond b.
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With this notation in hand, using the definition (3) of the scalar product |:[ .y ]:| and the
_ Q
summation-by parts procedure (recall that w* is zero on the boundary volumes), analogously

to the proof of [3, Prop. 3.1] we get

[{P“(div ﬁ) — A (BF) | w“ﬂ )

- % Z ((msd@@) %ﬁ@,@ ’ (ﬁﬂs —f_;)

S5e6

+ 2%{(7”:@@&1) M ° (fog@ _fs> Fms, din) 7, - <]?0§@ - fs>}>

il

Here mg,m¢_ ,mg, are two-dimensional measures of parts of faces represented in Fig. 2, and
the summation runs over all subdiamonds s € & represented as s = SK%‘(? . Now, notice
Azt

that the mesh inclination bound (10) implies that for a subdiamond s = S;?I‘i{i,

reg(¥) Vo](sﬁggi) > msdy e, 1eg(T) Vol(sga‘gi) > mg dfy +midy, (14)

for the case of the meshes described in [3, Sec. 2]. Remark that, if one allows for subdiamonds
of negative volume as in [3, Sec.4], then (14) may loose sense; yet exploiting the restriction

on the number of vertices of kL, one can replace the bound (14) used in the below calculation
by the bound

reg(T) Vol(D"¥ ) > mgd, 4, 1eg(T) Vol(p"oH®) > me, i + M d iy,

which is always true.

From the Lipschitz continuity of F , it is clear that

Foo— | [Fe = Bl | e, - B < C(F)sizelm);
hence using (14), we get the estimate
‘ HIPﬂ(div f) — div¥(PF) , wiﬂ
Q
< O(F, reg(T)) size(T) Z V01(5>(|w@ — w,| I \wm:wi‘) (15)
SeS dG’@ di,i+1

It remains to notice that if Viw™ = V,w™ denotes the value in s ~ b (which means s C b,
for the meshes of [3, Sec.2]) of the discrete gradient V*w=, then

‘w@ _UJ@‘

d@,EB

Proj, ( VD'uF)

< ’ V,ow?

In addition, because the dual interface x|k, is assumed to be a triangle (assumption (Ma)),
Wi —wyi

& i

according to [3, page 6 and Rem. A.2] each divided difference is precisely the projection
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= -
of the 2D vector Proj;, < VDwT> on the direction of 27, x;. Therefore we also have®

‘+1w‘

2 < Proj, (Vout) | < |V 16
di,z—l—l < ) ( )
Combining (15) with the two latter estimates, we deduce
'H]P’T<d1v J?) — i (BF) | w‘zﬂ < C(F reg(T)) size(T) Y voz(s)) Vow®
Q Se6
- = _ " . T T
= C(F,reg(X)) size(T Z Vol(D ) = C(F,reg(X)) sme(T)H Viw Ly

(ili-bis) Although (16) is not fulfilled on Cartesian mesh, we gain even better consistency
property due to the symmetry of the mesh. Indeed, let F D F xe and F w denote the mean
values of F on p = fow, on K and on r, respectively. The claim stems from the fact
that on a uniform Cartesian mesh, the differences F D — F KIL F D — F wpe are upper bounded
by C(F)(size(T))2. This follows from the cancellation of the order one terms in the Taylor
expansion of F (e.g., we expand F at each point of K and use the expansion to calculate
the mean value F,, on the diamond p = fow which is symmetrical with respect to &lL).

Further, let xk be an interior primal volume. For the six diamonds that intersect k,
we introduce the specific notation Dapy(K), Doiw(K), De(K), Dy (k) and Dy(k), (k) with the
obvious meaning of the subscripts (e.g., the diamond pictured on the right in Figure 1 is
Dpiw (K ) and at the same time, it is Dy (K,)). Further, denote by oy (k), ow(K), on(K), 0s(K),
Taby (K ), op1w (K) the six interfaces surrounding . Applying the evident formula for discrete
divergence (see [3, Sect. 2.3, page 13]), using the the Green-Gauss theorem, as in the proof
of (iii) we can write

2\ 1 L rz = Lz £ L
PT@“’}_) —div®(PF) = 1/N3{ (FUE(K)_F B )) ot +N2 <F0b1w(K)_be1w(K)>'(_k)}’

Thus the claim of (iii-bis) is direct from the above bound of order (size(¥))? = 17 on the
differences Fpyw) — Fop®), - - ]:Db1 — Fablw( ) ]

3.3. Discrete Poincaré inequality, Sobolev embeddings and strong compactness

Discrete embedding inequalities have been treated extensively in the finite volume literature.
We refer to [33, 41, 13, 42, 52, 66, 22| for various approaches and results on different kinds
of 2D and 3D schemes. For instance, paper [22] contains a section devoted specifically
to Sobolev inequalities for 2D DDFV schemes. Yet the proofs of Poincaré and Sobolev
inequalities need not be specific to the DDFV case (except if one is interested in the optimal
value of the embedding constant, as it is the case in the work [66]). Indeed, the key fact for
the 3D CeVe-DDFV scheme is the following remark:

Assuming (Ma) (e.g, each face kL of the mesh 2N is a triangle),
one gets the same embedding results on the 3D CeVe-DDFV meshes
as the results known for the two-point discrete gradients on 99’ and on 9T".

Sonly at this point the assumption of triangular faces is needed
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Indeed, it has been already observed in the proof of Proposition 3.1(iii) that the restriction
[ = 3 on the number [ of dual vertices of a diamond p*®*® allows for a control by | V,w?|
of the divided differences:

|ws, — w,| ‘wiil_ wy |

<’Vw§, ” g’wa (17)
doe 7 i 7
(here i = 1,2,3 and by our convention, wj := wj, ds4 = dyi3; see Fig. 2). Therefore for

a proof of the different embeddings, we can treat the primal and the dual meshes in ¥
separately, as if our scheme was a scheme with the two-point gradient reconstruction.

Note that, when the number [ of vertices of a face kL exceeds three, the kernel of the
linear form (7) used to reconstruct the discrete gradient in p** is not reduced to discrete
functions constant at the vertices of klr. If the number [ of vertices of a face of M is large,
it is not difficult to construct examples of non-zero discrete functions on €2, null on 02, and
with non-zero discrete gradient. In general, the situation with [ < 4 vertices is not clear; e.g.
the discrete Poincaré inequality holds on every individual mesh, but it is not an easy task to
prove that the embedding constant is uniform, even under rigid proportionality assumptions
on the meshes. The uniform Cartesian meshes is one case with [ = 4 that can be treated
thoroughly, see Proposition 3.3 for the Poincaré inequality. Yet Remark 4 below shows
that a control on the discrete gradient still allows for oscillations in discrete solutions, thus
compactness of embeddings may fail. Indeed, the compactness of sub-critical embeddings is
false when the primal meshes with quadrangular faces are considered, unless the solution on
the dual mesh 9T is further separated into two components (actually, this corresponds to a
3D CeVeFE-DDFV scheme in the spirit of [26]). Finally, from the numerical point of view,
higher values of I do not lead to troubles for the test cases we have examined (see [14] and

3, Sec. 5]).

Let us first give discrete DDFV versions of the embeddings of the discrete W, (£2) spaces.
We mean the embedding into LP(§2) (the Poincaré inequality), into LP" () with p* := 337’;,

p < 3 (the critical Sobolev embedding), as well as the compact embeddings into L4(£2) for
all ¢ < p*.

Proposition 3.2 (Poincaré-Sobolev inequalities, case of triangular faces).

(i) Let T be a 3D CeVe-DDFV mesh of Q satisfying (Ma). Let reg(T) quantify the mesh
reqularity in the sense (10) and (12).
Let w* € R§. Then for allp € [1,+00),

Lr(Q) < C(p7 Qa reg(I» ” vfwaLp(Q)‘

lw™ Nl zo(ey, lw™

Moreover, if p € [1,3) and p* := 33Tpp, then

meO”LP*(Q)a ||”LUim Q) S C(p, Q,reg(%)) ||Vfw§||LP(Q)-

(ii) Let w™ € R" be discrete functions on a family (Ty), of 3D CeVe-DDFV meshes of Q
satisfying (Ma), parametrized by h > size(Ty). Assume that suppep,,..;168(Tn) < +00,
where reg(F},) quantifies the regularity of X, in the sense (10) and (12).

Assume that the family (Vihw§h> ( ] is bounded in LP(Q) for some p < +oc0.
he(0,hmaz
Then for all sequence (h;); converging to zero, each of the families (w”"ohi> , (w”"*hi) 18

relatively compact in L1(QY) for all ¢ < +o00 (ifp>3) orq<p* (if 1 <p<3)
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Notice that for the Poincaré inequality (the first statement of (i)), the assumption (12)
is not needed: we refer to [13] for a proof of this fact. Actually, with the hint of [13, Lemma
2.6] the Sobolev embeddings for ¢ < p x 1* = 2 can be obtained without using (12).

The statements (i),(ii) follow in a very direct way from the proofs given in [41, 24, 42].
Because of (17), the assumption that the primal mesh faces are triangles (i.e., | = 3) is a
key assumption for the proof. In some of the proofs we refer to, admissibility assumptions
on the mesh (such as the mesh orthogonality and assumptions of the kind “|z, — z,| <
reg(T) |z — wip|”, see [41, 42]) were imposed. Yet, as in [12] (where the proof of the
Poincaré inequality is given for the 2D case), these assumptions are easily replaced with the
bounds

Mupdi, < C(reg(%)) min{voz(DK‘L), Vol(K ), VOI(L)},

(18)
Mg derr < Clreg(T)) min{VoI(S?ﬁL*),Vol(K*),Vol(L*)}

that stem from the mesh regularity assumptions (12) and (10).

Remark 2. The corresponding embeddings of the discrete space W1(Q) contain an ad-
ditional term in the right-hand side, which is usually taken to be either the mean value of w*
on some fixed part I' of the boundary 092 (used when a non-homogeneous Dirichlet bound-
ary condition on T' is imposed), or the mean value of w® on some subdomain w of € (the
simplest choice is w = €2, used for the pure Neumann boundary conditions). Let us point out
that the strategy of Eymard, Gallouét and Herbin in [42] actually allows to obtain Sobolev
embeddings for the “Neumann case” as soon as the Poincaré inequality is obtained. For the
proof, one bootstraps the estimate of [, |u|*. First obtained from the Poincaré inequality
with a = p, it is extended to a = p x 1* with the discrete variant [42, Lemma 5.2] (where one
can exploit (18)) of the Nirenberg technique. In the same way, the bound of [, |u|* is further
extended to o = p(1*)? and so on, until one reaches the critical exponent p*. The details are
given in [8]. Moreover, the Poincaré inequality for the “Neumann case” and p = 2 (i.e., the

embedding into L?(Q) of the discrete space {u € H'(Q) ’ Jou= O}) was shown in [42], [52].
The assumption that p = 2 is not essential in these proofs, and thus we can consider that

the analogue of Proposition 3.2 with the additional terms )ﬁ(ﬂ) fQ wfm")’ ﬁ(ﬂ) fQ wzm*‘ in

the right-hand side of the estimates is justified.

Remark 3. Notice that the same arguments that yield the Poincaré inequality with zero
boundary condition yield the trace inequalities of the kind
LP(Q))

(the inequality on the dual mesh is completely analogous). These inequalities are useful for
treating non-homogeneous Neumann boundary conditions on a part T of 99 (see e.g. [7]).

W’

J«

< O(T, 9, reg(T), p) (Hw”’p’ : + H VEw®

Lp(T) Lr(Q

Now we treat the case of uniform Cartesian DDFV meshes.

Proposition 3.3 (Poincaré-Sobolev inequalities, case of Cartesian meshes).
Let Q be the unit cubic domain, N € N and let T be the mesh of Q satisfying (Mn). Then the
two claims of Proposition 3.2(i) (as well as the corresponding “Neumann-case” embedding

inequalities with the additional term )V#(Q) o wf) in the right-hand side) still hold true.

PrOOF : Notice that we cannot apply directly the previous arguments because (17) is
false for the cubic meshes. Indeed, for a cubic mesh described in Section 2.1, the discrete
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gradient in a diamond p = p*®l*® is given by
Wgs — Wkt » = Wi} — Wkh - = Wgy — Wk 7

i+ )+ ———2( i) e _fof 19
(see Fig. 1 for the notation) where 1/N is the edge length. Clearly, V,w* controls the

divided differences ) %

Vyw™ =

of the values of w* in all neighbor primal volumes &k, and

YK, VKT
V2/N
Therefore the arguments that justify Proposition 3.2(i) also yield the embedding esti-
mates for w™ . Further, let us replace the dual mesh 9T by two meshes T, M, such that
the edges of each mesh are either the diagonals of the faces of primal volumes, or parts of
0€). Then the same arguments as in Proposition 3.2(i) apply to each of the two new meshes.

To be specific, the family 9T of the dual volumes (their centers (2 ),ecqr form a uniform

also the divided differences )

along the diagonals of the faces of primal volumes.

Cartesian net of Q = [0, 1J?) is split into two families 2*, 0% Namely, if a vertex x - has the

coordinates ("W””, = %) in the canonic coordinates of R3, then the corresponding volume x*

belongs to the family ¢* whenever ng + ny + n, is even, and it belongs to the family o*
otherwise. Inside €2, one can connect the dual vertices (). o+ into a uniform tetrahedral

graph of edge length v/2/N; the same is true for () o o*- Now, the meshes M and VT,
are defined as the Voronoi meshes of {2 corresponding to the two separate families (24 ),.c o*,
(Tx+) e o Of dual vertices. The Voronoi volumes corresponding to x are denoted by K

(thus the union for r € ¢™ U0 of all Voronoi volumes & covers {2 twice). If we define

m . __ M . __
wrE = E Wee L= wre = g Wy N~
K e 6* K™k K*EO* K*

then the embedding estimates of Proposition 3.2(i) are valid for w”™ and for w”. By
construction, w” takes alternatively the values of w™ and w™%; more precisely,

o s
o™ = w (Zm* ]1K*> rw (Zm* uw). (20)
Thus |w™ | < max{wm*, wi”g}, and we get the desired estimates for |w™ |. O

Remark 4. 1In the situation of Proposition 3.3, the compactness claim from Proposi-
tion 3.2(ii) gets wrong. More precisely, the compactness of the families (wwh) , (wmh) ,
h h

and (wmh> is true. This is shown with the same arguments borrowed from [24, 41, 42].
Yet let us sthress that in general, there is no relation between the accumulation points of
the three families. Therefore one can see from formula (20) that the family (w’”‘*h>h may
present oscillations.

Let us illustrate the remark with an example. Take a smooth function w € D(2), non
identically zero, and set

VK € M’ wy = 0; VT o Ee* Wy = 0; VT EO* Wi 1= W(Tper ).

The discrete gradient V* does not couple the two families 2*, Oik of dual vertices (see
the proof of Proposition 3.3), therefore the discrete gradient VFw® is bounded pointwise
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by || Vw| pe(q). Yet the family w™ oscillates. Indeed, while w™ is identically zero, w™
converges in L>(f), as size(T) goes to 0, to the non-zero function w. It is easy to see from

(20) that w™ converges weakly in LI(Q), ¢ < +oo, to the same limit as %(wfm; + w”’ﬁ>;

and the latter function converges strongly to (0 + w) = %. The family of the differences

2
(w™ — %) weakly converges to zero; yet from (20), it oscillates, roughly speaking, between
—% and +%. Thus in the above example, the family of w™ it is not compact in the strong

L4(2) topologies.

3.4. Discrete W?(Q)) weak compactness

In relation with Proposition 3.2(ii), let us stress that there is no reason that the components
W w™r of a sequence (wfh) of discrete functions with bounded in L discrete gradients

converge to the same limit. Cougterexamples are constructed in the same way as in Remark 4
above, starting from two distinct smooth functions discretized, one on the primal mesh 91,
the other on the dual mesh M. To cope with this difficulty, the penalization technique of
Appendix A can be useful.

The below result shows that in our 3D CeVe-DDFV framework, one should consider that
the “true limit” of discrete functions w™ = (w”‘oh, w"’”*h) is the limit of w™" + 2™,

Proposition 3.4 (Asymptotic compactness of DDFV discrete functions).
(i) Let w™ € R§" be discrete functions on a family (%), of 3D CeVe-DDFV meshes of
Q satisfying (Ma), parametrized by h > size(Ty). Let us assimilate w™ to the piecewise
constant functions

1 2 - 1 2
W () 1= ST 4 Zqp™h =3 Z wK]lK(x)—l—g Z W W (). (21)

3 3
KEMoy, K*em™y,

Assume that Supye (g p,...] 1€8(Fn) < +00, where reg(Ty) measures the regularity of Ty,

in the sense (9),(10),(11) and (12). Assume that the family <thw§h>h O is bounded
€(0,hmax

in LP(Q2) for some p € (1,+00).
Then for all sequence (h;); converging to zero there exists w € Wol’p(Q) such that, along
a subsequence,

w converges to w = sw® + 2w* weakly in LI(S2), ¢ < p*
(the components w™* w™* converge to w®, w*, resp., strongly in L)), ¢ < p*) (22)

and V= iw™™: converges to Vw weakly in LP(12).

(ii) Under the same hypotheses, if w™ € R are not assumed to be zero in the boundary
volumes, and if the additional assumption of uniform boundedness of

L 1 mtoh L 1 m*h
MMy, = VoI(Q) /Qw ’ My = VOI(Q) /Qw

is imposed, then (22) holds with w € WhP(Q).
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(iii) For the meshes satisfying (Mp), the statement analogous to (i) holds with

1 1 . 1 ..
w™(z) = gw‘moh + gwm’h + gw’m"’h
1
=3 2 @)ty 3wl + g Y welel) (23
Kemp K*ee K*EO

the strong convergence concerns each of the components w™*, w™r, w e,
The statement analogous to (ii) holds if uniform bounds on the mean values of w™* and
of W™, w”™ on Q are imposed.

It should be noticed that formula (23) is analogous to the natural reconstruction formula
for the 3D CeVEFE-DDFV schemes as considered by Coudiere and Hubert in [25] and by
Eymard, Guichard and Herbin [46].

Remark 5.

(i) In the case p = 1, the claim remains true with the limit w that belongs to BV (Q)NL'" (),
and with discrete gradients converging weakly-* in BV to Vw.

(ii) The compactness claim for sequences of discrete functions with non-homogeneous bound-
ary conditions on a part of the boundary can be obtained as in [12, Lemma 3.8].

PROOF OF PROPOSITION 3.4:
Let us prove (i). The strong compactness claim for (w™*); and (w”™™");, follows by Proposi-
tion 3.2(ii); the weak LP" compactness of (w™); comes from Proposition 3.2(i). The weak

LP compactness of the family <V¢hw§h> is immediate from its L?(2) boundedness. Thus
h

if w is the weak LP limit of a sequence w*" = %w”"oh + %w”"*’l as h — 0 and y is the weak

LP limit of the associated sequence of discrete gradients V**w=™, it only remains to show
that x = Vw in the sense of distributions and that w has zero trace on 92. These two
statements follow from the identity

vV FeD@Q)? /Qx~ﬁ+/ﬂwdivﬁ:o (24)

that we now prove. We exploit the discrete duality (2) and the consistency property of
Proposition (3.1)(i),(iii).
Take the projection PF (R3)=r, w™ € ]R?L and write the discrete duality formula:

{{v%wfh,ﬁfhf}} + [[wfh,divfh(@rhf)ﬂ o, (25)
Q Q

According to the definition (4) of {{ o }} , the first term in (25) is precisely the integral
0

over 2 of the scalar product of the constant per diamond fields V= w™ and PshF. By
Proposition 3.1(i) and the definition of x, this term converges to the first term in (24) as

h — 0. Similarly, introducing the projection IP)Th(div F ) of div F on R*» from the definition

(3) of |I, H , Proposition 3.1(i) and the definition of w™ in (21) we see that, as h — 0,
Q

Hw% , IP‘Z(div}— H — = / hm w” d1V.7:—|— /<1im wfm*h) div F = / wdiv F.
h—0 3 Jo \h—=0 Q
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It remains to invoke Proposition (3.1)(iii) and the L'() bound on V*w™ to justify the

fact that
lim Hw‘zh , div®h (@Thﬁ )]:| = lim wah , ch<div F ) H
h—0 Q h—0 Q

For a proof of (ii), one uses the versions of the compact Sobolev embeddings with control by
the mean value in €2, and uses test functions F compactly supported in €.

The point (iii) is shown with the same arguments, using Proposition 3.1(iii-bis) and (20). O

3.5. Discrete operators, functions and fields on (0,7 x

Whenever evolution equations are discretized in space with the help of the DDFV opera-
tors as described above, analogous consistency properties, Poincaré inequality and discrete
LP(0, T;W'P(Q)) compactness properties hold.

To be specific, given a CeVe-DDFV mesh T of (2 and a time step at, one considers the
additional projection operator

S f s <fn>ne[1,zvm] CLYQ),  f'(x):= i/m F(t, ) dt.

(n—1)at

3
Here f can mean a function in L'((0,7) x Q) or a field in (Ll((O, T) x Q)) . The smallest

integer greater than or equal to T'/at is denoted by N,;. It is always meant that n takes
values in [1,7/at] N N; in other words, n takes the values 1,..., Ny;.

One defines discrete functions w*** € (R¥)™* on (0,T) x 2 as collections of discrete
functions w™" on ) parametrized by n € [1, Ny;. Discrete functions w4t € (R¥)™¢ on
(0,T) x  and discrete fields F=2! € ((R?)®)™a¢ are defined similarly.

The associated norms are defined in a natural way; e.g., the discrete LP(0,T; W,7(Q))
norm of a discrete function w™" € (RF)™2¢ is computed as

N, _
Z At At || VTUJ‘I’TLHLP(Q)-
n=1

To treat space-time dependent test functions and fields in the way of Proposition 3.1, one
replaces the projection operators PT (and its components P* P*), PT and P* by their
compositions with S4*. Then the statement and the proof of Proposition 3.1 and Corollary 3.1
are extended in a straightforward way.

Also the statement of Proposition 3.4 extends naturally to this time-dependent case;
one only has to replace the statement (22) with the weak LP(0,T;W'?(Q)) convergence
statement:

w*Ah converges to w = sw’ + 2w* weakly in LP((0,T) x Q)
(and the components w™"* w>" converge to w®, w*, resp., weakly in LP((0,T) x Q))
and Vw2 converges to Vw weakly in LP(Q)

(26)
as size(Ty) + at, — 0. It is natural that strong compactness on the space-time cylinder
(0,T) x Q does not follow from the sole space discrete gradient bound; one also needs some
control of time oscillations. It is also well known that this control can be a very weak one
(cf. e.g. the well-known Aubin-Lions and Simon lemmas; see [51] for a discrete version). In
the next section, we give the discrete version of a similar result due to Kruzhkov [65].
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3.6. Strong compactness in L'((0,7) x Q)

Here we state a lemma that combines a basic space translates estimate (for the “compactness
in space”) with the Kruzhkov L' time compactness lemma (see [65]). Actually, the Kruzhkov
lemma is, by essence, a local compactness result. For the sake of simplicity, we state and
prove the version suitable for discrete functions null on the boundary; the general L}, ([0, 7] x
Q) version can be shown with the same arguments (cf. [8]). Other techniques for time
compactness of finite volume approximations of evolution equations can be found in [49] and

[51]; see also the survey [2].

Proposition 3.5 (Discrete Kruzhkov space-time compactness lemma).
Let (ufh’mh> e (Rg")Nan be a family of discrete functions on the cylinder (0,T) x

h

corresponding to a family (atp), of time steps and to a family (%), of 3D CeVe-DDFV
meshes of Q  satisfying (Ma)T; we mean that h > size(T}) + aty,.
Assume that supye(op,,... 1€&(Fn) < +00, where reg(Ty) measures the reqularity of Ty, in
the sense (9) and (10).

For all h > 0, assume that discrete functions u™

Atw satisfy the discrete evolution equations

b(u‘lh,n) _ b(ufh,n—1>
At

fOT n c [1, NAth]’ — div‘l'h ffh,n + f‘zh’n (27)

with some fized uniformly continuous® non-decreasing function b : R — R, with some ini-

tial data b(u=°) € R, source terms f™A2h e (R=)Natn and discrete fields F2n e
((R3)™r)Youn.
Assume that there exists a constant M such that the uniform L*((0,T) x Q) estimates hold:

N
St (H bu™ ")

b D) I )
[0

s

LY(9)

e

=
)

) <M, (28)

LY(Q L1(Q LY(Q)

and, moreover, the uniform L*((0,T) x Q) estimate on V*'u¥ 5 holds:

ZNA”E at H VEhyshn < M. (29)

n=1 L)

Assume that the families <b(u5m°h’o) )h,<b(ufm*h’0) )h are bounded in L' (Q).

Then for all sequence (h;); converging to zero there exist 3°,5* € L'((0,T) x Q) such
that, along a subsequence,

b(umohi’Athi) — (% and b(um*hi ’Athi) — [ in Ll((O, T) X Q) as it — 0.

Notice that nor the specific structure of the DDFV meshes is important for the above
result, neither the dimension; we refer to [8] for a version of the lemma on the admissible
finite volume meshes in the sense of [41]. Yet, contrarily to the situation with the Sobolev
compact embedding results, in the proof of Proposition 3.5 the two meshes 91°, 9" should

" The proof under assumption (Mp) is analogous, it requires to replace (30) by slightly different estimates,
as in the proof of Prop. 3.3.

8Mere continuity of b(-) is enough if the families (b(u”"ohvmh)h) : (b(u”‘oh’mh)h) are equi-integrable.
h h
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not be considered separately; and the discrete duality (2) is an important ingredient of the
proof.

Before turning to the proof, let us mention that in view of the uniform L!'((0,T) X
Q) bound on the two components of b(u¥2%), the assumption that the components of
(b(uY)); are bounded in L'(€) is clearly not essential (yet, it is not restrictive in practice).
The only purpose of the assumption that u¥ 2% are zero in the boundary volumes of T, is
to make trivial the issue of extension of u¥ % in space to a small neighborhood of €.

To stress the three aspects of the meshing that are important for the below proof, firstly,
let us recall that the assumption [ = 3 yields the bounds (17) that we rewrite as

(W, — Wy

dKL

Wy — Wi

: (30)

< ) Vw®

< ’ Vw™

dK*L*

for s = S?*L\L*' Secondly, notice that the construction of the discrete gradient and the as-
sumptions (9) and (10) permit to get the bound

Yw®, w* € D(Q) H A <PWwO,IP’m_mw*>

< CO(reg(%)) (|| V|| o) + |l Vw*||L°°<ﬂ>>-
(31)

Lo (Q)

Thirdly, note that the discrete duality property readily yields the bound

Vuw®eRS VFTe (R 'H—divg]?f, wiﬂ
0

< v

F* . (32
LOO(Q)H o). (32)

PROOF OF PROPOSITION 3.5:
The proof is divided into four steps, the heart of it being Step 3.

First, let us fix some notation. Set Qr := (0,7) x Q. We will denote by u"°(t, ),
u™*(t, ) the components

NAth NAth
uhyo(tax) = Z umohyn(x)]l((nfl)Ath,nAth}(t)> uh’*(t,x) = Z um* 7n(x)]l((nfl)Ath,nAth}(t)
n=1 n=1

of the discrete solution. These functions are extended by the constant in ¢ values u”™" A (x),
u™" N (1) on (Nag, Aly, +00), then they are extended by zero on (0, +00) x (R3\ €2) (notice
that both extensions do not introduce additional jumps).

Step 1: Property (30) and the uniform estimate (29) of the discrete gradient imply the
uniform local estimate of the space translates of u": the space translates of u° obey

T
sup / [0 (t, v+ ax) —u°(t, 2)| dedt < A M C(reg(Ty)), (33)
0JR3

|Az|<A

and the identical estimate holds for u/*.

The proof of (33) is standard; we give it here for the sake of completeness. A shorter
proof can be derived from the arguments of [42, Lemma 5.1] (it is justified in this lemma
that discrete Wh! estimates are in fact BV estimates, and therefore the standard translation
properties of the BV functions can be used).
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For z € R? and an interface &r of the mesh 9%, set @m () = 1, in case the segment
[z, z + az] crosses &L, and ¢, (z) = 0 otherwise. Note that / 3@m(:zc) dr < myg, A. Using
R

(30) and property
reg(Ty) Vol(sieys) = Muqdia

that comes from the inclination bound (10), we have

T Afh
// [u(t, z) — u"(t, z+ar)| dedt < Z ZAth\u —uL\/z/Jm
0/0 n=0 s€&
NAth NAth
n=0 Se6& n=0 SeS
NAth
<reg(®p) A Z N7S Z Vol(s) | Vsu™ ™|,
n=1 Se6

meaning as usual that the summation runs over all the subdiamonds s = s;.. The right-

N
hand side of the above inequality is exactly reg(¥;) A anfh Aty H VEhy=hon

, and we

conclude using (29).

The same arguments yield the space translation estimate on u/*.

Step 2 : We replace the study of ul° u™* (constant per cylinder Q" := k X ((n—1)aty, naty,)

or Q. := k= x ((n—1)aty, naty,)) by the study of functions 4™, 4"* continuous in t for all

x, constant in x for all volume k or k*, defined via

Ath

b(a" -3 > - ( (t — (n—1)aty)bu™) + (nAth—t)b(u2’1)> llgs (£, ),

n=1 Kem°,
Ath

b(u" -3 > - ( t— (n—1)aty)b(u) + (mth—t)b(ugzl)) lg: (t, ).

n=1 K*€w,

— — . . me, , N 2%, IV,
We also extend @?, @™* by the constant in time values ™ " Atn o™ " Atn on (Nat, Atp, +00).

Similarly, we introduce the functions f*, f** and F Fh in LY(Qr); moreover, we define

NAth NAth
AV OF" = NN div T gy (tx),  diVER = Y0 dive P e, (4 2).
n=1 Kem°, n=1 K*em*,

The functions, ", f** and fh,divh’ofh,divh’*fh are extended by zero from Qr to (0, +00) X
R3.

Considering the t-dependent discrete functions @™ (¢) with the components @™°(t), a"*(t)
on the meshes MY, and MTY,, we are in a position to rewrite the discrete equations (27) under

the form 5 5
o —b(a"*) = div " Fh 4 fh (34)

il NE71 —di h,0 T°h h,o
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where the equation is satisfied in WHH(R") in time, for a.e. z € R3.

In addition, denoting by w; a concave modulus of continuity” of b, by the definition of
@ and the Jensen inequality we have

+oo
/ b(a"°) (t, 2+ ax) — b(@"°)(t, z)| dvdt
Q
’ T
2/ /\b(uh’o)(t,x—i-ax) — b(u°)(t, x)| drdt + 2at), /\bgo(xﬂ dx
0 Ja

< TVol(Q)w (W/ /|uh°tx+m:)—u o, x)\dmdt) +2m§h/\b0 (2)] dz.

where b°(z) = > wceane, DU )k (2) is the first component of the initial datum b(u=?).

By the result of Step 1, the assumption at, — 0 as h — 0 and the uniform L'(Q)
bound on b(u™#9),, the space translates of @™ on (0,T) x Q are estimated uniformly for all
sequence (h;); convergent to zero. In the same way, the space translates of @ on (0,7") x
are estimated.

Finally, b(i"°), b(u"*) are bounded in L*((0,T) x Q) uniformly in i. Indeed, this comes

from
T AthNAth
/ / |b(@"°)(t, x)| dedt < 2 / / |b(u°)(t, )| dedt + aty, / b0 ()| dac
0JQ 0 Q Q

(the identical estimate holds for b(#"*)) and from the assumptions of the proposition.

In the sequel, we drop the subscript ¢ in the notation.
Step 3: Now we adapt the idea of the Kruzhkov lemma ([65]). We show that, provided
a"°, u™* solve a discrete evolution equation of the form (34) with terms bounded in L' and

an estimate of the space translates of b(@"°), b(u"*) is available, there is also a uniform
estimate of the time translates of b(u"°), b(u"*) :

e [ oo

+§ ’%h’*)(ﬁe, z)=b(a") (¢, )

) dwdt < & (7).

(35)
Here @ : Rt — R" is a modulus of continuity, i.e., a non-decreasing function such that
hH(l) w(r) =0.
T—

Let us construct w(-) verifying (35). First fix » and fix 6 € (0,7]. Denote by I"(6) the
integral in the left-hand side of (35). For t > 0, set

mo(t, ) == b(a@O)(t +6,-) —b@"°)(t,-), wh(t,-) = b@*)t+0,)—b@a")(t,).

Notice that w™°(t,) = 0, w™*(t,-) = 0 for large .

Take a standard family (ps)s of mollifiers on R? defined as ps(z) := 6 3p(z/d), where
p is a Lipschitz continuous, nonnegative function supported in the unit ball of R?, and
Jw p(x) dz = 1. In particular, we have

w

C

[ Vis| < 53

Tf b(u"+°) are equi-integrable, a local modulus of continuity is enough.
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Here and throughout the proof, C' Will denote a generic constant independent of A and 6.
For all ¢+ > 0, define the function ¢™°(t,-) : R® — R by ¢™°(t) := ps * (signw”°(t)). In
order to lighten the notation, we do not stress the dependence of " on §. Define ¢"*(t)
similarly, starting from w™*(t).

Now discretize ¢™°(t,-) on the mesh 9, by setting @™ (t) := P™rp™°(t, .); recall that
this means that

ox(t) = L / cph’O(t,x) dx.

VoI(K)

Further, discretize ™*(t,-) on the mesh T, by setting ™" (t) := P rpM*(t,.) Denote
by ¢"(t) the discrete function on the CeVe-DDFV mesh T, of  with the two compo-
nents ™" (t), o (t). Denote by w"(t) the discrete function on T; with the components

ho(t)7 h*(t)
Now for all fixed t, we integrate equations (34) in ¢ € [s,s + 0], then take the scalar

product H, ﬂ of the result by ¢*»(t). Finally, we integrate the obtained equality in s
Q

over R to get

/Opo[[wh(s),@hsﬂ ds /+oo /s+9 [+ 10 o (S)H PR

Denote by I(6) the left-hand side of (36). Using property (32), the definitions of discrete
norms and the Fubini theorem, we mfer

"6 < 6 ( Hvzwf

|71
L>(Q) LY(Qr)

+ max{ ™ s 9™ e=@n } % (17N @n + 1" Nesan ) )

Now the L*([0,T] x ) bounds (28) on (F"),,(f™°); and (f"*), the bounds

|90h’0(t7 )| < 1 |90h’*(t’ )| <1 |V(ph7o(tv )| < 0/54’ |v90h7*(t7 )| < C1/54
and property (31) yield the estimate

I}(at) < 0 C(reg(Tp) M (1+574) (37)

for all h and ¢ small enough, uniformly in . Now, notice that, w™° and ¢ being constant
per k € 9M%, by the definition of . (t) we have

Vol() ( wi ()] = wi(pxt) ) = Vollse) [u(t,2)| = wi(?) / (L, @) do

= /K< lw™(t, z)| — w™(t, x)gph’o(t,x)) dx;

the identical equality holds on dual volumes k*. Therefore (recalling again the definition of

B ']L%
ro =20 = [ (Gt - otenon)

+ §<| (b, 2)] — w1, x)gph’*(t,x)>) dudt.
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Starting from this point, the argument of Kruzhkov [65] applies exactly as for the “continu-
ous” case. Note the key inequality, valid for all monotone b such that b(0) = 0:

Va,y € R |la| —asigny| < 2|a—1].

Setting o := (x—v)/d, we upper bound |I"(0)—1I1}(6)| by

2 [ [ e (Gl (e (e)] + 3l (e.0) (1)) dyoat <
< % /R #0) /0 +OO/Q<|b(uh’0)(t,x)—b(uh’o)(t,x—5a)| 4 |b(uh’*)(t,x)—b(uh’*)(t,x—50)|) dudt do

h9) and

therefore if w(-) is the modulus of continuity controlling the space translates of b(u
of b(u™*) in L((0,T) x ), then

[1M(0) =13 ()] < 2w(0). (38)

Recall that, by Steps 1 and 2 of the proof, one can choose w(-) independent of h. Combining
(37) with (38), we conclude that the function

o(r) = ggC{ (1467 +2w(d) }

upper bounds the quantity sup,c o, I"(6). Because @(7) tends to 0 as 7 — 0, (35) follows.

Step 4 : By the Frechet-Kolmogorov compactness criterion, the relative compactness of
(b(ﬂh’°)> and <b(ah*)> in L'((0,T) x Q) is a consequence of the estimates of Steps 2
h h

and 3. In order to conclude, it suffices to show that

15(u™?) = (@) || L1 oryxey — 0 and [|b(u"*) = b(@™*)|| L1 o)x0) — O

as h — 0. An easy calculation shows that

2 (lal + )

1
for all a,vER,/ /ioz—I—(l—/{)v’d/i}
0

Applying this inequality to a := b(u™n ™) — b(u™r"), v := b(u™*") — b(u™»"™ 1), from the
definition of 4" we deduce

T T4 Aty
/ / b(u°)(t, x) — b(a™°)(t, z)| dzdt < 2 / |b(@"°) (t4aty, x) — b(a"™°)(t, x)| dadt.
0 JQ 0 Q

The identical estimate holds with b(u°), b(a"°) replaced by b(u"*),b(u"*). Since at;, tends
to zero as h — 0, estimate (35) of Step 3 implies that the right-hand side of the above
inequality converges to zero as h tends to zero. This ends the proof of the proposition. [
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4. CeVe-DDFYV scheme for a degenerate parabolic equation
and its convergence

Equation (1) combines two different kinds of degeneracy. In the present paper, we are
mainly concerned with one of the difficulties, which is the elliptic degeneracy. It appears,
e.g., in the celebrated Richards model for flows in porous media. We refer to [47, 40, 13] and
references therein for previous works on this topic. Two other difficulties related to finite
volume approximation of the general triply nonlinear equation (1) were treated in [4] and
[15].

When b(-) is constant on some interval of R, (1) is an elliptic-parabolic problem. Here,
the notion of a variational solution (following Alt and Luckhaus [1]) is enough to establish
the well-posedness theory; but some technical difficulties appear, such as time compactness
of sequences of solutions. The problem of time compactness is particularly delicate if the
“structure condition”

b(z) =b(2) = F(z)=F(2) (39)
is not satisfied (see Bénilan and Wittbold [18]). In Section 4.1, we focus on the case where
A = 1d (thus the hyperbolic degeneracy is avoided) and where F' = 0 (thus (39) is trivially
satisfied). Convergence of finite volume approximations in the case where (39) fails is treated
in [15] using hints that are very different from those presented in the present paper.

On the other hand, when b(-) is constant on some interval of R, equation (1) exhibits
hyperbolic features. In particular, the notion of entropy solution is needed to achieve a
well-posedness theory. Analysis of the finite volume scheme is particularly involved in this
case, it uses entropy techniques in addition to the variational techniques of Section 4.1. In
Section 4.2, we only recall the key ingredient of [4] on convergence of the 3D CeVe-DDFV
scheme to the entropy solution in the case b = Id.

Our main goal in this section is to illustrate the results and techniques of Section 3 and
to prove convergence of 3D CeVe-DDFV approximations for the elliptic-parabolic case of the
general triply nonlinear scalar equation (1). The role of the weak formulation of the scheme
(coming from the discrete duality property) in the convergence proof is emphasized.

Notice that the analytic techniques needed for different kinds of degeneracy in equation
(1) can be combined (see in particular [6]). We expect that convergence of finite volume
schemes for this general equation can be proved by a careful combination of the arguments

of [6, 4, 15] and of Section 4.1.

4.1. Degenerate parabolic problems with Leray-Lions nonlinear diffusion

Following Alt and Luckhaus [1] (see also [71]), we consider the problem
{ b(u)y = div p( Vu) + f (40)
uo,mxo0 =0, b(u)i=o = bo,
for b: R — R a continuous non-decreasing function with b(0) = 0, and for
—divp(V-) : Wy P(2) — WHP(Q)
which is a Leray-Lions operator; namely,

{ e C(R*R?), VE#n (p&) =) (&—n)>0; )

VE (&) €= clélr, eI < C(1+[¢P)
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with p € (1,400) and p’ the conjugate exponent of p. Due to the non-strict monotonicity of
b and the possible degeneracy/singularity of the diffusion coefficient ¢'( Vu), problem (40)
is a degenerate parabolic problem (for b = 0 and f constant in ¢, it reduces to an elliptic
problem).

We consider f € L (Q) the so-called “finite energy initial data” by, i.c.,

uo
bo : Q2 — Range(b), by = b(ug) with the restriction B(ug) = / sdb(s) € L*(Q).
0

Finite volume discretization of (40) in the parabolic case and its convergence were studied
in [13]. Different finite volume schemes and their convergence in the elliptic case were studied
in [9, 12, 37, 43]; error estimates were obtained, in three different situations, in [9, 10, 11].
Important refinements of the 2D DDFV scheme for the case with discontinuous coefficients
were introduced in [20].

Let us consider the following time-implicit DDFV scheme for (40):

find u™4t = (uf’”)nzl,,NAt € RE such that

\n ,mn—1 — _ (42)
Vn=1.Na % = divip( Viu™") + f5" 4 P [u™"]
with the initial conditions and source term given by
b(u™) =Pby,  f5 =P (S f)". (43)

The notation is the one of Sections 2 and 3.5, except for the penalization operator P*|:]
introduced and explained in Appendix B. The penalization term serves for the convergence
proof; in practice the numerical scheme without this term converges as well. Penalization can
also be replaced by a more intricate approximation of the time evolution term; see Remark 6
in Appendix C.

The scheme thus leads to a nonlinear system to be solved at each time step; for a
description of the strategy for solving the resulting nonlinear algebraic equations, see [20]
and Appendix D.

Proposition 4.1 (Weak discrete formulation of the scheme). A discrete function
u™? solves (42) if and only if there holds the weak formulation:

[ ] e v = e+ Jen ]

(44)
Formulation (42) with the initial condition implies the following weak space-and-time for-
mulation:

Na,—1

,U'I,n-i-l — Nae _ _
3 ey, S e, )
n=0 N Al Q n=1 N Q
At At
_ T,n Tn T,0 z,0 T, TN T,n
—ZAt f " v + [[o(u™"), v -I—ZAt Pru™" v
n=1 Q Q Q

for all test function v™*t such that vSN = 0.
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For the proof, the deduction of (44),(45) from (42) is straightforward using the discrete
duality, Proposition 6.1 and (for getting (45)) using the Abel transformation of the sum in
n. Conversely, to get from (44) to (42) one uses the test functions v* with only one non-zero
entry.

Theorem 4.1 (Convergence of the scheme (42)). Assume that b, by and ¢ satisfy the
assumptions of the beginning of this section. Let T be a CeVe-DDFV mesh satisfying (Ma)
or (Mp). Let at > 0 be a time step. There exists a unique solution to scheme (42),(43).

Further, assume we are given a family (aty)y, of time steps and a family (T, of CeVe-
DDFV meshes (with at, + size(Ty) < h) satisfying the uniform regularity assumptions
(9),(10),(11) and (12). Let u™*2 denote the corresponding discrete solution, and V= u™»A
denote the corresponding discrete gradient of the solution (both are considered as functions

of Q). Then as h — 0, there holds
bu ") = b(u) in LNQ), u™2" — u in LP(Q), and V=u™2" — Vu in LP(Q),
where u € LP(0,T; W, P(Q)) is the unique solution of (40).

Now we turn to the proof of Theorem 4.1. The proof is not specific to dimension three,
the same result and proof apply for the 2D DDFV schemes (cf. [4]). The weak formulations
(44),(45) (coming from the discrete duality) are the main tool, along with the “discrete
versions” of the arguments of Alt and Luckhaus [1].

PROOF T: emporarily (as long as h is fixed), we drop the subscript h from the notation
atp and F),. Uniqueness of a discrete solution follows from the monotonicity of b(-), ().
Indeed, by induction in n, we obtain the equality

Hb(ufvn) —b(a™"), ut" — afvnﬂ + At{{<p( V") — o(VEE"), VIS — v%ﬁ"}} <0

Q Q
(here u™A!, 452 are two discrete solutions, and we have used (44) at time step n with the
test function v® = u™" — 4®"™; the inequality “<” comes from the penalization term which is
dropped, because it is non-negative). The strict monotonicity of ¢(-) implies that V=u™" =
V™", whence u™" = 4" from the discrete Poincaré inequality of Proposition 3.2(ii) or
Proposition 3.3.

Further, existence of a discrete solution follows by an application of the Brouwer fixed-
point theorem or of the finite-dimensional topological degree theory from the a priori esti-
mates we now prove (see e.g. [13, 12, 37, 43]). Indeed, first note the following convexity
inequality:

(b(z) —b(2)) 2 > B(2) — B(3) with B(z) = /0 s db(s). (46)

Assume u™2? is a solution of (42),(43). Using v™ = u™" as test function in formulation (44) at
time step n, summing in n from 1 to k, k¥ < N, and using (46) for the time evolution terms,
the coercivity (41) in the diffusion term and the Young and discrete Poincaré inequalities in
the source term, we find the a prior: bound

Nay
_p
o (St + Smenun)) 3o S m] 0
SESTA N K* n=1 D

Nay
# 3 [P ]| < constUr1E g, + 10 ).

(47)
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Notice that in the variational case, i.e., for ¢ = V&, the discrete duality to show (see e.g.
[12], note also Proposition 6.1) that the discrete solution ™" at time step n is the unique
minimizer of the following convex coercive functional:

1 2 =
=3 ZmKD(uK) + 3 ZmK*D(uK*) + AthD@( Vou®)
K K* D

_ HAt S b, ufﬂ S (kN ) % |

KEM°, K* €t

Wl =

Q

where D(-) is a primitive of b(-). This variational point of view may be useful for a prac-
tical implementation of the nonlinear scheme using descent algorithms (cf. [9, 12]); the
coordination-decomposition approach of [54] is a more general and more efficient alterna-
tive, see [20]. We recall this algorithm in Appendix C. Notice that the Newton method may
fail because of the degeneracy of b(-).

Now, estimate (47) contains, in particular, a uniform L”(Q)) bound on the discrete func-
tions V= yAth Then the compactness result (26) permits to extract a subsequence (here
and in the sequel, extracted subsequences are not relabelled) such that

VA Ty in LP(Q) weakly with u € LP(0,T; Wy (Q))

1 2 .
and u = gug + gu* with w4 4% and ¢™"A" —~ 4" in LP(Q) weakly

(the lack of control of time oscillations precludes us from getting the strong convergence
here). Moreover, Proposition 6.2 means that u® = u* = u. From the growth assumption in
(41) we infer the convergence o( V=u* 4% ) — y weakly in L (Q). Furthermore, the L'(Q)
estimate of V™A% the discrete evolution equations (42) and the discrete Kruzhkov
lemma (Proposition 3.5) permit to get the strong convergences

b(u™A") — 3 and b(u”2") — 8% in LY(Q)

(notice that (47) and the definition of B(-) imply equi-integrability of b(u®%Ath) by hAtn),
so that mere continuity of b(+) is enough). The monotonicity of b(-) permits to identify both
B° and B* with b(u), using the equi-integrability of (u™2t%),, (u™*4%), and the Minty
argument. Consequently, we also have the strong convergence

B(umt"h,Ath) N B(u) and B(ugm*h,Ath) N B(u) in Ll(Q)

Without loss of restriction, we may assume that the above convergence also takes place in
LY(Q) for t = T (this takes place for a.e. T' > 0). Now, we can pass to the limit in the weak
discrete formulation (45) (using, in particular, Corollary 3.1 for the initial condition term,
using the parabolic version of Corollary 3.1 for the source term, and using the parabolic
analogue of Proposition 3.1 for the test function) to get

fponfwore ffp [l w

with regular test functions v that are zero at ¢t = T'. Then, in the way of Alt and Luckhaus
[1] we can write (48) under the equivalent “variational” formulation with test functions
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veX=1Lr0T; Wol’p(Q)), using the duality product to give sense to the product of v by
b(u), € X* = LP (0, T; W=1P(Q)):

T
// /bOU(O -) becomes / < b(u)t, v > -1 ke
0

The key step is to identify y (the weak limit of y™ A 1= @ V=hAh)) with o( Vu) (see,
e.g., [1]). This is done starting from the weak formulation (44), with v™ = u®™ at the time
step n: summing in n from 1 to N, and using the convexity inequality (46), we get

NAth
- Z mK Ath Z mK*B Ath Z Ath{{(p( V‘Zhufh,ﬂth) , V‘Ihu‘lh,ﬂth}}
n=1 Q
Ath 1 9
< Z Aty, |:|:fth,n7 ufh,n:|:| + gmeB(u?() + §ZmK*B(u?<*)
n=1 Q K K

Notice that the penalization term has the good sign and it is dropped in the above in-
equality. Using Corollary 3.1 and the continuity of B(z) as function of b(z) (for the initial
condition term) and using the parabolic version of Corollary 3.1 (for the source term), from
the previously obtained weak convergences we deduce

NAth

lim Z Ath{{(p(vfzhu:h,mh)’ Vzhu:h,mh}} / fu—/ u(T)) — Blug));  (49)
h—0 ]

at this point, we have used that B(u®) = B(u*) = B(u). By the integration-by-parts

argument of [1, 71],

[ B@(D) = Blun) = [ < by e
Q 0

Thus the right-hand side of (49) can be written as

T
/ fu—/o < b(w)e, u >y Wi and then, due to (48), //X Vau.

Hence we get the inequality

NAth

// X - G > liminf Ath{{go( \ARTRE N thufh’mh}} = liminf p(G}) - Gi, (50)
Q h=0 Q h—0

n=1

with G = Vu and G}, = V5% With (50) in hand, the monotonicity of () in (41)
and the classical Minty-Browder argument (see e.g. [1]; cf. [12, 37, 43] for its use in finite
volumes) ensures that x = ¢(G) and, moreover, the strict monotonicity of ¢(-) yields strong
convergence in LP(Q) of G}, to G.

With x = ¢( Vu), we see that (48) is indeed the weak formulation of problem (40); thus

u is a solution of the problem. The uniqueness of a solution permits to get the convergence
results as h — 0 without extracting subsequences. 0

More general problems of kind (40) can be discretized and their convergence can be
proved in much the same spirit; for the elliptic case, see [12, 20, 43] and [37] for the cases of
x-dependent and u-dependent Leray-Lions type nonlinearities ¢(x,u, Vu), respectively.
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4.2. Degenerate convection-diffusion problems and discrete entropy dissipation

The DDFV schemes were initially designed as one among many other solutions to the problem
of approximating anisotropic diffusion problems or even isotropic problems on general meshes
(Hermeline [57, 56, 59, 60], Domelevo and Omnes [36], Pierre et al. [72, 32]). They turned
out to be well suited for nonlinear diffusion problems ([12, 20, 26] and the above Section 4.1).
The common feature here is that these problems are analyzed using variational techniques,
i.e. using the solution itself as the test function. The discrete duality feature permits to get
energy conservation properties that lead to a priori estimates; with the estimates (and thus
the weak compactness properties) in hand, one recasts the scheme under the weak form (see
Proposition 4.1 in Section 4.1; cf. [7]) and then proves convergence.

Many important applications require the use of nonlinear test functions. To be specific,
we focus on the equation (1) in the degenerate parabolic-hyperbolic case, i.e., b = Id and
F#£0,ie.,

up — div (p(VA(u)) — F(u)) = f (51)

with A continuous, increasing but non-strictly increasing, and with ¢(-) of the kind (41).
In this context, the convergence analysis requires the use of nonlinear test functions and
of dissipation inequalities in the place of energy conservation identities. The same is true
for linear problems analyzed by nonlinear methods, such as generalized solutions of —Au =
f with L' or measure datum f (see Droniou, Gallouét et Herbin [39],[50] and references
therein). In both cases, the analysis methods heavily rely on nonlinear chain rule arguments
that are not natural in the discrete setting.

While the DDFV discretization of the diffusion term appears as suitable in both cases
(and on quite general meshes, as it was the case in Section 4.1), the tools of stability and
convergence analysis seem to require the orthogonality condition on the meshes, in order to
get appropriate “chain rule kind”-inequalities. Indeed, in the previous works on the subject
the condition MJ_KLL was always exploited (see [50, 39] and the conclusion of the survey
paper [38] for the linear case; see [44, 4] for the case (51)). The schemes of [50, 39, 44] are
two-point schemes in the spirit of Eymard, Gallouét and Herbin [41] (the diffusion being
linear and isotropic in these cases); while in [4], the diffusion is nonlinear and therefore, an
“orthogonal” DDFV scheme, in 3D and in 2D, was used. The scheme takes the form

find u=2t = (WS n=1.vp, € RZ such that

Vn=1.Na, 0200 4 dive™F(u™") = divip( VEA(u™")) + P [u™"]

(52)

where u® — dive®F(u) is a discrete convection operator (approximation of u — div F'(u))
using standard two-point monotone consistent flux approximation (see [41, 44, 4]).

Let us point out the key ingredient of the convergence analysis of [4], which can be seen
as a discrete entropy dissipation inequality for diffusion terms. The analogous entropy
dissipation inequality for convection terms is well known ([44, 4]). Notice that a discrete
maximum principle for DDFV approximations of (51) is deduced from this result.

Proposition 4.2 (Chain rule inequality, see [4]).
Let ¥ de a DDFV mesh in 2D or in 3D; in the latter case, assume all the primal interfaces
KL are triangles. Impose the following orthogonality restriction:

for all neighbors Kk, L (resp., k*, ) there holds T x] LKL (resp., Texp LK),
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and assume that o(&) = k(|€|) with a nonnegative (possibly singular at zero) function k().
Let A be a continuous nondecreasing function on R; given a non-decreasing function 6 on
R, set Ag(z) = [; 0(s) dA(s).

Let u € RE and ¢ € R (the zero boundary condition for ¢ can be replaced by the

requirement 6(0) = 0), with ¥ > 0. Then the following “dissipative chain rule property”
holds:

div [k(vm(zﬁ)) VTA@F)} , Ot
e (53)
< —{{ k(VfA(uf)) V= Ay (uF) v%f}} ,

Q

Inequality (53) comes from the convexity inequality that replaces the chain rule A’'(2)0(z) =

(40)'(2):
(A(z) — A(2)0(2) < Ay(z) — Ay(2) for all z, 2 € R.

The proof is straightforward: it uses the summation-by-parts procedure, the particular struc-
ture (&) = k(|€])€ of (+) which is, in particular, isotropic, and also the particular expression
of the discrete gradient under the orthogonality condition that avoids mixing the primal and
the dual unknowns (except in the term k( VTA(uf)) that is not transformed). In absence of

the orthogonality condition (or for anisotropic ¢) we are not aware of any proof of properties
that could play the role of (53) in the convergence analysis for (51).

5. Numerical results for elliptic-parabolic problems

We illustrate the convergence behavior of the CeVe-DDFV scheme for the parabolic problem
(40) in two situations. Test 1 corresponds to a linear anisotropic problem, whereas Test 2 is
a fully non linear one.

Test 1 Test 2
= 1
b = Id L 05 0 b(s) = 5(1 — cos(ms)) p.11(s) + Upp,400((5)
(&) = A¢, with A=[05 1 0 (&) = [€]P7%, withp=3
0 05 1

The tests are performed in the 3D unit square, on three families of meshes: cubic meshes,
tetrahedral meshes and prismatic meshes with general faces as illustrated in Figure 3. We

& @

Figure 3. Cubic mesh level 0 (6x6x6), Tetrahedral meshes level 0 and level 1, Prismatic meshes level 0
(5x5x5) and level 1 (10x10x10)

take the exact solution w(t,z) = v(t)w(x,y,2) = e 'sin(mx)sin(ry) sin(wz) (now (z,y, 2)
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Figure 4. Number of iterations of the decomposition coordination algorithm for Test 2 (Prismatic mesh

level 0 is used).

denotes a generic point of the unit cube), with the homogeneous Dirichlet boundary condition
(note that w|sg = 0), and we calculate the source term corresponding to the solution u of
(40). The penalization operator used in the convergence proof of Section 4.1, is omitted. In
case of Test 2, the scheme is nonlinear; it is solved thanks to the decomposition-coordination
algorithm described in Appendix D.

Behavior of the decomposition-coordination algorithm. We fixed here the value of
the penalization parameters r and v to 1. Optimal choice of this parameters will not be
investigated here. The number of iterations of the decomposition coordination decreases
with time, as it is shown in Figure 4 (with the tolerance tol that has been fixed to 107°).
Note that no more than three iterations are needed in the Newton steps of the algorithm.

Accuracy of the scheme. To put the discrete and the exact solutions “at the same
level”, we use the projection P*u, of the exact solution and the associated discrete gradient
reconstruction VTIP’Eue. The LP(0.7; L?(§2)) norm of the error & :=u®— P*u, (p = 2 for
Test 1), as well as the L>(0.7"; L?(2)) norm of the gradient VEE = Vfuf—vfﬁﬁue and the
L>(0.T; LY(Q)) of 6¥b = bE™) — b(P*u,) are reported in Tables 1-5. We focus here on the
accuracy of the diffusive part of the discrete operator. Therefore we have adapted the time
step at to the size of the mesh by choosing at; = ato((F#unknowns);/(#unknowns),))3.
Note that we obtain super-convergence for cubic meshes even in the nonlinear case; this was
observed for other kinds of schemes (see, e.g., [11]).

6.B. Appendix A: A penalization operator

Penalization of a DDFV scheme may be useful in order to guarantee that the two components
of a discrete “double” function w*" converge to the same limit.

Indeed, we have seen that in the context of Proposition 3.4, the two components w™™,
w™" of discrete functions w™ with bounded discrete VVO1 P norm may converge to two distinct
limits. This can complicate the analysis of the DDFV discretizations for certain PDEs
(although the fact that the components w™" w”™*" converge to a common limit can be
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Mesh level At |E | Lerey | Tate | || VI rorr) | 1ate | ||0%b|| L1y | rate

0 - 6x6x6 5.0E-02 | 0.455E-01 - 0.520E-01 - 0.390E-01 -

1 - 9x9x9 2.4E-02 | 0.198E-01 | 1.933 0.228E-01 1.918 | 0.174E-01 | 1.878
2 - 12x12x12 | 1.25E-02 | 0.111E-01 | 1.938 0.127E-01 1.931 | 0.979E-02 | 1.905
3 - 18x18x18 | 5.07E-03 | 0.488E-02 | 1.951 0.564E-02 1.947 | 0.436E-02 | 1.933
4 - 24x24x24 | 2.79E-03 | 0.274E-02 | 1.962 0.317E-02 1.960 | 0.245E-02 | 1.953

Table 1. Test 1-Cubic meshes
Mesh level At €l oy | rate HV{IgHLp(Lp) rate | [[0%b][poo(r1y | Tate
0 5.0E-02 | 0.856E-01 - 0.164E+00 - 0.774E-01 -
1 1.16E-02 | 0.187E-01 | 1.998 0.685E-01 1.148 | 0.154E-01 | 2.122
2 7.02E-03 | 0.117E-01 | 2.072 0.535E-01 1.098 | 0.103E-01 | 1.799
3 4.42E-03 | 0.742E-02 | 1.987 0.396E-01 1.308 | 0.671E-02 | 1.850
4 2.79E-03 | 0.485E-02 | 1.852 0.313E-01 1.015 | 0.445E-02 | 1.786
Table 2. Test 1-Tetrahedral meshes
— —

Mesh At |E | rry | Tate | || VEE| ey | rate | ||0%b]|porry | rate

0 - 5x5%x5 5.0E-02 | 0.462E-01 - 0.584E-01 - 0.418E-01 -
1-10x10x10 | 1.51E-02 | 0.143E-01 | 1.886 0.202E-01 1.710 | 0.134E-01 | 1.831
2 - 15x15x15 | 6.18E-03 | 0.631E-02 | 1.916 0.101E-01 1.617 | 0.595E-02 | 1.895

Table 3. Test 1-Prismatic meshes with general faces
— —

Mesh level At |E || rry | rate | || V€ ey | rate | [|0%b]|poo(rry | rate

0 - 6x6x6 5.0E-02 | 0.456E-01 - 0.497E-01 - 0.525E-01 -

1 - 9x9x9 2.4E-02 | 0.197E-01 | 1.950 0.217E-01 1.921 | 0.222E-01 | 1.993
2 - 12x12x12 | 1.25E-02 | 0.110E-01 | 1.942 0.122E-01 1.934 | 0.123E-01 | 1.976
3 - 18x18x18 | 5.07E-03 | 0.485E-02 | 1.952 0.539E-02 1.943 | 0.539E-02 | 1.965

Table 4. Test 2 : Cubic meshes
— —

Mesh level At | & Lerey | Tate | || V|| rorr) | 1ate | ||0%b|| L1y | rate
0 - 5x5%x5 5.0E-02 | 0.472E-01 - 0.588E-01 - 0.593E-01 -
1-10x10x10 | 1.51E-02 | 0.143E-01 | 1.922 0.214E-01 1.626 | 0.175E-01 | 1.961
2 - 15x15x15 | 6.18E-03 | 0.620E-02 | 1.950 0.115E-01 1.456 | 0.765E-02 | 1.939

Table 5. Test 2-Prismatic meshes with general faces
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implied by the structure of the PDE considered; see [12] for one particular case). In the
context of the work [4], this difficulty turned out to be an obstacle for proving convergence
of the DDFV scheme. Therefore the idea to penalize the differences wy — w;« for k Nk # O
was introduced. Let us give some details.

On the set R of discrete functions w= on 2, following [4] we define the operator P[] of
“double” mesh penalization by

P*:w® e RY = Pw®™ = ( <73sz> e <77K*wT>Kk€W ) € R*,

where the entries Prw*, Prw® of the discrete function P*w* on €2 are given by

Vol(K N K*) (Wy — W );

1 1
o= 22—
P size(T) Vol(x) PR

1 1
T —
Prw® = S20(T) Vol g e Vol(k N K*) (W — wp).

The definitions are designed to get the following summation-by-parts formula:

Proposition 6.1 (Sllmmation-by—parts for penalization operator).
Let w® € R* and ¢* € R§. Then

T 2 (Wx —wie ) (Pr —Pre)
T, T % _“ 1 . )
|:[77 w*, @ ﬂﬂ 3 ZKGW,WGW Vol(K M K*) Si2e(T)

The proof is straightforward from the definitions of [{ , H in (3) and of the operator P*.
Q
Notice that adding such a penalization term into discrete equations corresponds, roughly

speaking, to adding a small amount of discrete diffusion (e.g. on the uniform Cartesian
DDFV meshes of Section 2.1, the penalization operator is in fact a size(¥)-small multiple
of a discrete Laplacian). Therefore it is clear that this additional term does not affect the
convergence of the schemes. In addition, except in some degenerate situations (e.g. on the
meshes satisfying the orthogonality condition, the equations corresponding to primal and
dual volumes are actually not coupled) adding this term does not enlarge the stencil of the
scheme.

Adding the penalization leads to an additional estimate on discrete solutions that can be
used as follows.

Proposition 6.2 (Compactness in presence of the penalization operator).
In the assumptions of Proposition 3.4, let us require in addition that

HPT}L w™, w‘zhﬂ < const (54)
0

uniformly in h. Then (upon extraction of convergent subsequences) the limits of the families
(w”"oh> and (w”"*h> coincide.
h h

The proof is straightforward (see [4]).

In a similar manner, for the case of Cartesian meshes one could penalize the differences
between the neighbor values on x+ €¢} and on x* € 0}, to ensure that w”% " and w”%" converge
to the same limit (notice that in case of such penalization, the example of Remark 4 would
not be compatible with the uniform estimate (54)).
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6.C. Appendix B: DDFYV discretization of reaction terms

Recall that (unless the penalization technique of the previous paragraph is used) the two
components w™*, w™* of discrete functions w™ may converge to two distinct limits w®, w*.
Therefore, discretizing a function ¥ := ¢)(w) on ¥ in the most straightforward way, namely

= ((w(wK)>Kemo’ <w(’ww))w€m*>

may lead to a difficulty. Indeed, at the limit e.g. of I := H(@Z)(w))fh,wfhﬂ we will find
Q
(see the definition (3) of the scalar product on R¥)

1 o o) 2 * *
/<§¢(w w4+ S ) (55)
Q
Because we have seen that the function %wo + %w* should be considered as the natural limit
of w® (namely, V*w™ converges to the gradient of this function), as long as we cannot
prove that w° = w* we need to find

1 2 1 2
II: <_ o = *) <_ o = *)
/Q@Z) 3w —|—3w 3w —|—3w

at the limit of I, in the place of (55). Therefore we suggest that either penalization operators
(see Appendix A) be used in order to enforce the equality w® = w*; or that the reaction
terms be discretized on a 3D CeVe-DDFV mesh by taking, for discretization of ¥ = ¢ (w),

the expression
vie ((ve), o (ve) )
1 . 2 Z Vol(x M x*) 1 Z Vol(k M) . = 2

Uk =RV R 2L T W U TR 2 Te) W TR
K*eot* Kem*

In other words, w, and w, are the mean values of the function %w”‘o + %ww on K and on
i+, respectively. With this choice, we have for all w* € R{, for all ¢* € R*,

[wime]] = [o(gum+2um) Go+ 2om).

Notice that in the case of general meshes, such treatment of reaction terms does not enlarge
the stencil of a DDFV scheme used for the discretization of a diffusion operator.

One example of the use of (56) is given in [7].

Notice that this approach to discretization of reaction terms is particularly natural if
the DDFV scheme is viewed as a “gradient scheme” in the sense of Eymard, Guichard and
Herbin [46], because in this case the unknown discrete solution in the scheme is approximated

1

via a lifted function that, in our case, takes precisely the form gw”"o + %w”"*.

Remark 6. Note that, instead of adding the penalization operator in the scheme (42),
one could treat the time evolution term in (42) using the discretization of type (56) for b(u).
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6.D. Appendix C: The coordination-decomposition algorithm

The goal is to solve the nonlinear system
b(u™") — atdivip( VEu™") = b(u™""') + atf="

(in the numerical tests, we drop the penalization operator needed for the theoretical justifi-
cation of convergence of the scheme); recall that u™" € Rg, i.e., the boundary values of u™"
are set to be zero. The algorithm, which is a simplified version of the one of [20], follows the
guidelines of Glowinski and Marrocco [53, 54]. Note that a convergence analysis of such an
algorithm can be found in [20], for the more involved case of m-DDFV schemes.

We fix two parameters: » > 0 and v > 0, and a tolerance threshold tol.

Initialization of the algorithm
e k=0
e uf = u™""! (in the case b is not invertible, one may pick uf = (b+el)~1(b¥))

errit =1

source = b(u®" 1) + at f=n

° g5 = Vuj
o \§ = —o(V=ug).
While (errit > tol) do iterations of the algorithm (uj_,, g7 1, \;_;) = (uf, 95, A\F)
e First step Evaluation of uf € R¥ solution of
b(uf) — atdivF(r(Viu; — g5 _) — \f_,) = source
or, equivalently, of
b(u7) —ratdiv(V=uf) = —atdivT(rgs_, + A\;_,) + source
(we can denote by sourcey, the right-hand side of the above expression).
Thus we use the Newton method to solve this system; notice that it takes the form
b(ug) + rat Agui = sourcey, (57)

where Ay is the matrix corresponding to the CeVe-DDFV discretization of the linear
—A operator'® on the mesh ¥. For the sake of completeness, we write the algorithm:

— Initialization : X% = u}_,
— While ||b(X?!) + rat Ag X' — sourceg|| > tol do

X = X (diagt/(X") 4 rat Ag) "H(b(X) + rat Ag X' — sourcey,)

where diag - is the diagonal matrix with the prescribed vector - of diagonal entries.

10Tn the case of non-homogeneous Dirichlet boundary condition, we still take the zero conditions for the
discrete Laplace operator, and the discrete boundary condition contributes to the source term of (57))
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— u} is assigned to be the final value of X".

e Second step Evaluation of gf = (gp1)p € (R®)3.

Here we have card(®) decoupled nonlinear problems in R? to be solved. In every
diamond p we have to solve the following problem:

Qp(gD,k) + )\D,k—l + T(gD,k - VDUE) =0

Once more, we use the Newton method:

— Initialization : Y° = b k-1

— While [|o(Y") + Ap o1 + (Y = Vouf)|| > tol do
Y =Y — (Do(YY) +713) (oY) 4+ Ap ey + (Y = Voul))

where I3 is the 3 x 3 identity matrix, and D¢y denotes the jacobian matrix of
¢ : R3 — R3. Notice that this 3 x 3 system can be solved manually, offline.

— gp is assigned to be the final value of Y.
e Third step Evaluation of A} € (R®)3.

P =M1 +ry(gE — VEuR)

e Update of the stopping criterion.

errit = ||b(uf) — at div=o( V¥ur) — sourcel|.

End of k’th iteration

o At the end of the iterative procedure, assign «®" to be the final value u}.
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