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Cecilia YARUR‡

February 11, 2011

Abstract

In this article we study quasilinear systems of two types, in a domain Ω of RN : with
absorption terms, or mixed terms:

(A)

{

Apu = vδ,
Aqv = uµ ,

(M)

{

Apu = vδ,
−Aqv = uµ ,

where δ, µ > 0 and 1 < p, q < N, and D = δµ − (p − 1)(q − 1) > 0; the model case is
Ap = ∆p,Aq = ∆q. Despite of the lack of comparison principle, we prove a priori estimates
of Keller-Osserman type:

u(x) ≤ Cd(x, ∂Ω)−
p(q−1)+qδ

D , v(x) ≤ Cd(x, ∂Ω)−
q(p−1)+pµ

D .

Concerning system (M), we show that v always satisfies Harnack inequality. In the case
Ω = B(0, 1)\ {0} , we also study the behaviour near 0 of the solutions of more general
weighted systems, giving a priori estimates and removability results. Finally we prove the
sharpness of the results.
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1 Introduction

In this article we study the nonnegative solutions of quasilinear systems in a domain Ω of RN ,
either with absorption terms, or mixed terms, that is,

(A)

{

Apu = vδ,
Aqv = uµ ,

(M)

{

Apu = vδ,
−Aqv = uµ ,

(1.1)

where δ, µ > 0 and 1 < p, q < N. The operators are given in divergence form by

Apu := div [Ap(x, u,∇u)] , Aqv := div [Aq(x, v,∇v)] ,

where Ap and Aq are Carathéodory functions. In our main results, we suppose that Ap is S-p-C
(strongly-p-coercive), that means

Ap(x, u, η).η ≥ K1,p |η|
p ≥ K2,p |Ap(x, u, η)|

p′ , ∀(x, u, η) ∈ Ω× R
+ × R

N .

for some K1,p,K2,p > 0, and similarly for Aq. The model type for Ap is the p-Laplace operator

u 7−→ ∆pu = div(|∇u|p−2∇u).

We prove a priori estimates of Keller-Osserman type for such operators, under a natural con-
dition of ”superlinearity”:

D = δµ − (p− 1)(q − 1) > 0, (1.2)

and we deduce Liouville type results of nonexistence of entire solutions. We also study the
behaviour near 0 of nonnegative solutions of possibly weighted systems of the form

(Aw)

{

Apu = |x|a vδ,
Aqv = |x|b uµ ,

(Mw)

{

Apu = |x|a vδ ,
−Aqv = |x|b uµ ,

in Ω\ {0} , where a, b ∈ R, with a > −p and b > −q. In particular we discuss about the Harnack
inequality for u or v.

Recall some classical results in the scalar case. For the model equation with an absorption
term

∆pu = uQ, (1.3)

in Ω, with Q > p−1, the first estimate was obtained by Keller [19] and Osserman [24] for p = 2,
and extended to the case p 6= 2 in [29]: any nonnegative solution u ∈ C2 (Ω) satisfies

u(x) ≤ Cd(x, ∂Ω)−p/(Q−p+1), (1.4)

where d(x, ∂Ω) is the distance to the boundary, and C = C(N, p,Q). For the equation with a
source term

−∆pu = uQ,

up to now estimate (1.4), valid for any Q > p − 1 in the radial case, has been obtained only

for Q < Q∗, where Q∗ = N(p−1)+p
N−p is the Sobolev exponent, with difficult proofs, see [18], [9]
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in the case p = 2 and [27] in the general case p > 1. For p = 2, the estimate, with a universal
constant, is not true for Q = N+1

N−3 , and the problem is open between Q∗ and N+1
N−3 .

Up to our knowledge all the known estimates for systems are related with systems for which
some comparison properties hold, of competitive type, see [16], or of cooperative type, see [11];
or with quasilinear operators in [17], [32]. Problems (A) and (M) have been the object of very
few works because such properties do not hold. The main ones concern systems (Aw) and (Mw)
in the linear case p = q = 2, see [5] and [6]; the proofs rely on the inequalities satisfied by the
mean values u and v on spheres of radius r, they cannot be extended to the quasilinear case.
A radial study of system (A) was introduced in [15], and recently in [7].

The problem with two source terms

(S)

{

−Apu = |x|avδ,
−Aqv = |x|buµ,

was analyzed in [8]. The results are based on integral estimates, still valid under weaker
assumptions: Ap is called W-p-C (weakly-p-coercive) if

Ap(x, u, η).η ≥ Kp |Ap(x, u, η)|
p′ , ∀(x, u, η) ∈ Ω× R

+ × R
N (1.5)

for some Kp > 0; similarly for Aq. When δ, µ < Q1, where Q1 = N(p−1)
N−p , punctual estimates

were deduced for S-p-C, S-q-C operators and it was shown that u and v satisfy the Harnack
inequality.

In Section 2, we give our main tools for obtaining a priori estimates. First we show that
the technique of integral estimates if fundamental, and can be used also for systems (A) and
(M). In Proposition 2.1 we consider both equations with absorption or source terms

−Apu+ f = 0, or −Apu = f, (1.6)

in a domain Ω, where f ∈ L1
loc(Ω), f ≥ 0, and obtain local integral estimates of f with respect

to u in a ball B(x0, ρ). When Ap is S-p-C, they imply minorizations by the Wölf potential of
f in the ball

W f
1,p(B(x0, ρ)) =

∫ ρ

0

(

tp
∮

B(x0,t)
f

)
1

p−1
dt

t
, (1.7)

extending the first results of [20], [21]. The second tool is the well known weak Harnack
inequalities for solutions of (1.6) in case of S-p-C operators, and a more general version in case
of equation with absorption, which appears to be very useful. The third one is a boostrap
argument given in [5] which remains essential.

In Section 3 we study both systems (A) and (M). When Ap = ∆p and Aq = ∆q, they
admit particular radial solutions

u∗(x) = A∗ |x|−γ , v∗(r) = B∗ |x|−ξ ,

where

γ =
p(q − 1) + qδ

D
, ξ =

q(p − 1) + pµ

D
,
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whenever γ > N−p
p−1 and ξ > N−q

q−1 for system (A), and γ > N−p
p−1 and ξ < N−q

q−1 for system (M).

Our main result for the system with absorption term (A) extends precisely the Osserman-
Keller estimate of the scalar case (1.3):

Theorem 1.1 Assume that
Ap is S-p-C, Aq is S-q-C, (1.8)

and (1.2) holds. Let u ∈ W 1,p
loc (Ω) ∩C (Ω) , v ∈ W 1,q

loc (Ω) ∩ C (Ω) be nonnegative solutions of

{

−Apu+ vδ ≤ 0,
−Aqv + uµ ≤ 0,

in Ω.

Then for any x ∈ Ω

u(x) ≤ Cd(x, ∂Ω)−γ , v(x) ≤ Cd(x, ∂Ω)−ξ, (1.9)

with C = C(N, p, q, δ, µ,K1,p,K2,p,K1,q,K2,q).

Our second result shows that the mixed system (M) also satisfies the Osserman-Keller
estimate, without any restriction on δ and µ, and moreover the second function v always
satisfies Harnack inequality:

Theorem 1.2 Assume (1.2),(1.8). Let u ∈ W 1,p
loc (Ω)∩C (Ω) , v ∈ W 1,q

loc (Ω)∩C (Ω) be nonneg-
ative solutions of

{

−Apu+ vδ ≤ 0,
−Aqv ≧ uµ ,

in Ω.

Then (1.9) still holds for any x ∈ Ω.

Moreover, if (u, v) is any nonnegative solution of system (M), then v satisfies Harnack
inequality in Ω, and there exists another C > 0 as above, such that the punctual inequality holds

uµ (x) ≤ Cvq−1(x)d(x, ∂Ω)−q . (1.10)

Notice that the results are new even for p = q = 2. As a consequence we deduce Liouville
properties:

Corollary 1.3 Assume (1.2),(1.8). Then there exist no entire nonnegative solutions of systems
(A) or (M).

Section 4 concerns the behaviour near 0 of systems with possible weights (Aw) and (Mw),
where γ, ξ are replaced by

γa,b =
(p + a)(q − 1) + (q + b)δ

D
, ξa,b =

(q + b)(p− 1) + (p+ a)µ

D
,

in other terms δξa,b = (p − 1)γa,b + p+ a, µγa,b = (q − 1)ξa,b + q + b. We set Br = B(0, r) and
B′

r = Br\ {0} for any r > 0. Our results extend and simplify the results of [5], [6] in a significant
way:
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Theorem 1.4 Assume (1.2),(1.8). Let u ∈ W 1,p
loc (B′

1) ∩ C (B′
1) , v ∈ W 1,q

loc (B
′
1) ∩ C (B′

1) be
nonnegative solutions of

{

−Apu+ |x|a vδ ≤ 0,
−Aqv + |x|buµ ≤ 0,

in B′
1. (1.11)

Then there exists C = C(N, p, q, a, b, δ, µ,K1,p,K2,p,K1,q,K2,q) > 0 such that

u(x) ≤ C |x|−γa,b , v(x) ≤ C |x|−ξa,b in B′
1
2

. (1.12)

Theorem 1.5 Assume (1.2),(1.8). Let u ∈ W 1,p
loc (B′

1) ∩ C (B′
1) , v ∈ W 1,q

loc (B
′
1) ∩ C (B′

1) be
nonnegative solutions of

{

−Apu+ |x|a vδ ≤ 0,
−Aqv ≥ |x|buµ ,

in B′
1. (1.13)

in B′
1. Then there exists C > 0 as in theorem 1.4 such that

u(x) ≤ C |x|−γa,b , v(x) ≤ Cmin(|x|−ξa,b , |x|−
N−q
q−1 ), in B′

1
2
. (1.14)

Moreover if (u, v) is any nonnegative solution of (Mw), then v satisfies Harnack inequality in
B′

1
2

, and there exist another C > 0 as above, such that

|x|b+quµ (x) ≤ Cvq−1(x), in B′
1
2

. (1.15)

Moreover we give removability results for the two systems (Aw) and (Mw), see Theorems
4.1, 4.2, whenever Ap and Aq satisfy monotonicity and homogeneity properties, extending to
the quasilinear case [5, Corollary 1.2] and [6, Theorem 1.1].

In Section 5 we show that our results on Harnack inequality are optimal, even in the radial
case. And we prove the sharpness of the removability conditions.

2 Main tools

For any x ∈ R
N and r > 0, we set B(x, r) =

{

y ∈ R
N/ |y − x| < r

}

and Br = B(0, r). For any
function w ∈ L1(Ω), and for any weight function ϕ ∈ L∞(Ω) such that ϕ ≥ 0, ϕ 6= 0, we denote
by

∮

ϕ
w =

1
∫

Ω ϕ

∫

Ω
wϕ

the mean value of w with respect to ϕ and by
∮

Ω
w =

1

|Ω|

∫

Ω
w =

∮

1
w.

For any function g ∈ L1
loc(Ω), we shall say that a function u ∈ W 1,p

loc (Ω) satisfies

−Apu ≧ g in Ω, (resp. ≦, resp. =)

if Ap(x, u,∇u) ∈ Lp′

loc(Ω) and

−

∫

Ω
Ap(x, u,∇u).∇φ ≧

∫

Ω
gφ, (resp. ≦, resp. =) (2.1)

for any nonnegative φ ∈ W 1,∞(Ω) with compact support in Ω.
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2.1 Integral estimates under weak conditions

Next we prove integral inequalities for equations (1.6), either with source or with absorption
terms. Such type of estimates for source terms were initiated in [8, Proposition 2.1]. They were
used for specific f for proving Liouville type results in [23] and more recently in [10, Theorem
2.1], and in [14] for the case of absorption terms. They are obtained by multiplication by uα,
with α < 0 for the source case, α > 0 for the absorption case.

Proposition 2.1 Let Ap be W-p-C. Let f ∈ L1
loc(Ω), f ≥ 0 and let u ∈ W 1,p

loc (Ω) be any
nonnegative solution of inequalaity

−Apu ≧ f, in Ω, (2.2)

or
−Apu+ f ≦ 0, in Ω. (2.3)

Let ξ ∈ D(Ω), with values in [0, 1] , and ϕ = ξλ, λ > 0, and Sξ =supp|∇ξ|. Then for any
ℓ > p − 1, there exists λ(p, ℓ) such that for λ ≥ λ(p, ℓ), there exists C = C(N, p,Kp, ℓ, λ) > 0
such that

∫

Ω
fϕ ≦ C |Sξ|max

Ω
|∇ξ|p

(

∮

Sξ

uℓ

)
p−1
ℓ

. (2.4)

Proof. (i) First assume that ℓ > p − 1 + α, with α ∈ (1− p, 0) in case of equation (2.2),
α ∈ (0, 1) (any α > 0 if u ∈ L∞

loc(Ω)) in case of equation (2.3). We claim that there exists
λ(p, α, ℓ) such that for any λ ≥ λ(p, α, ℓ)

∫

Ω
fuαϕ ≦ C |Sξ|max

Ω
|∇ξ|p

(

∮

Sξ

uℓϕ

)
p−1+α

ℓ

, (2.5)

for some C = C(N, p,Kp, α, ℓ, λ). For proving (2.5), one can assume that uℓ ∈ L1(B(x0, ρ)).
Let ϕ = ξλ, where λ > 0 will be chosen after. Let δ > 0, k ≥ 1, and (ηn) be a sequence of
mollifiers; we set uδ = u+ δ, uδ,k = min(u, k) + δ and approximate u by uδ,k,n = uδ,k ∗ ηn, and
we take φ = uαδ,k,nϕ as a test function. Then in any case, from (1.5) and Hölder inequality,

|α|

∫

Ω
uα−1
δ,k,nϕAp(x, u,∇u).∇uδ,k,n +

∫

Ω
fuαδ,k,nϕ

≤ λ

∫

Sξ

uαδ,k,nξ
λ−1|Ap(x, u,∇u)||∇ξ|

≤ λK−1/p′

p

∫

Sξ

uαδ,k,nξ
λ−1(Ap(x, u,∇u).∇u)1/p

′
|∇ξ|

≤ λK−1/p′
p

(

∫

Sξ

uα−1
δ,k,nξ

λAp(x, u,∇u).∇u

)
1
p′
(

∫

Sξ

uα+p−1
δ,k,n ξλ−p|∇ξ|p

)
1
p

.

6



Otherwise (∇uδ,k,n) tends to χ{u≤k}∇u in Lp
loc(Ω), and up to subsequence a.e. in Ω, and

Ap(x, u,∇u) ∈ Lp′

loc(Ω). By letting n → ∞, we obtain

|α|

∫

{u≤k}
uα−1
δ,k ξλAp(x, u,∇u).∇u+

∫

Ω
fuαδ,kξ

λ

≤ λK−1/p′
p

(

∫

Sξ

uα−1
δ,k ξλAp(x, u,∇u).∇u

)
1
p′
(

∫

Sξ

uα+p−1
δ,k ξλ−p|∇ξ|p

)
1
p

≤
|α|

2

∫

{u≤k}∩Sξ

uα−1
δ,k ξλAp(x, u,∇u).∇u+ C

∫

Sξ

uα+p−1
δ,k ξλ−p|∇ξ|p,

with C = C(α,Kp, p, λ); otherwise, for α < 1 (or u ∈ L∞
loc(Ω) and taking k ≥ supSξ

u)

∫

Ω
uα−1
δ,k ξλAp(x, u,∇u).∇u =

∫

{u≤k}
uα−1
δ,k ξλAp(x, u,∇u).∇u+

∫

{u>k}
uα−1
δ,k ξλAp(x, u,∇u).∇u

≤

∫

{u≤k}
uα−1
δ,k ξλAp(x, u,∇u).∇u+Mkα−1

where M =
∫

Ω ξλAp(x, u,∇u).∇u (or M = 0) is independent of k and δ. Then, for any θ > 1,

|α|

2

∫

{u≤k}
uα−1
δ,k ξλAp(x, u,∇u).∇u+

∫

Ω
fuαδ,kξ

λ ≤ C

∫

Sξ

uα+p−1
δ,k ξλ−p|∇ξ|p +Mk

α−1
p′

≤ C

(

∫

Sξ

u
(α+p−1)θ
δ,k ξλ

)
1
θ
(

∫

Sξ

ξλ−pθ′ |∇ξ|pθ
′

)
1
θ′

+Mk
α−1
p′ .

Choosing θ = ℓ/(α + p− 1) > 1, and λ ≥ λ(p, α, ℓ) = pθ′, we find

|α|

2

∫

{u≤k}
uα−1
δ,k ξλAp(x, u,∇u).∇u+

∫

Ω
fuαδ,kξ

λ

≤ C

(

∫

Sξ

uℓδ,kϕ

)
α+p−1

ℓ
(

∫

Sξ

|∇ξ|pθ
′

)
1
θ′

+Mk
α−1
p′

≤ C |Sξ|
1
θ′ max

Ω
|∇ξ|p

(

∫

Sξ

uℓδϕ

)
α+p−1

ℓ

+Mk
α−1
p′ ,

with a new constant C = C(N, p,K,α, ℓ). As k → ∞, we deduce

|α|

2

∫

Ω
uα−1
δ ϕAp(x, u,∇u).∇u +

∫

Ω
fuαδϕ ≤ C |Sξ|

1
θ′ max

Ω
|∇ξ|p

(
∫

Ω
uℓδϕ

)
α+p−1

ℓ

. (2.6)

Finally as δ → 0 we get (2.5) with a new constant C. Moreover we obtain an estimate of the
gradient terms:

|α|

2

∫

Ω
uα−1ϕAp(x, u,∇u).∇u ≤ C |Sξ|

1
θ′ max

Ω
|∇ξ|p

(
∫

Ω
uℓϕ

)
α+p−1

ℓ

. (2.7)

7



(ii) Next we only assume that ℓ > p − 1, uℓ ∈ L1(B(x0, ρ)). Let ϕ as above, and fix
some α = α(p, ℓ) such that α ∈ (1− p, 0) and (1 − α)(p − 1) < ℓ for (2.2), α ∈ (0, 1) and
α+ p− 1 < ℓ for (2.3). In any case τ = ℓ/(1−α)(p− 1) > 1, and 1/θp′ +1/pτ = (p− 1)/ℓ. Let
λ ≥ λ(p, α(p, ℓ), ℓ) ≥ pτ ′. We take ϕ as a test function and from (2.6) we deduce successively,
with new constants C,

∫

Ω
fϕ ≤ λ

∫

Ω
ξλ−1|Ap(x, u,∇u)| |∇ξ| ≤ C

∫

Ω
ξλ−1|Ap(x, u,∇u)| |∇ξ|u

α−1
p′

δ u
1−α

p′

δ

≤ C

(

∫

Sξ

uα−1
δ |Ap(x, u,∇u)|p

′
ϕ

)
1
p′
(

∫

Sξ

u
(1−α)(p−1)
δ ξλ−p|∇ξ|p

)
1
p

≤ C

(

∫

Sξ

uα−1
δ ϕAp(x, u,∇u).∇u

)
1
p′
(

∫

Sξ

uℓδ

)
1
pτ
(

∫

Sξ

ξλ−pτ ′ |∇ξ|pτ
′

)
1

pτ ′

≤ C |Sξ|
1

θ′p′
+ 1

pτ ′ max
Ω

|∇ξ|p

(

∫

Sξ

uℓδ

)
1

p′θ
+ 1

pτ

≦ C |Sξ|
1− p−1

ℓ max
Ω

|∇ξ|p

(

∫

Sξ

uℓδ

)
p−1
ℓ

;

and (2.9) follows as δ → 0.

Corollary 2.2 Under the assumptions of Proposition 2.1, consider any ball B(x0, 2ρ) ⊂ Ω,
and any ε ∈

(

0, 12
]

. Let ϕ = ξλ with ξ such that

ξ = 1 in B(x0, ρ), ξ = 0 in Ω\B̄ρ(1+ε), |∇ξ| ≤
C0

ερ
. (2.8)

Then for any ℓ > p − 1, there exists λ(p, ℓ) such that for λ ≥ λ(p, ℓ), there exists C =

C(N, p,K, ℓ, λ) > 0 such that

∮

ϕ
f ≤ C(ερ)−p

(
∮

ϕ
uℓ
)

p−1
ℓ

. (2.9)

Remark 2.3 If Sξ = ∪k
i=1S

i
ξ where the S1

ξ are 2 by 2 disjoint, then (2.4) can be replaced by

∫

Ω
fϕ ≦ C

k
∑

i=1

∣

∣Si
ξ

∣

∣max
Si
ξ

|∇ξ|p

(

∮

Si
ξ

uℓ

)
p−1
ℓ

. (2.10)

2.2 Punctual estimates under strong conditions

When Ap is S-p-C, the estimate (2.7) of the gradient is the beginning of the proof of the
well-known weak Harnack inequalities:
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Theorem 2.4 ([25], [28]) Let Ap be S-p-C, and u ∈ W 1,p
loc (Ω) be nonnegative, such that

−Apu ≦ 0 in Ω; then for any ball B(x0, 3ρ) ⊂ Ω, and any ℓ > p− 1,

sup
B(x0,ρ)

u ≤ C

(

∮

B(x0,2ρ)
uℓ

)
1
ℓ

, (2.11)

with C = C(N, p, ℓ,K1,p,K2,p). Let w ∈ W 1,p
loc (Ω) be nonnegative, such that −Apw ≧ 0; then

for any ball B(x0, 3ρ) ⊂ Ω, for any ℓ ∈ (0, N(p − 1)/(N − p))

(

∮

B(x0,2ρ)
vℓ

)
1
ℓ

≤ C inf
B(x0,ρ)

v. (2.12)

Next we give a more precise version of weak Harnack inequality (2.11). Such a kind of
inequality was first established in the parabolic case in [12].

Lemma 2.5 Let Ap be S-p-C, and u ∈ W 1,p
loc (Ω) be nonnegative, such that −Apu ≦ 0. Then for

any s > 0, there exists a constant C = C(N, p, s,K1,p,K2,p), such that for any ball B(x0, 2ρ) ⊂
Ω and any ε ∈

(

0, 12
]

,

sup
B(x0,ρ)

u ≤ Cε−
Np2

s2

(

∮

B(x0,ρ(1+ε))
us

)
1
s

. (2.13)

Proof. From a slight adaptation of the usual case where ε = 1
2 , for any ℓ > p− 1, there exists

C = C(N, ℓ) > 0 such that for any ε ∈
(

0, 12
)

,

sup
B(x0,ρ)

u ≦ Cε−N

(

∮

B(x0,ρ(1+ε))
uℓ

)
1
ℓ

. (2.14)

Thus we can assume s ≤ p− 1. We fix for example ℓ = p, and define a sequence (ρn) by ρ0 = ρ,
and ρn = ρ(1 + ε

2 + ... + ( ε2 )
n) for any n ≥ 1, and we set Mn = supB(x0,ρn) u

p. From (2.14) we
obtain, with new constants C = C(N, p),

Mn ≦ C(
ρn+1

ρn
− 1)−Np

∮

B(x0,ρn+1)
up ≤ C(

ε

2
)−(n+1)Np

∮

B(x0,ρn+1)
up.

From the Young inequality, for any δ ∈ (0, 1), and any r < 1, we obtain

Mn ≦ C(
ε

2
)−(n+1)NpM1−r

n+1

∮

B(x0,ρn+1)
upr

≦ δMn+1 + rδ1−1/r(C(
ε

2
)−(n+1)Np)

1
r

(

∮

B(x0,ρn+1)
up

)
1
r

.

Defining κ = rδ1−1/rC
1
r and b = ( ε2)

−Np/r, we find

Mn ≦ δMn+1 + bn+1κ

(

∮

B(x0,ρn+1)
upr

)
1
r

.
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Taking δ = 1
2b and iterating, we obtain

M0 = sup
B(x0,ρ)

up ≦ δn+1Mn+1 + bκ

n
∑

i=0

(δb)i

(

∮

B(x0,ρn+1)
upr

)
1
r

≦ δn+1Mn+1 + 2bκ

(

∮

B(x0,ρn+1)
upr

)
1
r

.

Since B(x0, ρn+1) ⊂ B(x0, ρ(1+ε)), going to the limit as n → ∞, and returning to u, we deduce

sup
B(x0,ρ)

u ≤ (2bκ)1/p

(

∮

B(x0,ρ(1+ε))
upr

)
1
rp

,

and the conclusion follows by taking r = s/p.

It is interesting to make the link between Proposition 2.1, with the powerful estimates issued
from the potential theory, involving Wölf potentials, proved in [20], [21] and [22]. Here we show
that the lower estimates hold for any S-p-C operator.

Corollary 2.6 Suppose that Ap is S-p-C. If u is a nonnegative solution of (2.2), then for any
ball B(x0, 2ρ) ⊂ Ω,

CW f
1,p(B(x0, ρ)) + inf

B(x0,2ρ)
u ≤ lim inf

x→x0

u(x), (2.15)

where W f
1,p is the Wölf potential of f defined at (1.7), and C = C(N, p,K1,p,K2,p). If u satisfies

(2.3), then

CW f
1,p(B(x0, ρ)) + lim sup

x→x0

u(x) ≤ sup
B(x0,2ρ)

u. (2.16)

Proof. (i) The function w = u− m2ρ, where mρ = infB(x0,ρ) u, is nonnegative in B(x0, 2ρ),
and satisfies the inequality −Bpw ≥ f, where

w 7−→ Bpw = divAp(x,w +m2ρ,∇w)

is also a S-p-C operator. Then from Proposition 2.1 with ξ as in (2.8), fixing ℓ ∈
(

0, N(p−1)
N−p

)

and ε = 1
2 , and applying Harnack inequality (2.12), there exists C = C(N, p,K1,p,K2,p) such

that

2C

(

ρ1−N

∫

B(x0,ρ)
f

)
1

p−1

≤ ρ−1

(

∮

B(x0,2ρ)
(u−m2ρ)

ℓ

)
1
ℓ

≤ ρ−1(mρ −m2ρ).

Setting ρj = 21−jρ, as in [20],

CW f
1,p(B(x0, ρ)) ≤

∞
∑

j=1

(mρj −mρj−1) = limmρj − inf
B(x0,2ρ)

u = lim inf
x→x0

u− inf
B(x0,2ρ)

u.

(ii) The function y = M2ρ − u where M2ρ = supB(x0,2ρ) u satisfies the inequality −Cpw ≥ f in
B(x0, 2ρ), where

w 7−→ Cpw := div [Ap(x,M2ρ − w,∇w)]

10



is still S-p-C. Then
W f

1,p(B(x0, ρ) ≦ C( sup
B(x0,2ρ)

u− lim sup
x→x0

u),

and (2.16) follows.

Remark 2.7 The minorizations by Wölf potentials (2.15) and (2.16) have been proved in [20]
and [22] for S-p-C operators of type Apu := div [Ap(x,∇u)] independent of u, satisfying more-
over monotonicity and homogeneity properties, in particular Ap(−u) = −Apu. The solutions

are defined in the sense of potential theory, and may not belong to W 1,p
loc (Ω) , f can be a Radon

measure; majorizations by Wölf potentials are also given, with weighted operators, see [21] and
[22]. In the same way Proposition 2.1 can also be extended to weighted operators, see [8, Re-
mark 2.4] and [14], or to the case of a Radon measure when Ap is S-p-C by using the notion
of local renormalized solution introduced in [3].

2.3 A bootstrap result

Finally we give a variant of a result of [5, Lemma 2.2]:

Lemma 2.8 Let d, h ∈ R with d ∈ (0, 1) and y,Φ be two positive functions on some interval
(0, R] , and y is nondecreasing. Assume that there exist some K,M > 0 and ε0 ∈

(

0, 12
]

such
that, for any ε ∈ (0, ε0],

y(ρ) ≦ Kε−hΦ(ρ)yd [ρ(1 + ε)] and max
τ∈[ρ,3 ρ

2 ]
Φ(τ) ≦ M Φ(ρ), ∀ρ ∈

(

0,
R

2

]

.

Then there exists C = C(K,M, d, h, ε0) > 0 such that

y(ρ) ≦ CΦ(ρ)
1

1−d , ∀ρ ∈

(

0,
R

2e

]

. (2.17)

Proof. Let εm = ε0/2
m(m ∈ N), and Pm = (1 + ε1)..(1 + εm). Then (Pm) has a finite limit

P > 0, and more precisely P ≤ e2ε0 ≤ e. For any ρ ∈
(

0, R
2e

]

and any m ≥ 1,

y(ρPm−1) ≤ Kε−h
m Φ(ρPm−1)y

d(ρPm).

By induction, for any m ≥ 1,

y(ρ) ≤ K1+d+..+dm−1
ε−h
1 ε−hd

2 ..ε−hdm−1

m Φ(ρ)Φd(ρP1)..Φ
dm−1

(ρPm−1)y
dm(ρPm).

Hence from the assumption on Φ,

y(ρ) ≤ (Kε−h
0 )1+d+..+dm−1

2k(1+2d+..+mdm−1)Md+2d2+..+(m−1)dm−1
Φ(ρ)1+d+..+dm−1

yd
m

(ρPm);

and yd
m
(ρPm) ≤ yd

m
(eρ) ≤ yd

m
(R2 ), and lim yd

m
(R2 ) = 1, because d < 1. Hence (2.17) follows

with C = (Kε−h
0 )1/(1−d)2h/(1−d)2Md/(1−d)2 .
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3 Keller-Osserman estimates

3.1 The scalar case

First consider the solutions of inequality

−Apu+ cuQ ≤ 0, in Ω, (3.1)

with Q > p− 1 and c > 0. From the integral estimates of Proposition 2.1 we get easily Keller-
Osserman estimates in the scalar case of the equation with absorption, without any hypothesis
of monotonicity on the operator:

Proposition 3.1 Let Q > p − 1, c > 0. If Ap is S-p-C, and u ∈ W 1,p
loc (Ω) ∩ C (Ω) is a

nonnegative solution of (3.1), there exists with C = C(N, p,K1,p,K2,p, Q) such that, for any
x ∈ Ω,

u(x) ≤ Cc−1/(Q+1−p)d(x, ∂Ω)−p/(Q+1−p). (3.2)

Proof. Let B(x0, ρ0) ⊂ Ω, and u ∈ W 1,p (B(x0, ρ0)) . From Corollary 2.2 with ρ ≤ ρ0
2 , ε = 1

2 ,
and ℓ = Q and a function ϕ satisfying (2.8), we obtain for λ = λ(p,Q)

∮

ϕ
uQ ≤ c−1Cρ−p

(
∮

ϕ
uQ
)

p−1
Q

, (3.3)

where C = C(N, p,K1,p,K2,p, Q). Then with another C > 0 as above,

(

∮

B(x0,ρ)
uQ

)
1
Q

≤ Cc
− 1

Q+1−p ρ
− p

Q+1−p .

Since Ap is S-p-C, from the weak Harnack inequality (2.11), with another constant C as above,

u(x0) ≤ C

(

∮

B(x0,ρ)
uQ

)
1
Q

≤ c
− 1

Q+1−pρ
− p

Q+1−p ,

and (3.2) follows by taking ρ0 = d(x0, ∂Ω).

3.2 The system (A)

Proof of Theorem 1.1. Consider a ball B(x0, ρ0) ⊂ Ω, ε ∈
(

0, 12
]

, and a function ϕ satisfying
(2.8) with λ large enough.

(i) Case µ > p − 1, δ > q − 1. Here C denotes different constants which only depend on
N, p, q, δ, µ, and K1,p,K2,p,K1,q,K2,q. We take ε = 1

2 and apply Proposition 2.1 with ρ ≤ ρ0
2 to

the solution u with f = vδ, and with ℓ = µ > p− 1; since Ap is W-p-C, from (2.9), we obtain

∮

ϕ
vδ ≤ Cρ−p

(
∮

ϕ
uµ
)

p−1
µ

, (3.4)
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and similarly we apply it to the solution v with now f = uµ and ℓ = δ > q − 1 : since Aq is
W-q-C, we obtain

∮

ϕ
uµ ≤ Cρ−q

(
∮

ϕ
vδ
)

q−1
δ

. (3.5)

We can assume that
∮

ϕ u
µ > 0. Indeed if

∮

ϕ u
µ = 0, then u = 0 in B(x0, ρ0). Then ∇u = 0,

thus vδ = 0 and then the estimates are trivially verified. Replacing (3.5) in (3.4) we deduce

∮

ϕ
vδ ≤ Cρ−p−q p−1

µ

(
∮

ϕ
vδ
)

(q−1)(p−1)
µδ

,

and similarly for u, hence

(
∮

ϕ
vδ
)

1
δ

≤ Cρ−ξ,

(
∮

ϕ
uµ
)

1
µ

≤ Cρ−γ. (3.6)

Moreover, since Aq is S-q-C, then from the usual weak Harnack inequality, since v ∈ L∞
loc(Ω),

and ϕ(x) = 1 in B(x0, ρ), with values in [0, 1] ,

sup
B(x0,

ρ
2
)

v ≤ C

(

∮

B(x0,ρ)
vδ

)
1
δ

≤

(
∮

ϕ
vδ
)

1
δ

≤ Cρ−ξ.

Similarly for u, since Ap is S-p-C.

(ii) Case µ > p − 1, and δ ≤ q − 1. Here we still apply Proposition 2.1 with ρ ≤ ρ0
2 ,

ε ∈ (0, 1/4] , and a function ϕ satisfying (2.8). Since µ > p − 1, we still obtain (3.4); and for
any k > q − 1, and λ large enough,

∮

ϕ
uµ ≤ C(ερ)−q

(
∮

ϕ
vk
)(q−1)/k

, (3.7)

and from Lemma 2.5,

(
∮

ϕ
vk
)1/k

≤ sup
B(x0,ρ(1+ε))

v ≤ Cε−
Nq2

δ2

(

∮

B(x0,ρ(1+2ε))
vδ

)
1
δ

.

Then with new constants C, setting m = q + δ−2Nq2(q − 1), and h = (p− 1)µ−1m,

∮

ϕ
uµ ≤ Cε−mρ−q

(

∮

B(x0,ρ(1+2ε))
vδ

)

(q−1)
δ

, (3.8)

hence from (3.4) and (3.8),

∮

B(x0,ρ)
vδ ≤ C

∮

ϕ
vδ ≤ Cρ−p

(
∮

ϕ
uµ
)

p−1
µ

≤ Cε−hρ
− pµ+q(p−1)

µ

(

∮

B(x0,ρ(1+2ε))
vδ

)

(p−1)(q−1)
δµ

,
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for any ρ ≤ ρ0
2 . Next we apply the boostrap Lemma 2.8 with R = ρ0, y(ρ) =

∮

B(x0,ρ)
vδ,

Φ(r) = r−
pµ+q(p−1)

µ and 2ε. We deduce that

(

∮

B(x0,ρ)
vδ

)1/δ

≤ Cρ−ξ,

for any ρ < ρ0
2 e, and thus also

sup
B(x0,

ρ
2
)

v ≤ C

(

∮

B(x0,ρ)
vδ

)
1
δ

≤ Cρ−ξ, sup
B(x0,

ρ
2
)

u ≤ C

(

∮

B(x0,ρ)
uµ

)1/µ

≤ Cρ−γ .

In particular
u(x0) ≤ Cρ−γ

0 , v(x0) ≤ Cρ−ξ
0 , (3.9)

for any ball B(x0, ρ0) ⊂ Ω, and the estimates (1.9) follow by taking ρ0 = d(x0, ∂Ω).

3.3 The system (M)

Proof of Theorem 1.2. We consider a ball B(x0, ρ0) such that B(x0, 2ρ0) ⊂ Ω. From Propo-
sition 2.1, we have the same estimates: for any ℓ > p− 1, k > q − 1, ρ ≤ ρ0,

∮

ϕ
uµ ≤ Cρ−q

(
∮

ϕ
vk
)

q−1
k

,

∮

ϕ
vδ ≤ Cρ−p

(
∮

ϕ
uℓ
)

p−1
ℓ

.

From Lemma 2.5 (even if µ < p− 1), we have

sup
B(x0,

ρ
2
)

uµ ≤ C

∮

B(x0,ρ)
uµ.

Taking k < N(q−1)
N−q , and using the weak Harnack inequality for v, we obtain

sup
B(x0,

ρ
2
)

uµ ≤ C

∮

B(x0,ρ)
uµ ≤ C

∮

ϕ
uµ ≤ Cρ−q

(
∮

ϕ
vk
)

q−1
k

≤ Cρ−q

(

∮

B(x0,2ρ)
vk

)
q−1
k

≤ Cρ−q inf
B(x0,ρ)

v(q−1);

hence (1.10) holds in B(x0,
ρ
2 ). Moreover if v(x0) = 0, then u = 0 in B(x0,

ρ
2 ), then also v = 0

in B(x0,
ρ
2 ). Since Ω is connected, it implies that v ≡ 0, and then u ≡ 0. If v 6≡ 0, then v stays

positive in Ω, and we can write

−Aqv = dvq−1, in Ω, (3.10)

with d(x) = uµ/v(q−1) ≤ Cρ−q in B(x0,
ρ
2 ); in particular

d(x0) =
uµ(x0)

vq−1(x0)
≤ Cρ−q, (3.11)
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thus (1.10) holds and v satisfies Harnack inequality in Ω : there exists a constant C > 0 such
that

sup
B(x0,ρ)

v ≤ C inf
B(x0,ρ)

v.

Therefore

vδ(x0) ≤ sup
B(x0,ρ)

vδ ≤ C inf
B(x0,ρ)

vδ ≤ C

∮

ϕ
vδ ≤ Cρ−p

(
∮

ϕ
uℓ
)

p−1
ℓ

≤ Cρ−p sup
B(x0,2ρ)

up−1 ≤ Cρ−pρ
−q p−1

µ inf
B(x0,4ρ)

v
(q−1)(p−1)

µ

≤ Cρ
−(p+q p−1

µ
)
v

(q−1)(p−1)
µ (x0); (3.12)

and then (3.9) follows again from (3.12) and (3.11).

Remark 3.2 Once we have proved (3.11) we can obtain the estimate on u in another way: we
have the relation in the ball

Apu = vδ ≥ cu
δµ
q−1 , in B(x0, ρ0)

with c = C1ρ
qδ
q−1

0 ; then from Osserman-Keller estimates of Proposition 3.1 with Q = δµ
q−1 > p−1,

we deduce that

u(x) ≤ C2c
−1/Qρ

− p
Q+1−p

0 = C3ρ
−γ
0 , in B(x0,

ρ0
2
).

The Liouville results are a direct consequence of the estimates:

Proof of Corollary 1.3. Let x ∈ R
N be arbitrary. Applying the estimates in a ball B(x,R),

we deduce that u(x) ≤ CR−γ, v(x) ≤ CR−ξ. Then we get u(x) = v(x) = 0 by making R tend
to ∞.

Remark 3.3 In the scalar case of inequality (3.1) it was proved in [14] that the Liouville result
is also valid for a W-p-C operator. In the case of systems (A) or (M), the question is open.
Indeed the method is based on the multiplication of the inequality by uα with α large enough,
and cannot be extended to the system.

4 Behaviour near an isolated point

4.1 The system (Aw)

Proof of Theorem 1.4. It is a variant of Theorem 1.1: we consider Ω = B′
1 and x0 ∈ B′

1
2

, and

take ρ0 = |x0|
4 . Here we apply Proposition 2.1 in the ball B(x0, ρ) with ρ ≤ ρ0

2 and ε ∈
(

0, 14
]

.
The estimates (3.4) and (3.7) are replaced by

∮

ϕ
|x|a vδ ≤ C(ερ)−p

(
∮

ϕ
uℓ
)

p−1
ℓ

,

∮

ϕ
|x|b uµ ≤ C(ερ)−q

(
∮

ϕ
vk
)

q−1
k

, (4.1)
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for any ℓ > p − 1, k > q − 1; and 2ρ0 ≤ |x| ≤ 6ρ0 in B(x0, 2ρ0), then in any of the cases a ≤ 0
or a > 0, with a new constant C,

∮

ϕ
vδ ≤ Cε−pρ−(p+a)

(
∮

ϕ
uℓ
)

p−1
ℓ

,

∮

ϕ
uµ ≤ Cε−qρ−(q+b)

(
∮

ϕ
vk
)

q−1
k

. (4.2)

Then all the proof is the same up to the change from p, q into p+ a and q + b. We deduce the
same estimates with γ, ξ replaced by γa,b, ξa,b :

u(x0) ≤ C |x0|
−γa,b , v(x0) ≤ C |x0|

−ξa,b , (4.3)

where C depends on N, p, q, a, b, δ, µ, and K1,p,K2,p,K1,q,K2,q.

4.2 The system (Mw)

Proof of theorem 1.5. In the same way we obtain estimate (4.3), then we only need to prove

the estimate with respect to |x|−
N−q
q−1 . We can apply to the function v the results of [2], recalled

in [8, Propositions 2.2 and 2.3]: |x|buµ ∈ L1
(

B 1
2

)

, and for any k ∈
(

0, N(q−1)
N−q

)

, and ρ > 0

small enough,
(

∮

B(0,ρ)
vk

)
1
k

≤ Cρ−
N−q
q−1 . (4.4)

Moreover, arguing as in the proof of (1.10), we obtain the punctual inequality

uµ(x0) ≤ C |x0|
−(q+b) vq−1(x0), in B′

1
2
, (4.5)

which implies that

d(x0) = |x0|
b uµ(x0)

vq−1(x0)
≤ C |x0|

−q .

Then v satisfies the Harnack inequality in B′
1
2

, hence from (4.4)

v(x0) ≤

(

∮

B(x0,
|x0|
2

)
vk

)
1
k

≤ C |x0|
−N−q

q−1 ,

and (1.14) follows.

4.3 Removability results

Here we suppose that

(Cp)







Apu := div [Ap(x,∇u)] , Ap is S-p-C,
(Ap(x, ξ)−Ap(x, ζ)). (ξ − ζ) > 0, for ξ 6= ζ,

Ap(x, λξ) = |λ|p−2 λAp(x, ξ), for λ 6= 0,

and similarly for Aq. We give sufficient conditions ensuring that at least one of the functions
u, v or both are bounded. We have the two following results, relative to systems (Aw) and
(Mw):
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Theorem 4.1 Assume (1.2), (Cp), (Cq). Let u ∈ W 1,p
loc (B′

1) , v ∈ W 1,q
loc (B

′
1) be nonnegative

solutions of
{

−Apu+ |x|a vδ ≤ 0,
−Aqv + |x|buµ ≤ 0,

in B′
1.

(i) If γa,b ≤
N−p
p−1 , then u is bounded near 0; if ξa,b ≤

N−q
q−1 , then v is bounded.

(ii) If moreover (u, v) is a solution of (Aw) and u is bounded near 0 and δ > (p+a)(q−1)
N−q (or

δ = (p+a)(q−1)
N−q if Ap = ∆p) then v is also bounded. In the same way if v is bounded and

µ > (q+b)(p−1)
N−p (or µ = (q+b)(p−1)

N−p if Aq = ∆q) then u is also bounded.

Theorem 4.2 Assume (1.2), (Cp), (Cq). Let u ∈ W 1,p
loc (B′

1) ∩ C (B′
1) , v ∈ W 1,q

loc (B
′
1) ∩ C (B′

1)
be nonnegative solutions of

{

−Apu+ |x|a vδ ≤ 0,
−Aqv ≥ |x|buµ ,

in B′
1.

If γa,b ≤
N−p
p−1 , or if γa,b >

N−p
p−1 and µ > (N+b)(p−1)

N−p , then u is bounded.

The proofs require some lemmas, adapted to subsolutions of equation Apu = 0.

Lemma 4.3 Assume (Cp). Let u ∈ W 1,p
loc (B′

1) ∩C(B′
1) be nonnegative, such that −Apu ≤ 0 in

B′
1. Then either there exists C > 0 and r ∈

(

0, 12
)

such that

sup
|x|=ρ

u ≥ Cρ
p−N
p−1 , for any ρ ∈ (0, r) , (4.6)

or u is bounded near 0.

Proof. From our assumptions on Ap, there exists at least a solution E of the Dirichlet problem

−ApE = δ0, in B1,

where δ0 is the Dirac mass at 0, in the renormalized sense, see [13, Theorem 3.1]. In particular
it satisfies the equation in D′(B1), and it is a smooth solution of equation ApE = 0 in B′

1. From

[25], [26], there exists C1, C2 > 0 such that C1 |x|
−N−p

p−1 ≦ E(x) ≦ C2 |x|
−N−p

p−1 near 0. Assume
that (4.6) does not hold. Then there exists rn < min(1/n, rn−1) such that

sup
|x|=rn

u ≤
1

n
r

p−N
p−1
n ≤

1

nC1
E(rn).

Next we use the comparison theorem in the annulus Cn=
{

x ∈ R
N : rn ≤ |x| ≤ 1

2

}

for functions

in W 1,p
loc (C) ∩ C(Cn), and we find that

u(x) ≤
1

nC1
E(x) + max

|x|= 1
2

u, in Cn.

Going to the limit as n → ∞, we deduce that u is bounded.

Our next lemma complements the results of [8, Proposition 2.2]:
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Lemma 4.4 Assume that Ap is W-p-C. Let f ∈ L1
loc(B

′
1), f ≧ 0. Let u ∈ W 1,p

loc (B
′
1) be nonneg-

ative, such that
−Apu+ f ≦ 0 in B′

1.

If |x|
N−p
p−1 u is bounded near 0, then f ∈ L1

loc(B1).

Proof. Let 0 < ρ < 1
2 . Here we apply Proposition 2.1 with ϕ = ξλ given by

ξ = 1 for ρ < |x| <
1

2
, ξ = 0 for |x| ≦

ρ

2
or |x| ≧

3

4
, |∇ξ| ≤

C0

ρ
.

From Remark 2.3, we find with for example ℓ = p,

∫

ρ≦|x|≦ 1
2

f ≦ CρN−p

(

∮

ρ
2
≦|x|≦ρ

uℓ

)
p−1
ℓ

+ C

(

∮

1
2
≦|x|≦ 3

4

uℓ

)
p−1
ℓ

. (4.7)

Hence from our assumption on u, the integral is bounded, then f ∈ L1(B 1
2
).

Proof of Theorem 4.1. (i) Suppose that γa,b ≤
N−p
p−1 . Then u(x0) ≤ C |x0|

−N−p
p−1 . Let us show

that u is bounded. If γa,b <
N−p
p−1 it is a direct consequence of Lemma 4.3. Then we can assume

γa,b =
N−p
p−1 . If u is not bounded, then (4.6) holds for some C > 0. Let us set f = |x|a vδ . From

(4.2) with ε = 1
4 then for any r0 ≤ 1

2 and any x0 such that |x0| = r0, and Lemma 2.5, taking
ρ = r0

4 ,

uµ(x0) ≤ C

∮

B(x0,ρ)
uµ ≤ Cr

−(q+b)−N q−1
δ

0

(

∫

B(x0,2ρ)
vδ

)
q−1
δ

≤ Cr
−(q+b)−(N+a) q−1

δ

0

(

∫

r0
2
≦|x|≦

3r0
2

f

)
q−1
δ

,

then

Cr
−µγa,b
0 = Cr

−(q−1)ξa,b−q−b
0 ≤ sup

|x|=r0

uµ ≤ Cr
−(q+b)−(N+a) q−1

δ

0

(

∫

r0
2
≦|x|≦

3r0
2

f

)
q−1
δ

,

Cr
−(q−1)ξa,b

δ
q−1

+(N+a)

0 = Cr00 = C ≤

∫

r0
2
≦|x|≦

3r0
2

f ;

then for any n ∈ N,

C ≤

∫

r0
2.3n

≦|x|≦
r0

2.3n−1

f.

By summation it contradicts Lemma 4.4. Similarly for v.

(ii) Suppose that (u, v) is a solution of (Aw) and u is bounded and δ ≥ (p+a)(q−1)
N−q . Here v

satisfies equation Aqv = g with g = |x|b uµ ≦ C |x|b , thus g ∈ LN/q+ε(Ω) for some ε > 0, then
from [25], [26], if v is not bounded near 0, then there exist C1, C2 > 0 such that

C1 |x|
−N−q

q−1 ≦ v ≦ C2 |x|
−N−q

q−1

18



near 0. If δ > (p+a)(q−1)
N−q then

Apu = |x|avδ ≥ C1|x|
a−δN−q

q−1 = C1|x|
−p−ε,

for some ε > 0, then from (4.1),

ρ−p−ε ≦ C

∮

ϕ
|x|−p−ε ≤ Cρ−p

(
∮

ϕ
uℓ
)

p−1
ℓ

≦ Cρ−p,

which is a contradiction. If δ = (p+a)(q−1)
N−q , then

C2|x|
−p ≥ Apu = |x|avδ ≥ C1|x|

−p.

Otherwise u is bounded by some M in a ball B′
r. Then the function w = M − u is nonnegative

and bounded and satisfies
−Apw ≥ C1|x|

−p in B′
r.

But for Ap = ∆p, there is no bounded solution of this inequality, from [8, Proposition 2.7], we
reach a contradiction.

Remark 4.5 The results obviously apply to the scalar case, finding again and improving a
result of [31].

Proof of Theorem 4.2. (i) Assume γa,b ≤
N−p
p−1 . The proof of part (i) of Theorem 4.1 is still

valid and shows that u is bounded.

(ii) Assume γa,b > N−p
p−1 and µ > (N+b)(p−1)

N−p . Then ξa,b > N−q
q−1 , thus the estimate (1.14) for v

gives v(x0) ≤ C |x0|
−N−q

q−1 , then

uµ(x0) ≤ C |x0|
−(q+b) v(q−1)(x0) ≤ C |x0|

−(N+b) .

Then ρ
N−p
p−1 sup|x|=ρ u tends to 0, hence u is bounded from Lemma 4.3.

Remark 4.6 Let us give an alternative proof of (i): the punctual inequality (4.5) implies that
near 0,

Apu ≥ |x|avδ ≥ C|x|a+δ(q+b)/(q−1)uµδ/(q−1);

then we are reduced to a simple scalar inequality:

−Apu+ |x|muQ ≤ 0, (4.8)

with Q = µδ
q−1 > p − 1 and m = a+ δ(q+b)

q−1 > −p. And γa,b =
m+p

Q+1−p ≤ N−p
p−1 ; applying Theorem

4.1 to the scalar inequality (4.8), we find again that u is bounded.
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5 Sharpness of the results

In this last section we show the optimality of our results by constructing some radial solutions
of systems (Aw) or (Mw) in case Ap = ∆p,Aq = ∆q. They are based on the transformation
introduced in [4], valid for systems with any sign:

{

−∆pu = − div(|∇u|p−2∇u) = ε1 |x|
a vδ,

−∆qv = − div(|∇v|q−2 ∇u) = ε2 |x|
b uµ,

with ε1 = −1 = ε2 for the system with absorption, and ε1 = −1, ε2 = 1 for the mixed system:
setting

X(t) = −
ru′

u
, Y (t) = −

rv′

v
, Z(t) = −ε1r

1+ausvδ
u′

|u′|p
, W (t) = −ε2r

1+buµvm
v′

|v′|q
,

where t = ln r, and we obtain the system

(Σ)























Xt = X
[

X − N−p
p−1 + Z

p−1

]

,

Yt = Y
[

Y − N−q
q−1 + W

q−1

]

,

Zt = Z [N + a− δY − Z] ,
Wt = W [N + b− µX −W ] .

And u, v are recovered from X,Y,Z,W by the relations

u=r−γa,b( |X|p−1 Z)(q−1)/D( |Y |q−1W )δ/D, v=r−ξa,b( |X|p−1 Z)µ/D( |Y |q−1W )(p−1)/D.
(5.1)

5.1 About Harnack inequality

Here we show that Harnack inequality can be false in case of system (Aw) and also for the
function u of system (Mw), even in the radial case; indeed we construct nonnegative radial
solutions of system (Aw) in a ball such that such that u(0) = 0 < v(0), or by symmetry
u(0) > 0 = v(0) and solutions of system (Mw) such that u(0) = 0 < v(0). Such solutions
were constructed in [15] by using Schauder theorem, and in [7] in the case of system (Aw) for
p = q = 2 by using system (Σ). Here we show that the construction of [7] extends to the general
case. We consider the radial regular solutions, which are C2 if a, b ≥ 0, and C1 if a, b > −1.

Proposition 5.1 Ap = ∆p,Aq = ∆q. For any v0 > 0, there exists a regular radial solution of
(Aw) and (Mw) such that u(0) = 0 < v(0) = v0.

Proof. The regular solutions (u, v) with nonnegative initial data (u0, v0) 6= (0, 0) are increasing
for system (Aw), hence X,Y < 0 < Z,W and u is increasing and v is decreasing for system
(Mw), hence X < 0 < Y and Z,W > 0. As shown in [4], the solutions (u, v) with u(0) = u0 >
0, v(0) = v0 > 0 correspond to the trajectories of system (Σ) converging to the fixed point N0 =
(0, 0, N + a,N + b) as t −→ −∞, and local existence and uniqueness holds as in [4, Proposition
4.4]. As in [7] the solutions such that u0 = 0 < v0 correspond to a trajectory converging to the
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point S0 =
(

X̄, 0, Z̄ , W̄
)

=
(

−p+a
p−1 , 0, N + a,N + b+ µp+a

p−1

)

. The linearization at S0 gives the

eigenvalues

λ1 = X̄ < 0, λ2 =
1

q − 1
(q + b+ µ

p+ a

p− 1
) > 0, λ3 = −Z̄ < 0, λ4 = −W̄ < 0.

Then the unstable manifold Vu has dimension 1 and Vu∩{Y = 0} = ∅, thus there exists a unique
trajectory such that Y < 0 (resp. Y > 0) and Z,W > 0. There holds limt→−∞ e−λ2tY = c > 0,
limX = X̄, limZ = Z̄, limW = W̄ , then from (5.1) v has a positive limit v0, and u tends to
0. By scaling we obtain the existence and uniqueness of solutions for any v0 > 0.

5.2 About removability

Here also we show that the results of Theorems 4.1 and 4.2 are optimal, by constructing
singular solutions when the assumptions are not satisfied. We begin by system (Aw), extending
[7, Proposition 3.2]. Obviously it admits a particular singular solution when γa,b > N−p

p−1 and

ξa,b >
N−q
q−1 . Moreover we find other types of singular solutions:

Proposition 5.2 Consider system (Aw) with Ap = ∆p,Aq = ∆q.

(i) If µ < (q+b)(p−1)
N−p , there exist solutions such that limρ→0 ρ

N−p
p−1 u = α > 0, limρ→0 v = β >

0.

(ii) If δ < (N+a)(q−1)
N−q and µ < (N+b)(p−1)

N−p , there exist solutions such that limρ→0 ρ
N−p
p−1 u =

α > 0, limρ→0 ρ
N−q
q−1 v = β > 0.

(iii) If γa,b >
N−p
p−1 , and either µ > (N+b)(p−1)

N−p or µ < (q+b)(p−1)
N−p , there exist solutions such

that limρ→0 ρ
N−p
p−1 u = α > 0, limρ→0 ρ

1
q−1

(N−p
p−1

µ−(q+b))
v = β(α) > 0.

The results extend by symmetry, after exchanging u, v, a, γa,b and v, u, b, ξa,b.

Proof. As in [5], [7] we prove the existence of trajectories of system (Σ) and return to u, v by
using (5.1).

(i) Such solutions correspond to trajectories converging to the fixed point G0 = (N−p
p−1 , 0, 0, N +

b− N−p
p−1 µ) of (Σ). The linearization at G0 gives the eigenvalues

λ1 =
N − p

p− 1
> 0, λ2 =

1

q − 1
(q + b−

N − p

p− 1
µ), λ3 = N + a > 0, λ4 =

N − p

p− 1
µ−N − b.

If µ < (q+b)(p−1)
N−p , then λ2, λ4 < 0. Then Vu has dimension 3, and Vu∩{Y = 0} and Vu∩{Z = 0}

have dimension 2. This implies that Vu must contain trajectories such that Y,Z < 0 < X,W .

(ii) Such solutions correspond to the fixed point A0 =
(

N−p
p−1 ,

N−q
q−1 , 0, 0

)

. All the eigenvalues are

positive:

λ1 =
N − p

p− 1
, λ2 =

N − q

q − 1
, λ3 = N + a− δ

N − q

q − 1
, λ4 = N + b− µ

N − p

p− 1
.
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The unstable manifold Vu has dimension 4, then there exists an infinity of trajectories converging
to A0 with X;Y,Z,W < 0.

(iii) Such solutions correspond to the fixed point P0 =
(

N−p
p−1 , Y∗, 0,W∗

)

=
(

N−p
p−1 , Y∗, 0,W∗

)

,

with Y∗ =
1

q−1(
N−p
p−1 µ− (q + b)),W∗ = N + b− N−p

p−1 µ. the eigenvalues are

λ1 =
N − p

p− 1
> 0, λ2 = Y∗, λ3 =

D

q − 1
(γ −

N − p

p− 1
) > 0, λ4 = −W∗.

If µ > (N+b)(p−1)
N−p , then λ2, λ4 > 0 and thus Vu has dimension 4, then there exist trajectories,

with X,Y,Z,W < 0, converging to P0. If µ < (q+b)(p−1)
N−p , then λ2, λ4 < 0, Vu has dimension

2, and Vu ∩ {Z = 0} has dimension 1, thus there also exist trajectories with X,Z,W < 0 < Y
converging to P0.

In the same way, system (Mw) has a particular singular solution when γa,b > N−p
p−1 and

ξa,b <
N−q
q−1 , and we find other singular solutions:

Proposition 5.3 Consider system (Mw) with Ap = ∆p,Aq = ∆q.

(i) If γa,b >
N−p
p−1 , and ξa,b >

N−q
q−1 , there exist solutions such that limρ→0 ρ

N−q
q−1 v = β > 0 and

limρ→0 ρ
1

p−1
(N−q
q−1

δ−(q+a))
u = β(α) > 0.

(ii) If δ < (N+a)(q−1)
N−q and µ < (N+b)(p−1)

N−p , there exist solutions such that limρ→0 ρ
N−p
p−1 u =

α > 0, limρ→0 ρ
N−q
q−1 v = β > 0.

Proof. (i) These solutions correspond to the fixed point Q0 deduced from P0 by symmetry, and

our assumptions imply δ > (N+a)(q−1)
N−q , hence there exist trajectories, such thatX,Y,Z < 0 < W

converging to Q0.

(ii) The conclusion follows as in Proposition 5.2, (ii).

We refer to [5] and [6] for a description of all the (various) possible behaviours of the solutions
in the case p = q = 2.
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