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Abstract

In this article, we propose a method for analyzing the spatial variations in the range expansion of the pine processionary moth (PPM), an invasive species in France. Based on binary measurements – the presence or absence of PPM nests – the proposed method allows us to infer the local effect of the environment on PPM population expansion. This effect is estimated at each position $x$ using a parameter $F(x)$ that corresponds to the local PPM fitness. The data type and the two stage PPM life cycle make estimating this parameter difficult. To overcome these difficulties we adopt a mechanistic-statistical approach that combines a statistical model for the observation process with a hierarchical, reaction-diffusion based mechanistic model for the expansion process. Bayesian inference of the parameter $F(x)$ reveals that PPM fitness is spatially heterogeneous and highlights the existence of large regions associated with lower fitness. The factors underlying this lower fitness are yet to be determined.
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1. Introduction

Recent experimental studies have reported a northward geographic range expansion of the pine processionary moth (\textit{Thaumetopoea pityocampa}, Lepidoptera: Notodontidae, abbreviated as PPM below). In the Paris Basin, France, its range has shifted 87 km northward between 1972 and 2004, with a notable acceleration (55 km) during the last 10 years (Battisti et al., 2005; Robinet et al., 2007). Since the winter of 2005 – 2006, this expansion has been especially well documented with the establishment of a GPS-referenced map of the front winter nests all over France.

Because of its impact on forests, this expansion is likely to have important ecological consequences. It may also cause sanitary issues. The PPMs are entering semi-urban and urban areas; therefore, the insect has progressed from mere forest pest to urban medical threat. The threat arises from the way these organisms protect themselves against predation. When threatened, mature larvae release irritant hairs that cause allergic reactions in both man and warm-blooded domestic animals; reactions range from the cutaneous type to anaphylactic shock (Doutre, 2005). The contact of this type of insect with human and domestic animal populations that are not physiologically or behaviorally accustomed to it is likely to generate serious medical and veterinary threats in the near future.

Extensive measurements that have been carried out at different spatial scales in France show that the northern range of the PPM is far from flat. This indicates that population expansion
is faster in some regions. Determining these regions is of crucial importance for controlling and preventing PPM expansion. In this study, we focus on a site located in the Paris Basin. Our goal is to build a map that describes the environment in terms of its local effect – whether it be favorable or unfavorable – on PPM expansion.

Our approach uses a model with a main parameter that measures the local PPM fitness at each spatial position. Like many other models in ecology this parameter results from the intertwined effects of several factors and cannot be directly measured. However, it can be estimated using observations of the population dynamics of interest (Klein et al., 2008; Soubeyrand et al., 2009a,b); here, we use observations of the position of PPM nests at the study sites.

The construction of a PPM expansion model that enables parameter estimation raises two non-classical difficulties: 1) the type of data we are dealing with – binary and incomplete observations of the presence of PPM nests; and 2) the life cycle of the PPM – the nest density evolves through a discrete-time process, but this evolution results from the dispersal and laying of adult PPMs, a continuous-time process.

We propose a mechanistic-statistical approach (Berliner, 2003; Soubeyrand et al., 2009a,b; Wikle, 2003) that combines a statistical model for the observation process with a hierarchical, reaction-diffusion based mechanistic model for the expansion of PPM nests. The statistical model bridges the gap between continuous data (nest densities) and binary data (observations) and, conversely, provides a way to estimate the parameters of the mechanistic model based on the observed data. With a mechanistic model we are able to describe the discrete-time evolution of nests as a function of continuous-time adult dispersal and of the environmental effect on PPM fitness.

The choice of a reaction-diffusion model for adult dispersal was guided by observing the spatial genetic structure of PPM, which indicates a diffusive dispersal at the country scale (Rousselet et al, unpublished data). Moreover, the numerical integration of reaction-diffusion models is generally very fast. In the context of parameter inference, where many simulations are required, this speed is a considerable advantage compared to other approaches, such as individual based models.

In this work, we adopt a Bayesian framework for estimating the effect of the environment on PPM expansion. This framework is particularly convenient for mechanistic-statistical models that contain a latent structure because it allows the estimation of the unknowns of the model and a direct assessment of the estimation uncertainty (see e.g. Berliner, 2003; Wikle, 2003).

2. Data

2.1. Life cycle of the PPM

The biological cycle of the PPM has been known since the 18th century (Réaumur, 1736). A complete description of this cycle can be found in Huchon and Demolin (1970). We summarize only the main features here.

The life cycle of the PPM usually lasts for one year and can be divided into two main stages: 1) the ovo-larval stage and 2) the adult stage. Throughout this paper we take the convention that the life cycle starts at the beginning of the adult stage.

**Adult stage:** In the study area, the adult stage starts at the beginning of the summer when adult moths emerge from the soil and begin taking flight. Next, mating and spreading occurs. Females lay 70-300 eggs, which are usually deposited simultaneously on host trees (Huchon and Demolin, 1970). Female life expectancy $\nu$ is about 1 day (Robinet, 2006), and the duration of the flight period of adult moths is about two months.

**Ovo-larval stage:** Caterpillars emerge from eggs during the second half of summer. Immediately after emergence, they build a common silk nest around which they feed gregariously on pine foliage. The position of the nest changes but remains on the same tree, stabilizing only when cold weather
Figure 1: Location of the study site. The study site $\Omega$ is represented by a red rectangle. The coordinates of the corners of $\Omega$ are (N 48°18’22", E 1°14’44") for the bottom-left corner and (N 48°50’54", E 3°3’32") for the top-right corner. In Fig. (a), the study site is represented together with the positions of host trees (green regions). The smoothed host tree density in the study site is represented in Fig. (b).

arrives. At the beginning of spring, the caterpillars leave the nest and dig into the soil where they transform into pupae and remain for a few months until the next adult stage.

The clutch size, laying frequency and survival rates during the ovo-larval and adult stages may be influenced by environmental factors. Therefore, PPM fitness may depend on the spatial position of the individuals. In this paper we aim to estimate this local PPM fitness.

Remark 2.1. Unlike what happens in the endemic areas (Robinet, 2006), PPM populations do not exhibit any temporal cycle outbreak in the newly colonized areas (A. Roques, unpublished data). Natural enemies have not followed the recent expansion of the PPM and quite a low rate of egg parasitism was observed in the study site (Imbert et al., in preparation).

2.2. Study site and binary measurements of the PPM range

The study site is a rectangular region $\Omega$ that is 134 km $\times$ 60 km, located in the Paris Basin (Fig. 1 (a)). This site contains urban, urban fringe, forest and agricultural areas. Preliminary large-scale observations by INRA URZF (UR633) have shown that, in 2005, PPM nests were present in the southern part of the study site (i.e. at some points $(x_1, x_2)$ with $x_2 = 0$) and were not present in its northern part (i.e. for $x_2 = 60$ km).

The PPM range has been measured during 2007, 2008 and 2009 (winters 2006-2007, 2007-2008 and 2008-2009) through direct observations of the presence of PPM nests. These measurements were conducted by INRA URZF. The study region was mapped into a lattice made of $I_{\Omega} = 2010$ square cells $\omega_i$ of the same size 2 km $\times$ 2 km. For each year $n$ a certain number $J_n^\Omega$ of cells were observed; however, observations were not exhaustive: $J_n^\Omega < I_{\Omega}$. Moreover, only binary data (presence or absence of PPM nests) have been recorded (Fig. 2 (a)-(c)). These data indicate a northward range expansion of the PPM, at an average speed of $4.2$ km/year ($4.1$ km between 2007 and 2008 and $4.2$ km between 2008 and 2009, see Fig. 2 (d)).

2.3. Host trees

PPM host trees consist of several pine species. Potential host trees in the study region are essentially Pinus nigra and Pinus sylvestris. The positions of pine forests in the study site were

\footnote{During each year $n$, and at each longitude $x_1$ where PPM nests have been detected, we can define the northernmost latitude $x^*_n(x_1)$ where PPM nests have been detected. The average expansion speed between years $n-1$ and $n$ corresponds to the (possibly negative) distance $x^*_n(x_1) - x^*_{n-1}(x_1)$ averaged over all longitudes $x_1$ where PPM nests have been detected during both years $n-1$ and $n$.}
available from the French National Forest Inventory database (Fig. 1 (a)). Whereas the existence of isolated trees between those forests is known, their exact positions were not available. To take these isolated trees into account host density was modeled by applying a Gaussian smoothing kernel on the forest position data (with average 0 and standard deviation 10 km) so that the tree density is never 0 over the study region. Tree density was then normalized so that its maximum value is 1 (Fig. 1 (b)).

3. Mechanistic-statistical model

The main objective of our model is to assess whether there are some regions in the study site that are more favorable to PPM expansion, and to determine the locations of these regions. The model that we propose combines a statistical model for the observation process with a hierarchical mechanistic model for the expansion of PPM nests. The PPM nest density at the end of the life cycle is represented as a function of the adult density during the whole adult stage and of environmental covariates. Adult density is modeled with a classical reaction-diffusion equation.

3.1. Statistical model for the observation process

The nature of the data forces us to use discrete space and time variables for the observation model. As explained in Section 2.2, the study site $\Omega$ was divided into $I_{\Omega}$ square cells $\omega_i$ of the same area $\rho = 4 \text{ km}^2$. Discrete time is indexed by $n = 0, \ldots, N$; the interval between $n$ and $n + 1$ corresponds to one year (=one cycle). We denote by $\text{Obs}_n(i)$ the binary variable that takes the value 1 if PPM nests have been detected and 0 if no nest has been detected in the cell $\omega_i$ at time $n$. 

Figure 2: (a), (b) and (c): Observation data. Blue squares in the study site $\Omega$ correspond to observed cells $\omega_i$ where PPM have not been detected. Red squares correspond to cells $\omega_i$ where PPM nests have been detected. (d): Position of the northernmost points where PPM nests have been detected during years 2007, 2008 and 2009.
If a cell \( \omega_i \) has been observed during year \( n \), the probability that \( \text{Obs}_n(i) = 1 \) depends on the local nest density in the cell \( \omega_i \). We make the simplifying assumption that this probability only depends on the average nest density \( U_n(i) \) – expressed in nest units \(^2\) per unit area – in the cell \( \omega_i \) at time \( n \). Denoting by \( u_n(x) \) the local density of PPM nests at the end of the invasion cycle of year \( n \), we get:

\[
U_n(i) = \frac{1}{\rho} \int_{\omega_i} u_n(x) \, dx. \tag{3.1}
\]

We assume that the detection variables are independently drawn from Bernoulli distributions conditionally on the average densities \( U_n(i) \) through the following formula:

\[
\text{Obs}_n(i) | U_n(i) \sim \text{Bernoulli}\{d(U_n(i))\}, \tag{3.2}
\]

i.e. \( \text{Obs}_n(i) = 1 \) with probability \( d(U_n(i)) \) and \( \text{Obs}_n(i) = 0 \) with probability \( 1 - d(U_n(i)) \). The probability of successful detection thus depends nonlinearly on \( U_n(i) \) through the function \( d \). Assuming that in each unit area each nest unit is independently detected with probability \( p \), it follows that the function \( d \) is:

\[
d(s) = 1 - (1 - p)^s. \tag{3.3}
\]

Note that (3.1) together with (3.3) imply that \( d(U_n(i)) \) does not depend on \( \rho \) but simply on the total nest units in \( \omega_i \), \( \int_{\omega_i} u_n(x) \, dx \).

### 3.2. From continuous-time adult dispersal to discrete-time spread of nests

This section is devoted to the construction of a model that describes the evolution of PPM nest density. The model depends on a fitness parameter that summarizes the local effect of the environment on the emergence of PPM nests.

#### 3.2.1. Nest density: a function of adult density and environmental factors

Because of the life cycle of PPM (see Section 2.1) the nest density evolves through a discrete-time process. However, this evolution results from the dispersal and laying of adult PPMs, which is a continuous-time process. Our aim here is to build a model which expresses nest density as a function of the adult density during the whole adult stage and of an environmental factor \( F(x) \). The mating processes are neglected in our model; thus, we only deal with female adult PPM density.

Let \( w^*(x, v_{0,n}) \) correspond to the cumulated (female) adult density at the position \( x \) at the end of the adult stage, measured in time \( \times \) individuals per unit area, starting from an initial density \( v_{0,n} \). If \( f(x) \) measures the frequency of nest creation per individual in the absence of demographic constraints, the number \( w^*(x, v_{0,n}) \times f(x) \) corresponds to the nest density which would be obtained at the end of one cycle in the absence of constraints. Thus, the nest density \( u_n(x) \) at the end of year \( n \) and at the position \( x \) can be computed by taking the minimum between this value \( w^*(x, v_{0,n}) \times f(x) \) and the local environmental capacity. Namely, we obtain:

\[
u_n(x) = \min \left( w^*(x, v_{0,n}) \, f(x), K \chi(x) \right), \tag{3.4}
\]

where \( K \) is a carrying capacity (maximum PPM nest units per host unit) and \( \chi(x) \) corresponds to host population density depicted in Fig. 1 (b). Without loss of generality, we can assume that the carrying capacity \( K \) is equal to one nest unit per host unit, which implies that \( K = 1 \).

\(^2\)We choose to work with the number of nest units instead of the number of nests. Firstly, the number of nest units need not be integers; this facilitates the formal setting of our method. Secondly, nest size can vary greatly and large nests are easily detected compared to smaller nests. It is therefore more natural to define the detection probability \( p \) with respect to a nest unit rather than a nest.
The nest density can be computed recursively by setting 
\[ v_{0,n+1}(x) = r(u_n(x))u_n(x), \]
where \( r(u_n) \) corresponds to the number of (female) adult individuals per nest unit. It is assumed here that \( r(u_n) \) depends only on the local nest density (see Remark 2.1) through the formula:

\[ r(u_n) = R \frac{u_n}{1+u_n}, \tag{3.5} \]

for some \( R > 0 \). Formula (3.5) implies that the maximum number \( r = R \) of (female) adult individuals per nest unit is approached at high nest densities, whereas low densities lead to low values of \( r \). The function \( r \) thus takes an Allee effect into account (see Remark 3.2).

Assuming that the frequency of nest creation \( f \) and the host density \( \chi \) do not depend on \( n \) and since \( w^*(x,v_{0,n}) \) depends linearly on \( v_{0,n} \) (see the note below equation (3.11)), combining equations (3.4) and (3.5), we obtain:

\[ u_{n+1}(x) = \min \left\{ w^* \left( x, \frac{u_n^2}{1+u_n} \right), F(x), \chi(x) \right\}, \tag{3.6} \]

where \( F(x) = R f(x) \) measures the maximum number of (female) adults who might emerge during year \( n+1 \) – in the absence of demographic constraint – for one (unit of adult density \( \times \) unit of time) at the position \( x \) during year \( n \). Thereafter, \( F(x) \) is called the local fitness at the position \( x \); in this study we assume \( F(x) \) to be independent of \( n \).

The equation (3.6) enables us to compute the nest density \( u_n(x) \) at each year \( n \geq 1 \), given an initial condition \( u_0 \). We define \( u_0 \) with equation (3.6), by setting, for each \( x = (x_1,x_2) \):

\[ u_{-1}(x_1,x_2) = \chi(x) e^{-\min(0,2-x_2)^2}. \]

Thus, \( u_{-1} \) corresponds to a virtual nest density in which hosts are considered saturated for \( x_2 < 2 \) km and nest density decreases exponentially quadratically for values of \( x_2 \) greater than 2. This definition of \( u_{-1} \) means that PPM nests were present at the southern range of the study site one year before the first observation.

**Remark 3.1.** By “in the absence of demographic constraints” we mean that the frequency of nest creation \( f(x) \) and the local fitness \( F(x) \) do not take the environmental carrying capacity into account. The carrying capacity is incorporated in the computation of the nest density \( u_n(x) \) through the terms \( \min(\cdot, K\chi(x)) \) and \( \min(\cdot, \chi(x)) \) in equations (3.4) and (3.6), respectively. This allows us to focus on the environmental effects other than those of saturation, which is already believed to be positively correlated with local fitness.

**Remark 3.2.** The Allee effect occurs when the per capita growth rate reaches its maximum at a strictly positive population density. At low densities, the per capita growth rate may then become negative (strong Allee effect). Allee effect is known in many species (Allee, 1938; Dennis, 1989; Veit and Lewis, 1996). Experiments show that PPM clutches which are on the same tree tend to regroup in a bigger nest (ANR project “URTICLIM”, unpublished data) and that mortality inside the nest is negatively correlated with nest size (Pérez-Contreras et al., 2003). Thus, the higher the PPM nest density, the bigger the nests and the higher the survival rates are.

### 3.2.2. A diffusion model for the cumulated adult density

We recall the simplest diffusion equation:

\[ \frac{\partial v}{\partial t} = D \Delta v, \tag{3.7} \]
where $D > 0$ stands for the diffusion coefficient. Starting from an initial condition $v(0, x) = v_0(x) \geq 0$ corresponding to the initial (female) adult density at the beginning of the cycle\(^3\), the solution $v(t, x)$ of (3.7) describes the expected (female) adult density at time $t$ and position $x$, assuming that the individuals move according to uncorrelated random walks with constant move length in an open environment (see e.g. Okubo and Levin, 2002; Turchin, 1998). Here we assume that $\Omega^*$ is a rectangle $(0, 134) \times (0, 120)$ which extends $\Omega$ in the northern direction. No-flux conditions are imposed at the boundaries $\{x_1 = 0\}$, $\{x_1 = 134\}$ and $\{x_2 = 0\}$ meaning that as much individuals exit the domain as individuals enter the domain at these boundaries. Absorbing conditions are imposed at the boundary $\{x_2 = 120\}$. In other terms:

$$\frac{\partial v}{\partial x_1}(t, 0, x_2) = \frac{\partial v}{\partial x_1}(t, 134, x_2) = \frac{\partial v}{\partial x_2}(t, x_1, 0) = 0 \text{ and } v(t, x_1, 120) = 0.$$  (3.8)

In addition to dispersal we have to consider that at each time unit a fraction $1/\nu$ of the individuals die ($\nu$ is the life expectancy). Thus, we obtain the reaction-diffusion equation for the (female) adult density $v$:

$$\frac{\partial v}{\partial t} = D \Delta v - \frac{v}{\nu}, \quad t > 0, \quad x \in \Omega^*.$$  (3.9)

The cumulated population density at time $t$ and position $x$ is defined by

$$w(t, x) = \int_0^t v(s, x) \, ds.$$  (3.10)

Integrating (3.9) between 0 and $t$ we observe that $w$ also satisfies a reaction-diffusion equation:

$$\frac{\partial w}{\partial t} = D \Delta w - \frac{w}{\nu} + v_0(x) \text{ for } t > 0 \text{ and } w(0, x) = 0, \quad x \in \Omega^*.$$  (3.11)

Note that $w$ depends linearly on $v_0$; if $\tilde{w}$ satisfies $\partial \tilde{w}/\partial t = D \Delta \tilde{w} - \tilde{w}/\nu + \kappa v_0(x)$ for some $\kappa > 0$, with $\tilde{w}(0, x) = 0$ and the same boundary conditions as $w$ and $v$, then $\tilde{w}/\kappa$ satisfies the same equation as $w$. By uniqueness of the solution of this equation we get $\tilde{w}/\kappa = w$ and therefore $\tilde{w} = \kappa w$.

The cumulated adult density at the end of the adult stage is defined at each position $x \in \Omega \subset \Omega^*$ by:

$$w^*(x) = w(t^*, x),$$  (3.12)

where $t^*$ is such that a random individual born at $t = 0$ has a probability smaller than 0.01 to be still alive at $t = t^*$. In our computations we have used $t^* = \nu \ln(100) = 4.6$ days (see Appendix A).

4. Statistical inference

In this section, we estimate the local fitness parameter $F(x)$ and the diffusion parameter $D$ of the mechanistic-statistical model presented in Section 3 based on the observations of Section 2.2.

\(^3\)The emergence period of adult PPMs stretches over two months (see Section 2.1). However, if we neglect the interactions between individuals during the adult stage then it can be assumed in our computations (without loss of generality) that the emergence of all adults occurs simultaneously at the beginning of the adult stage.
4.1. Likelihood function

Let \((n_k)_{k=0,...,N}\) correspond to observation years. We denote by
\[ \text{Obs} = \{ \text{Obs}_{n_k}(i), \ i = 1, \ldots, J_{\Omega}^{n_k}, \ k = 0, \ldots, N \} \]
the set of all the observations and by \(\mathcal{U} = \{ u_{n_k}(x), \ k = 0, \ldots, N \}\) the set of nest densities during the years \((n_k)_{k=0,...,N}\).

If the densities \(u_{n_k}\) are governed by the model presented in Section 3.2, the set \(\mathcal{U}\) depends deterministically on the unknown parameters \(F\) and \(D\). The other parameters in the model being given, the set \(\mathcal{U}\) is completely determined by \(F\) and \(D\). Thus the conditional distribution of the observation process verifies:
\[
P(\text{Obs}|\mathcal{U}) = P(\text{Obs}|F, D) = \mathcal{L}(F, D),
\]

where \(\mathcal{L}(F, D)\) stands for the likelihood of the set of parameters \(\{F, D\}\).

Additionally, by assumption (see Section 3.1), for each \(k \in [0, N]\) and for \(i = 1, \ldots, J_{\Omega}^{n_k}\) the observation variables \(\text{Obs}_{n_k}(i)\) depend on \(u_{n_k}\) only through the average nest density \(U_{n_k}(i)\) in the cell \(\omega_i\). Moreover, the variables \(\text{Obs}_{n_k}(i)\), conditionally on \(U_{n_k}(i)\), are also independent. We therefore have:
\[
P(\text{Obs}|\mathcal{U}) = \prod_{k=0}^{N} \prod_{i=1}^{J_{\Omega}^{n_k}} P(\text{Obs}_{n_k}(i)|U_{n_k}(i)).
\]

Using formulas (3.2), (4.13) and (4.14), we obtain:
\[
\mathcal{L}(F, D) = \prod_{k=0}^{N} \prod_{i=1}^{J_{\Omega}^{n_k}} \left[ \text{Obs}_{n_k}(i) d(U_{n_k}(i)) + (1 - \text{Obs}_{n_k}(i))(1 - d(U_{n_k}(i))) \right].
\]

For our computations we took \(p = 0.9\) in the definition of the function \(d\) (see eq. (3.3) and Appendix B).

4.2. Bayesian estimation of the parameters

In our computations, the study site \(\Omega\) is discretized into \(N_F\) rectangular subcells of the same size, and \(F(x)\) is assumed to be constant equal to a value \(F_i\) on each cell \(i\), for \(i = 1 \ldots N_F\). Besides, it is assumed that \(F\) is constant in \(\Omega^* \setminus \Omega : F(x) = F_{N_F+1}\) for all \(x = (x_1, x_2)\) such that \(x_2 \in [60, 120]\). Thus estimating \(F\) becomes equivalent to estimating the parameters \(F_i\) for \(i = 1, \ldots, N_F + 1\).

Prior parameter distribution

In the absence of further information we assume independent uniform prior distributions in \([0, F_{\text{max}}]\) of the parameters \(F_i\), and a uniform prior distribution (independent of \(F\)) in \([0, D_{\text{max}}]\) of the parameter \(D\):
\[
F_i \sim U(0, F_{\text{max}}), \ i = 1, \ldots, N_F + 1 \text{ and } D \sim U(0, D_{\text{max}}).
\]
From the definition of $F(x)$, and because each female can bear at most 300 eggs with a sex-ratio close to 1 : 1, we fixed $F_{\text{max}} = 150$. The value of $D_{\text{max}}$ was set to $^{4}30 \text{km}^2/\text{day}$.

**Posterior inference**

The posterior distribution of the parameters is obtained using Bayes theorem:

$$P(F, D|\text{Obs}) \propto L(F, D) \pi(F, D).$$

The posterior inference is performed by constructing a Markov chain, with a stationary distribution that matches the posterior distribution, by using a classical Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953) that is detailed in Appendix C.

### 4.3. Results

**Posterior distribution of the fitness parameter $F$**

The first, second (median) and third quartiles of the posterior distribution of the fitness parameter $F$ are presented in Fig. 3. The distribution of $F$ is clearly different from the prior distribution. This indicates that the observation data really do carry information about the distribution of $F$.

We can also observe that the distribution of the fitness $F$ is spatially heterogeneous: the posterior distribution of $F_i$ strongly depends on the position of the cell $i$. In particular, there are several large unfavorable regions (black regions in Fig. 3).

Besides, the distribution of $F$ is spatially structured in the sense that close regions tend to resemble each other. This can be assessed rigorously by using a permutation test (Manly, 1997). At each position $i \in \{1, N_F\}$, we can compute the mean Kolomogorov-Smirnov distance between the distribution of $F$ at the position $i$ and the distribution of $F$ in the neighboring cells. Averaging this distance over all positions, we get a measure $H$ of the similarity between the distributions of $F$ in neighboring cells. Considering any permutation $\sigma$ of $\{1, N_F\}$, we can compute a measure $H_{\sigma}$ of similarity between neighboring cells in the permuted coordinates (see Appendix D for a detailed

---

$^{4}$When the diffusion coefficient is equal to $D$, the average dispersal distance of the individuals after $\tau$ days is $L = \sqrt{\pi \tau D}$ km. Whenever $\tau = 1$ (i.e. the life expectancy) we have for a low value of $D$ $L(\tau = 1, D = 10^{-3}) = 0.06$ km and for $D = D_{\text{max}}$ $L(\tau = 1, D = 30) = 9.7$ km.
computation of $H$ and $H_\sigma$). Thus we can test the null hypothesis of unrelatedness between the posterior distributions of $F$ in neighboring cells by assessing if $H$ is significantly low given the distribution of $H_\sigma$. The p-value of this test is the proportion of values of $H_\sigma$ obtained for $10^4$ random permutations $\sigma$ that are lower than $H$. The obtained p-value is lower than $10^{-4}$. This shows the similarity between posterior distributions of $F$ in neighboring cells, i.e. the existence of a spatial structure in the posterior distribution of $F$.

Note that the posterior distribution of $F$ does not seem to be strongly correlated with the host density $\chi(x)$ (Fig. 1 (b)). This is a consequence of our definition of the local fitness, which is computed “in the absence of demographic constraints” and therefore does not take the environmental carrying capacity into account (see Remark 3.1). Thanks to this definition, the posterior distribution of $F$ contains more information than the mere host density map. Still, host density can have an effect on $F(x)$ among other covariates. However, the lack of resemblance between the maps in Fig. 3 and the host density $\chi(x)$ indicates that this effect is relatively small.

**Posterior distribution of the diffusion parameter $D$**

The posterior distribution of the diffusion parameter $D$ is clearly different from the prior distribution (Fig. 4). The posterior median of $D$ is equal to 9.3 (mean 9.4 and standard error 0.4). This value $D = 9.3$ corresponds to an average dispersal distance equal to $\sqrt{\pi \tau D} = 5.4$ km when $\tau = 1$ (i.e. the life expectancy). This is higher than usually observed for Lepidoptera (see Kareiva (1983) and Shigesada and Kawasaki (1997), page 55) and may indicate that the dispersal is not purely diffusive.

**Model fit**

Our model leads to a significantly better fit than a model without diffusion (i.e. when $D = 0$). This can be assessed by computing the modal value of the posterior log-likelihood. We obtain respectively $-10086$ for the model without diffusion and $-676$ for the full model. This is a strong evidence against the model without diffusion. It is confirmed by the Deviance Information Criterion (DIC, see Spiegelhalter et al. (2002)), a Bayesian method of model comparison which is based on the posterior mean of the log-likelihood, which is higher in the case without diffusion ($\text{DIC}_{D=0} = 20174$) than in the full model ($\text{DIC}_{D} = 1430$).

Our model allows us to reconstruct the average nest densities $U_n$ corresponding to the modal values of the parameters $F, D$. These densities are depicted in Fig. 5 together with the northernmost points where PPM nests have been detected, for each year of observation.
At first glance, it appears that the northward expansion of the PPM nest density matches well with the progression of the northernmost points of detection. To assess the goodness of fit of the model, we computed 95% confidence intervals for the northernmost points where PPM nests can be detected in the observation regions. The confidence intervals have been computed by simulating 1000 times the observation process on the nest density maps $U_n$ corresponding to the modal values of the parameters $F$, $D$. These intervals are indicated by yellow areas in Fig. 5. We observe that most of the northernmost points of detection fall within the confidence intervals (97% of them are included in the confidence intervals).

It can be noted that since the carrying capacity has been fixed to one nest unit per host unit, the nest densities $U_n$ are lower than the host density $\chi(x)$. In particular, the nest densities are small in the southwest corner of the study site. Note also that our model predicts the existence of some PPM nests beyond the 2009 observation region.
5. Discussion

On the basis of the binary observations of PPM nest ranges, we were able to describe the environment in terms of its effect on PPM expansion. To achieve such results, we dealt with several technical difficulties related to the type of data and to the life-cycle of the PPM.

To overcome these difficulties, we coupled a statistical model for the observation process with a hierarchical, reaction-diffusion based model for the expansion of PPM nests. This approach enabled us to compute the likelihood, at each position $x$ of our study site, of a local fitness parameter $F(x)$ that summarizes the effect of the environment on the emergence of new PPMs. More precisely, this parameter $F(x)$ measures the number of PPM adults who might emerge during year $n+1$ for one unit of adult density present at the position $x$ during one unit of time in the course of year $n$. Variations in the parameter $F(x)$ can therefore reflect local variations in either egg production, egg deposition rate, or in ovo-larval mortality rate. Thus the higher this parameter, the more favorable the environment is.

Using uniform prior distributions for the fitness parameter $F(x)$ and for a diffusion parameter $D$, we performed a Bayesian inference of the posterior distribution $P(F,D|\text{Obs})$ given the observations. A comparison of the first, second and third quartiles of the distribution of $F$ and an analysis of the distribution of $D$ revealed that these distributions are clearly not uniform. Thus, the observations do carry some information on the distribution of the fitness and diffusion parameters.

Additionally, important gaps were observed between the fitness distributions at different locations $x$ in the study site. This shows the heterogeneous character of the environmental fitness: there are some regions in the study site which are more favorable than other regions. Interestingly, favorable and less favorable regions seem to be organized in clusters. This was confirmed by a rigorous statistical analysis that shows that the distribution of $F(x)$ varies smoothly with the location $x$.

The median value of the posterior distribution of $D$ is higher than usually observed for Lepidoptera. This may indicate that the dispersal is not purely diffusive, i.e. that long-distance dispersal events may occur. This hypothesis is also supported by recent experimental data (Robinet et al., preprint). Such a high diffusion coefficient would lead to a high speed of range expansion in a homogeneous favorable environment. However, our study shows that the environment is not homogeneous and the actual speed of range expansion (see Section 2.2) could be mainly limited by the presence of unfavorable regions (i.e. associated with low values of $F(x)$) such as the black regions in Fig. 3.

On the basis of these results, we plan to classify several covariates according to their effect on PPM expansion. The function $F(x)$ can be seen as the superposition of the effects of several covariates. Covariates that are believed to play an important role on PPM expansion are, for example, the type of host trees (Huchon and Demolin, 1970), the presence of trees other than host trees, the presence of urban areas and the mean winter temperatures (Battisti et al., 2005). Note that interannual environmental variations are not taken into account in our model. Such variation can however be incorporated in our model by allowing the fitness $F(x)$ to depend on the time variable $n$.

The method that we have developed here can be adapted to several other situations. The use of a statistical model for the observation process permits jumping from one type of data (as given by the model of the underlying process) to another (as given by the observations). Consequently, it allows the computation of a likelihood function for the parameters of the model given the data. The hierarchical, reaction-diffusion based approach can also be adapted to the modeling of other types of impacts caused by biological pests. The main idea is to model the observable impact (here, the presence of nests) as a function of the pest density, integrated over the whole period where
pests are active (here, the adult stage).

Additionally, the reaction-diffusion model can be replaced by other types of models such as individual based models (Gross et al., 1992; Kareiva and Shigesada, 1983; Marsh and Jones, 1988) or integral models (Hamel et al., 2010; Kawasaki and Shigesada, 2007; Kot et al., 1996). The method proposed in Section 3.2.1 for modeling the nest density as a function of adult density and environmental factors is independent of the underlying model for adult dispersal. However, as already emphasized, the choice of the reaction-diffusion approach was encouraged by computational speed advantages and by an observation of the spatial genetic structure of the PPM. It is also noteworthy that reaction-diffusion models are in good agreement with the dispersal properties of some species, at least qualitatively (Murray, 2002; Okubo and Levin, 2002; Shigesada and Kawasaki, 1997; Turchin, 1998); these models can describe constant speed as well as accelerating range expansions (Hamel and Roques, 2010; Roques et al., 2010). Furthermore, recent developments in the field of inverse problems show that most parameters of reaction-diffusion models can be determined using only spatially-incomplete measurements of the population density (Cristofol and Roques, 2008; Roques and Cristofol, 2010). Although the measurements in these papers are not of the binary type, nor are they blurred by an observation uncertainty, such a one-to-one and onto relationship between partial measurements of the population density and parameters of the model suggests that reaction-diffusion is a good framework for estimating the effects of environmental covariates.

In our reaction-diffusion model for adult dispersal (3.9) the diffusion coefficient was assumed to be constant. Non-constant diffusion operators could have been used instead of $D \Delta v$, e.g. $\Delta (D(x)v)$ (see Roques et al. (2008)), and local diffusivity $D(x)$ could have been estimated together with $F(x)$. However, as in classical Fisher-KPP reaction-diffusion models in homogeneous environments (Fisher, 1937; Kolmogorov et al., 1937) where diffusion and growth have an identical effect on the rate of expansion, $D(x)$ and $F(x)$ could have close effects, leading to an identifiability problem. Estimation of the parameters would also require a lengthy numerical resolution of the diffusion model, all the more time-consuming as the diffusion operator is not constant.

Appendix A: Computation of the cumulated density $w^*$

The solution $w$ of (3.11) was computed using Comsol Multiphysics® time-dependent solver, using second order finite element method (FEM). This solver uses a method of lines approach incorporating variable order variable stepsize backward differentiation formulas. Then $w^*(x) = w(t^*, x)$, where $t^*$ is computed as described below.

Denote by $V(t)$ the total population at time $t$:

$$V(t) = \int_{\Omega^*} v(t, x) dx.$$  

A value of $t^*$ such that $V(t^*) \leq V(0)/100$ can be computed explicitly. Integrating the equation (3.9) over $\Omega^*$ and using Green’s formula we get:

$$V'(t) = \int_{\partial \Omega^*} \nabla v \cdot \mathbf{n} dS - V/\nu,$$

where $\partial \Omega^*$ corresponds to the boundary of $\Omega^*$, $\mathbf{n}$ is the outward unit normal to $\partial \Omega^*$ and $dS$ is a surface element. The boundary conditions (3.8), together with the positivity of $v$ in $\Omega^*$ (which follows from the parabolic maximum principle, see Protter and Weinberger (1967)) then imply

$$\nabla v \cdot \mathbf{n} = 0 \text{ on } \partial \Omega^* \setminus \{x_2 = 120\} \text{ and } \nabla v \cdot \mathbf{n} \leq 0 \text{ on } \partial \Omega^* \cap \{x_2 = 120\}.$$
Thus $V$ satisfies $V'(t) \leq -V/\nu$ and $V(t) \leq V(0)e^{-t/\tau}$. Taking $t^* = \nu \ln(100)$ we get $V(t^*) \leq V(0)/100$.

**Appendix B: Estimation of the nest detection probability**

The probability $p$ of detecting one nest unit in a given unit area (see Section 3.1) was estimated on the basis of an additional data set: during the winter of 2008–2009, every tree was observed and the average PPM nest density $U(i)$ was estimated in 100 previously observed cells $\omega_i$ (say for $i = i_k$, with $k = 1 \ldots 100$). This enables us to compute the likelihood of $p$ for each $p \in (0, 1)$:

$$
\mathcal{L}(p) = P(\text{Obs}(i_k)_{k=1\ldots100}|U(i_k)_{k=1\ldots100}, p) = \prod_{k=1}^{100} |\text{Obs}(i_k)dp(U(i_k)) + (1 - \text{Obs}(i_k))(1 - dp(U(i_k)))|
$$

where, as in (3.3), $dp(s) = 1 - (1 - p)^{p \cdot s}$ and $p = 4 \text{ km}^2$. A maximization of this likelihood function permits us to estimate $p \simeq 0.9$.

The formula (3.3) for the probability $d(s)$ of successful nest detection in a cell $\omega$ with average nest density $s$ directly follows from the definition of the parameter $p$. Given the area $\rho$ of $\omega$, the number of nest units in $\omega$ is equal to $s \times \rho$. Since we assume that each nest unit is independently not detected with probability $(1 - p)$, the probability of not detecting PPM nests in the cell $\omega$ is $(1 - p)^{\rho \cdot s}$. Finally, the probability of successful detection $d(s)$, given the average density $s$ is therefore equal to $1 - (1 - p)^{\rho \cdot s}$.

**Appendix C: Metropolis-Hastings algorithm**

A Metropolis-Hastings algorithm was used to construct a Markov chain whose stationary distribution is the posterior distribution $P(F, D|\text{Obs})$ of Section 4.2. This is an iterative rejection-sampling algorithm with steps that are detailed below:

Start at $k = 0$: initialize $F^0 = (F^0_j)_{j=1\ldots N_F + 1}$, $D^0$.

while $k \leq N_h$

- Draw $q$ indexes $\{j_1, \ldots, j_q\}$ with a uniform law in $[1, N_F + 1]$.
- Draw $q$ values $\hat{F}_{j_1}, \ldots, \hat{F}_{j_q}$ from a distribution $Q(\hat{F}_{j_i}|F^k_{j_i})$.
- Draw $\hat{D}$ from a distribution $Q_D(\hat{D}|D^k)$.
- Set $\hat{F}_j = F^k_j$ for $j \in [1, N_F + 1] \setminus \{j_1, \ldots, j_q\}$.
- Choose randomly with an uniform law $\zeta \in (0, 1)$.
- Compute $\delta = \frac{\mathcal{L}(\hat{F}, \hat{D}) \pi(\hat{F}, \hat{D}) Q_D(D^k|\hat{D}) \prod_{i=1}^{q} Q(\hat{F}_{j_i}|\hat{F}_{j_i})}{\mathcal{L}(F^k, D^k) \pi(F^k, D^k) Q_D(D^k|D^k) \prod_{i=1}^{q} Q(F_{j_i}|F^k_{j_i})}$.
- If $\zeta < \delta$, $F^{k+1} = \hat{F}$ and $D^{k+1} = \hat{D}$ else $F^{k+1} = F^k$ and $D^{k+1} = D^k$.
- $k \leftarrow k + 1$
endwhile

We use the following distribution for the proposals $\hat{F}$ and $\hat{D}$: for any parameter value $Y$ we assume that $Q(X|Y)$ (resp. $Q_D(X|Y)$) follows a gamma distribution with scale parameter $\lambda > 0$ (resp. $\lambda_D$) and shape parameter $Y/\lambda$ (resp. $Y/\lambda_D$):

$$Q(X|Y) \sim \Gamma(\lambda, Y/\lambda) \text{ and } Q_D(X|Y) \sim \Gamma(\lambda_D, Y/\lambda_D).$$

For our computations, we used $\lambda = 0.5$, $\lambda_D = 0.1$ and $N_h = 10^5$.

Appendix D: Computation $H$ and $H_\sigma$

Recall that in Section 4.2 the study site $\Omega$ was discretized into $N_F$ rectangular subcells of the same size, and $F(x)$ was assumed to be constant equal to a value $F_i$ on each cell $i$, for $i = 1 \ldots N_F$.

To each cell $i$ we associate a neighborhood $V_i$ (we use a 4-neighborhood system: $j \in V_i$ if and only if the cells $j$ and $i$ have a common side). For each couple of positions $i, j \in \{1, N_F\}$, we define $h_{ij}$ as the Kolomogorov-Smirnov distance between the distributions of $F_i$ and $F_j$. Then, the mean Kolomogorov-Smirnov distance between the distribution of $F$ in the cell $i$ and the distribution of $F$ in the neighboring cells is $\bar{h}_i = \frac{1}{\text{Card}(V_i)} \sum_{j \in V_i} h_{ij}$, where Card($V_i$) corresponds to the number of neighbors of the cell $i$. Averaging over all cells, we define:

$$H = \frac{1}{N_F} \sum_{i=1}^{N_F} \bar{h}_i. \quad (5.15)$$

Again, for any permutation $\sigma$ of $\{1, N_F\}$ we can define:

$$H_\sigma = \frac{1}{N_F} \sum_{i=1}^{N_F} \bar{h}_{\sigma i}. \quad (5.16)$$
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