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ABSTRACT

The relationship between banded orographic convection and atmospheric properties is investigated for a region in the south of France where the associated rainfall events are thought to represent a significant portion of the hydrologic input. The purpose is to develop a method capable of producing an extensive database of banded orographic convection rainfall events from atmospheric sounding data for this region where insufficient rain gauge data and little or no suitable radar or satellite data are available. Two statistical methods—discriminant factorial analysis (DFA) and neural networks (NNs)—are used to determine 16 so-called elaborated nonlinear variables that best identify rainfall events related to banded orographic convection from atmospheric soundings. The approach takes rainfall information into account indirectly because it “learns” from the results of a previous study that explored meteorological and available rainfall databases, even if incomplete. The new variables include wind shear, low-level moisture fluxes, and gradients of the potential temperature in the lower layers of the atmosphere, and they were used to create an extensive database of banded orographic convection events from the archive of atmospheric soundings. Results of numerical simulations using the nonhydrostatic mesoscale (Méso-NH) meteorological model validate this approach and offer interesting perspectives for the understanding of the physical processes associated with banded orographic convection. DFA proves to be useful to determine the most discriminant factors with a physical meaning. Neural networks provide better results, but they do not allow for physical interpretation. The best solution is therefore to use the two methods together.

1. Introduction

The Mediterranean Sea basin is considered to be one of the regions of the world that is most vulnerable to climate change. Many water-related environmental issues will be affected by possible changes in the year-to-year variability of precipitation and/or changes in small-scale rainfall properties. Before studying the effects of climate change, it is necessary to better understand the processes leading to rainfall variability, particularly in mountainous areas. Orography is a major factor in water resource distribution at global and regional scales (Banta 1990;

In a climatological study of precipitation in the Alps, Frei and Schär (1998) showed that climatic rainfall anomalies often occur in the French Mediterranean region in autumn, producing very heavy rainfalls. Moreover, Bois et al. (1997) mapped extreme rainfalls in the French Mediterranean region over different accumulation periods (hourly to daily). The extreme rainfalls were estimated for a 100-yr return period and were obtained by means of a long-term hourly rain gauge database. Results showed very different rainfall patterns at different locations. On the daily time scale, the accumulated rainfall depended significantly on relief, whereas no significant relationship was observed for the hourly time step. On the daily time scale, intermittency was lower in the mountainous area than on the hourly time scale. These results suggest that convection properties explain the variability of rainfall in space and time.

The present study focuses on rainfall events related to banded orographic convection, thought to represent a significant portion of the hydrologic input to the French Mediterranean region. Based on Anatol S-band radar observations (Pointin et al. 1988) collected in the mountainous area of the Cévennes region for the 1986–1988 field experiment, Miniscoux et al. (2001) demonstrated the prevailing location of shallow convection organized in bands over the Massif Central. The term “band” is used according to the definition in the American Meteorological Society’s Glossary of Meteorology [quoted by Fuhrer and Schär (2007)] and refers to rainfall patterns made up of a number of narrow and elongated areas (length-to-width ratio equal to at least 4), in which high accumulated rainfall areas alternate with dry areas. In the region studied here, the rainfall intensity is moderate, less than 10 mm h⁻¹, but accumulated rainfall amounts can be large because the rainbands can last a long time when associated with stationary flow. Moreover, synoptic-scale steadiness fixes the location of the rainbands and yields high cumulative precipitation. The bands are oriented parallel to the flow (Gysi 1998; Anquetin et al. 2003) and are associated with shallow convection. The vertical extension of the clouds does not exceed 6 km, as deduced from the vertical profiles of reflectivity estimated with an inverse method by Andrieu and Creutin (1995). Miniscoux et al. (2001) also pointed out the correlation between the structure of the observed rain pattern and the valley width. Many theoretical studies, essentially based on simulations, have been carried out to determine the spatial and temporal characteristics of such rainbands and to identify the causes (Kirshbaum and Durran 2004, 2005a). Numerical studies have also shown the role of small-scale topographic obstacles in triggering and anchoring the rainbands [Cosma et al. (2002) for the southeastern part of France; Colle (2004) and Kirshbaum and Durran (2005b) for Oregon].

From a climatological point of view, the distribution of rain accumulation over long periods is clearly linked to this type of banded orographic convection. In a recent paper, Godart et al. (2009) produced an initial database of these events based on the joint use of atmospheric and rainfall criteria to identify the events. Atmospheric criteria were applied to soundings from Nîmes, whereas rainfall criteria were applied to the hourly rainfall database. However, few events were identified because of the incomplete hourly rainfall database. It was therefore necessary to develop a different identification strategy to extend the database of banded orographic convection events. This is the aim of the present study that makes use of the results of Godart et al. (2009) and thus indirectly makes use of the information from available rain gauge data. Rainfall fields are considered as a random function conditioned by atmospheric flow characteristics. They are partially explained by information contained in soundings. Analysis of the initial database from Godart et al. (2009) made it possible to identify some of the main properties of soundings associated with banded orographic convection. The present study proposes to refine these properties using linear and nonlinear statistical concepts. Statistical descriptors of banded orographic convective rainfall are thus extracted from the soundings. The main objectives of this paper are 1) to determine the capability of statistical methods to identify rainfall events associated with banded orographic convection on the basis of atmospheric soundings and 2) to statistically select the atmospheric variables that best characterize the banded orographic convection events. The results will help improve our understanding of the atmospheric processes involved and to extend the initial database of banded orographic convection rainfall events produced by Godart et al. (2009). In addition, the results will be used to help design an observation system for the Hydrological Cycle in Mediterranean Experiment (HyMeX) field experiment (available online at www.hyhex.org) that will enhance our understanding of the processes associated with banded orographic convection.

To deal with the nonlinearity of the relationship between precipitation and atmospheric fields, linear and nonlinear statistical tools are considered using simple or nonlinearly elaborated variables. The linear statistic tool is discriminant factorial analysis (DFA), whereas the nonlinear statistic tool is a multilayer perceptron neural network (NN). Discriminant factorial analysis was used by Ghosh et al. (2004) for the classification of
thunderstorm and nonthunderstorm days in Calcutta and recently by Mercer et al. (2008) for the statistical modeling of downslope windstorms in Boulder, Colorado. Neural networks have been widely used (Lau and Widrow 1990; Elsner and Tsonis 1992; Masters 1993; Ripley 1996; Bishop 1995). Gardner and Dorling (1998), Marzban (2000, notes from Short Course on Artificial Intelligence Methods in Atmospheric and Oceanic Sciences: Neural Networks, Fuzzy Logic, and Genetic Algorithms, AMS Annual Meeting, Seattle, Washington, 10–11 January 2004, available online at http://www.nhn.ou.edu/~marzban), and Marzban and Witt (2001) have reviewed their applications in the atmospheric sciences. Manzato (2005) used a NN and DFA with soundings to provide inputs to forecast short-term thunderstorms. Comparison between the two methods suggests that a NN usually provides better results. Classification and pattern recognition are other fields of atmospheric sciences in which the application of neural networks has provided positive results. Examples include cloud classification by Bankert (1994), Peak and Tag (1994), and Pankiewicz (1995), Atlantic blocking detection (Verdecchia et al. 1996), and thunderstorm classification (Manzato 2005). These applications show that neural networks are a valuable approach for extracting patterns from noisy data. Advantages and disadvantages in comparison with other statistical techniques are discussed in Marzban and Stumpf (1996). Despite the widespread use of neural networks, few comparisons with standard linear techniques have been published. Gardner and Dorling (1999), McGinnis (1994), Navone and Ceccatto (1994), and Weichert and Bürger (1998) have shown that neural networks usually give better results. Thus, one of the objectives of the present study is also to propose a comparison between the performance of discriminant factorial analysis and neural networks as classifiers of banded convection events. It will be discussed why the two methods should be used jointly.

The datasets and methods are detailed in section 2. Section 3 deals with the search for the most discriminating variables and comparison of the methods. Section 4 presents studies concerning the sensitivity of discriminant analysis and neural networks to input variables and sampling. Section 5 indicates the relationship between banded orographic convection and atmospheric properties and presents the final classification of rainfall events. Section 6 presents the conclusions and perspectives.

2. Datasets and methods used

a. Region of interest and databases used

The Cévennes region (Fig. 1) is located southeast of the Massif Central mountains in France. The relief is a southeasterly facing slope delimited by the Mediterranean shore and the Rhône valley. The elevation varies from sea level up to 1500 m over roughly 30 km. This hilly mass is dissected by deep and narrow valleys (500 m deep, 10 km wide) oriented northwest–southeast (Fig. 1). According to elevation, three sectors can be identified: 1) a lower terrace (elevation below 200 m) called the “plain”; 2) a hilly sector (elevation between 200 and 500 m) called the “piedmont”; and 3) a mountainous sector (elevation above 500 m) called the “mountains” (Fig. 1).

Atmospheric properties come from the database of soundings from Nîmes (Fig. 1) at 0000 and 1200 UTC between 1976 and 2005 and were retrieved from the University of Wyoming Web site (available at http://weather.uwyo.edu/). These data were then used as inputs to the DFA and NN. Godart et al. (2009) proposed a methodology to identify banded orographic convection events using the sounding database and an hourly rain gauge dataset (see Fig. 1 for the locations of the rain gauges). The identification process was based on what were referred to as 1) dynamic criteria (from soundings) and 2) rainfall criteria. The dynamic criteria are 1) a southerly wind at the sounding station of Nîmes; 2) a mean wind speed between ground and 800 hPa that exceeds 7 m s$^{-1}$; 3) directional shear below 800 hPa corresponding to a rotation of the wind vector with elevation of less than 15° km$^{-1}$. The rainfall criteria are based only on hourly rainfall data and are as follows: 1) the mean rainfall intensity within the mountainous area must be higher than in the plains region and 2) the intermittency (percentage of zeros) must decrease with elevation. Among the 21 944 available soundings, only 880 satisfy the three dynamic criteria. Hourly rainfall data are only available for 350 of them. Using a daily rainfall archive, 59 of the remaining 530 (880 – 350) soundings can be identified as dry days and can thus be eliminated. No hourly rainfall information is available for the 471 remaining days. The aim of this study is to identify soundings corresponding to banded orographic convection among all 880 soundings without the use of the hourly rainfall database.

To implement the statistical classifications, a sample of known soundings is required. The results of Godart et al. (2009) show that, among the 350 soundings satisfying the dynamic criteria and for which hourly rainfall data were available, only 121 soundings, subsequently referred as group 1, satisfied the rainfall criteria for “banded orographic convection.” The remaining 229 soundings, subsequently referred as group 2, constitute the “other rainy events.”

The first step is therefore dedicated to the calibration of the statistical tools used to discriminate between these two known groups. Improved discriminant atmospheric
variables need then to be identified. Next, the statistical methods are used to classify the whole sounding archive. Only the soundings that fit the dynamic criteria [880, as pointed out in Godart et al. (2009)] will be classified.

b. Statistical approaches used

1) DFA

Discriminant factorial analysis is a classical method for 1) detecting variables that discriminate between \( k \) groups and 2) classifying cases into groups with accuracy better than a random classification. In the first case, the goal is to identify new variables that are more effective at separating the \( k \) groups. These new variables are linear combinations of the original variables and are called either “discriminant axes” or “discriminant functions.” They explain the largest differences between the group means. The principle consists in finding the \((k - 1)\) borders that best separate the gravity centers of each group by optimizing the grouping around the gravity center. This is done by maximizing the interclass inertia while minimizing the intraclass variability. Any unknown individual is assigned to the group where the Mahalanobis distance between the gravity center and the individual coordinates is minimized.

The correlation coefficient between the variables and the discriminant axis is the basis for the classification. The variables presenting the highest correlation coefficient (positive or negative) are interpreted as the most discriminant variables for the groups.

2) THE MULTILAYER PERCEPTRON NEURAL NETWORK

The multilayer perceptron, a kind of NN, has the same objectives as the DFA. The difference is in the use of nonlinear combinations of input variables to classify individuals into several groups. A multilayer perceptron is a very standard tool that is documented in any textbook on neuromimetic algorithms (Bennani 2006). The perceptron is a set of three layers of neurons—input, hidden, and output—as presented in Fig. 2. Values of the input neurons are values of the atmospheric variables. Values of the hidden neurons correspond then to the sum of weighted connections from the input neurons followed by a nonlinear yet derivable transformation of the inputs received with a transfer function \( f \) [Fig. 2; in this paper, the term “logistic function” (Manzato 2005) is used]. The same procedure is used to produce inputs for the output neurons, which perform a linear transformation of their inputs \( v_k \), and the result will be
considered as the final output for a given situation noted \( y_k \) in Fig. 2. The number of output neurons depends on the number of groups in the case of classification studies (in our case, two output neurons describe the two groups).

The backpropagation algorithm (Rumelhart et al. 1986a) is used to find the best weighted connections, which make it possible to fit the initial classification during the training phase (individuals whose groups are known are specified). In this study, the backpropagation algorithm is stopped after 2,000,000 iterations. The backpropagation correction step in the neural network appears to be very similar to the adjunct model, in the sense of data assimilation activities in atmospheric sciences.

The architecture (i.e., the number of neurons and the nonlinear function used) of the NN is highly problem dependent. Usually, optimality is defined as the smallest network that adequately captures the relationship in the training data (Stanley 1988; David Shepard Associates 1990; Caudill 1991; Fletcher and Goss 1993; Cheng and Titterington 1994; Ripley 1994; Wierenga and Kluytmans 1994; Venugopal and Baets 1994). Maier and Dandy (2000) and Manzato (2005) reviewed modeling issues and steps that should be followed in the development of the NN. In most studies and in particular the present one, the number of hidden layers is chosen to be one. A small number of neurons in the hidden layer limits the success of the training phase (Stanley 1988), whereas numerous neurons lead to overfitting (Fig. 3). Any additional neuron can improve data fitting but possibly without any statistical sense. With overfitting, the NN accurately reproduces the noise present in the data used for training, but it cannot be used for the validation phase (Fig. 3).

In this study, three architectures are tested using three different numbers of neurons in the hidden layer. This number ranges from the arithmetic to geometric means of the number of input and output neurons. Since the number of output neurons is fixed at two, for each set of inputs, the retained architecture will be the one that gives the best performances. The number of input neurons corresponds to the number of atmospheric variables used to discriminate between the two groups. The validation phase assesses the ability of the NN to be generalized to untrained data (Weigend et al. 1990; Masters 1993; Cheng and Titterington 1994; Rogers and Dowlar 1994; Amari et al. 1997). This ability will be affected by the variability of data within the training and validation samples (Flood and Kartam 1994; Minns and Hall 1996) and by the criterion used to stop the process. It is therefore required to run the NN on different combinations of training and validation samples.
c. Sampling of data

To train the DFA and the NN, two sampling approaches are considered and compared.

In the first sampling approach, 80% of the 121 group 1 soundings and 80% of the 229 group 2 soundings are randomly selected for training. Validation is then carried out on the remaining 20% of soundings in the two groups.

In the second sampling approach, the same number of soundings is considered in each group. Indeed in DFA, the sampling plays a major role in the determination of the mean of the different groups and the dispersion matrix. Generally, it is better to have the same number of data in each group (Cacoullos 1973). Moreover, Bennani (2006) explained that the NN training depends on the number of data in each group. Since 121 soundings belong to group 1, 121 soundings among the 229 of group 2 are randomly selected. These two groups of 121 soundings constitute the initial sample. Then, as was done previously, 80% of the soundings are used for the training phase and the remaining 20% for the validation phase.

Note that DFA and NN performances are strongly dependent on the sample. For this reason, 500 samplings are considered. Average performance and standard deviations are then used in the analysis.

3. Determination of the discriminant atmospheric variables and comparison of the two statistical methods

A preliminary analysis of the 350 soundings, based on a Student \( t \) test of the mean and standard deviation, showed (Godart 2009) significant differences between the two groups for a few variables at a given level chosen arbitrarily or integrated over different layers of the atmosphere. These included low-level moisture fluxes, wind speed and direction, relative humidity, precipitable water, and wind shear. This result is encouraging but does not demonstrate a correlation between variables. This first analysis suggests that there are differences between the two groups and confirms the possibility of finding discriminant variables built on a combination of these first variables.

This section presents the method used to select a few variables to discriminate banded orographic convection events with the two statistical methods (DFA and NN) using the first sampling approach. A comparison of these two methods is also proposed.

a. Presentation of the results

The evaluations of the training and validation phases are based on the hit rate score \( H \) (Eq. 1), the probability of detection \( \text{POD} \) (Eq. 2), and the specificity \( \text{SPE} \) (Eq. 3). The hit rate score gives the percentage of soundings that are assigned to their expected groups. The POD (SPE) defines the percentage of soundings belonging to group 1 (group 2) and assigned to group 1 (group 2) by the statistical method. Equations are given below and are computed using the contingency table (Table 1; Doswell III et al. 1990),

\[
H = \frac{a + d}{n} \times 100 \quad \text{with} \quad n = a + b + c + d, \tag{1}
\]

\[
\text{POD} = \frac{a}{(a + c)} \times 100, \quad \text{and} \tag{2}
\]

\[
\text{SPE} = \frac{d}{(b + d)} \times 100. \tag{3}
\]

Then, the results of the statistical tools are checked to see if they provide an improvement over the classification given by random assignment, which is completed using the Heidke skill score [originally Doolittle (1888)’s association ratio]. Since the DFA and NN are run on 500 different samplings for each test, only the mean values and their associated standard deviations are discussed.

b. Use of the DFA and the NN with basic thermodynamic variables as inputs

In this section, we consider the extent to which basic variables derived from soundings are sufficient to explain the deterministic part of the relationship between the soundings and the rainfall field. Geopotential height, temperature, relative humidity, and wind speed, subsequently referred to as \( \text{ZTUV}_p \), are all projected in the south–north direction every 50 hPa between 950 and 400 hPa. There are thus 48 input variables for the DFA and the NN.

The result for the DFA during the training phase is presented in Fig. 4 for one sampling (among the 500 samplings). Because two groups are considered, there is only one discriminating axis. The lines above the symbol are another representation of the results where a probability density function (PDF) for the location of soundings is assumed using a kernel-based density estimation. It is built by summing each elementary Gaussian function of each individual weighted by \( 1/N \). The standard deviation is common to all elementary Gaussian functions and tuned to make the PDF easy to read. This
is more a graphical representation than a real statistical model. The scores and their associated standard deviations are given in Table 2 for the training and validation phases. Note that the DFA performance falls during the validation phase, making this approach inadequate to classify the soundings in Group 1. The value of Heidke’s score indicates that the DFA method performs like a random classification.

The NN is used with 17 neurons in the hidden layer. The mean scores are given in Table 2. The hit rate scores are lower and the POD is higher during the validation phase than for the DFA. Overall, the NN gives better scores than the DFA. It is able to consider variables elaborated from the basic thermodynamic inputs, unlike the DFA. Rainfall processes are highly nonlinear, and the combination of the nonlinear transfer function and the hidden layer enables the NN to approximate the relationships between predictors and predictands more precisely than a linear method. Linear methods can be adapted to find nonlinear relationships by using nonlinear combinations of real variables (Kuligowski and Barros 1998). However, these adaptations require extensive trial-and-error selection on the part of the user, whereas the neural network requires much less subjective intervention to find these relationships.

Results obtained with the NN are encouraging in the search for variables explaining the deterministic part of the relationship between soundings and rainfall fields. However, interpretation remains very difficult. No conclusion is possible as far as the most discriminative variables are concerned, because we do not know how NN intrinsically elaborates its own nonlinear variables. The DFA results are also difficult to interpret in our case because of the large number of input variables. The projection of the individuals in the factorial space shows no significant correlation between the variables and the discriminative axis. A search on elaborated variables is thus necessary to make the results interpretable.

c. Search for the best discriminative elaborated variables

Because of the numerous possible combinations of input variables and the long computational time required to run the NN, the analysis is first completed with the DFA. This analysis relies on the assumption that the NN will give at least similar results since elaborated variables are used as inputs (Weichert and Bürger 1998). Once the most discriminative set of variables is found, the NN is used with these inputs and both results are compared. On the basis of previous studies dealing with banded orographic rainfall (Lin et al. 2001; Kirshbaum et al. 2007a,b; Godart et al. 2009), we first select some known discriminative thermodynamic variables.

Banded orographic convection is associated with large values of relative humidity (>80%) in the lowest layers.

Table 2. Mean scores (%) obtained during the training and validation phases with the DFA and the NN using the ZTUVp variables as inputs. The values in parentheses are the standard deviations.

<table>
<thead>
<tr>
<th></th>
<th>DFA</th>
<th>NN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hit rate</td>
<td>POD</td>
</tr>
<tr>
<td>Training</td>
<td>95.1 (0.9)</td>
<td>86.2 (2.6)</td>
</tr>
<tr>
<td>Validation</td>
<td>65.6 (2.4)</td>
<td>5.5 (4.7)</td>
</tr>
<tr>
<td>NN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>70.8 (18.6)</td>
<td>66.7 (36.3)</td>
</tr>
<tr>
<td>Validation</td>
<td>60.4 (12.9)</td>
<td>52 (34.8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
of the atmosphere (<5000 m). Its vertical profile presents a rapid decrease in the upper atmosphere. Several variables representing humidity may be derived from the soundings: precipitable water, potential precipitable water, (i.e., precipitable water multiplied by the relative humidity), moisture flux, and potential moisture flux (i.e., moisture flux multiplied by the relative humidity). The potential moisture flux has been found significant to explain rainfall (Bontron and Obled 2005) since it characterizes not only the quantity of water in atmospheric layers but the proximity to saturation as well. Each of these variables is averaged over the whole sounding profile or within different atmospheric layers. Table 3 summarizes the performance of the DFA using these different variables as inputs, during the training phase. The term “RH profile” refers to the relative humidity over 200-m intervals. The best result is achieved with the potential moisture flux in 0–1000- and 1000–3000-m layers where the hit rates reach 70%. A principal component analysis (PCA) carried out by Godart (2009) on the whole set of variables associated with the humidity shows that all variables are strongly correlated with the first axis and between themselves. The first axis of the PCA explains 66% of total variance. Consequently, it is reasonable to consider only two variables for the characterization of the moisture as far as soundings of the two groups are concerned.

The same study is performed for the wind field. The orographic rainfall has a clearer banded organization when the unidirectional wind shear is strong, which limits the extension of the convection (Kirshbaum and Durran 2004, 2005a; Yates 2006). On the other hand, the directional wind shear favors convection but inhibits the banded organization by suppressing the vertical coherence of bands (Kirshbaum and Durran 2004, 2005a; Yates 2006). A high wind speed (>10 m s$^{-1}$) is also important (Kirshbaum and Durran 2005a; Godart et al. 2009). The mean wind speed, the directional wind shear, and the unidirectional wind shear are considered either over the whole sounding or for different atmospheric layers. The best performance for the classification in two groups (Godart 2009) is achieved when the directional wind shear, mean wind speed, and unidirectional wind shear between 1500 and 3000 m are used together. The hit rate reaches 72.1%. A principal component analysis on these three variables highlights their decorrelation (Godart 2009). The three axes explain 43%, 30%, and 27% of the total variance. The three axes are thus necessary. The information cannot be reduced.

The stability of lower layers is an important factor for the banded organization (Kirshbaum and Durran 2004, 2005a). Instability confined in the first few kilometers explains the limited development of convection associated with banded orographic events. The gradient of the equivalent potential temperature and the wet Brunt–Väisälä frequency $N_{m}^{2}$ (Emanuel 1994) are used to characterize the state of stability–instability of the atmosphere. According to the different computed performance characteristics (not shown here), the discriminating variables retained are the five first gradients of equivalent potential temperature between layers of 1000-m depth. Other variables, such as the CAPE or Froude number, would have been used but they are redundant with previous variables (at least for the neural network).

In the end, 10 variables are selected: mean wind speed, directional wind shear, unidirectional wind shear between 1500 and 3000 m, potential moisture flux between 0 and 1000 m, potential moisture flux between 1000 and 3000 m, and gradient of equivalent potential temperature within the ranges of 0–1000, 1000–2000, 2000–3000, 3000–4000, and 4000–5000 m. The mean scores of the DFA and their associated standard deviations are given in Table 4 for the training and validation phases. The projection of the individuals in the factorial space presents a strong positive correlation coefficient between both the potential moisture flux within the range of 0–1000 m and the mean wind speed, and the discriminative axis. These two variables are thus stronger during banded orographic convection events than during “other rainy events.” The hit rate and POD mean scores are better during the validation phase than when the ZTUVp variables are used (Table 2). DFA is an effective method for the classification if inputs are physically based variables. The NN is used with five neurons in the hidden layer. Table 4 shows that the obtained hit rate and the SPE mean scores are better than when the ZTUVp variables are used (Table 2). As opposed to DFA results, the POD score drops. For the elaborated variables, the hit rate score with the NN is slightly lower than the hit rate score for DFA. The standard deviation indicates that the two methods now have the same accuracy.

To gain some performance, the input of the synoptic circulation was analyzed using the geopotential height (Z) given at 50-hPa intervals between 950 and 400 hPa. Compared to Table 4, scores for both statistical approaches (not shown here) were better during the training phase and similar during the validation phase. We then tried removing some levels starting at 400 and then with 450, 550 hPa, and so on to check the change in performance. Until 700 hPa, the performance did not change significantly. Figures 5 and 6 summarize all the performance characteristics for the different sets of input variables, during the training (Fig. 5) and validation (Fig. 6) phases. The best results are obtained when the 16 variables are used as inputs to the two statistical approaches (Fig. 5).
Similar results are found for validation of the two methods (Fig. 6). Therefore, the signature of the synoptic circulation is significant in the classification. In Fig. 7, Heidke’s skill score is used to compare the different classifications to a random classification. Except for the ZTUVp classification, classifications based on elaborated variables give at least a 20% more accurate assignment to expected groups than a random classification. This is confirmed by the $\chi^2$ test.

### d. Discussion

In this section, it is shown that the nonlinear method is found to give significantly better results when it uses the ZTUVp inputs, which indicates its capability to intrinsically elaborate nonlinear variables. However, when elaborated variables are used in the two statistical approaches, no significant difference is observed. Physical reasons explain the misperformance of the two approaches and lead to the obtained discrepancy between the new classifications and the classification used as reference. To produce the reference classification in Godart et al. (2009), the hourly rainfalls are used for 24 hours around the sounding time. However, what is the temporal representativeness of soundings? Banded orographic convection events may be triggered under particular large-scale atmospheric conditions and small-scale atmospheric disturbances associated with the relief scale. Moreover, other environmental factors not represented in a sounding play a major role, such as the initial wetness of the ground, synoptic state, and the type and number of aerosols (Leroy 2007). These limits probably explain the results.

**Table 3. Mean scores (%) obtained during the training phase with the DFA, using different input variables. The best results are indicated in boldface.**

<table>
<thead>
<tr>
<th>Variables (layers in meters)</th>
<th>Hit rate</th>
<th>POD</th>
<th>SPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH profile</td>
<td>71.7</td>
<td>47.4</td>
<td>96.1</td>
</tr>
<tr>
<td>Precipitable water</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1000</td>
<td>59.7</td>
<td>58.8</td>
<td>60.7</td>
</tr>
<tr>
<td>1000–2000</td>
<td>49.3</td>
<td>41.2</td>
<td>57.3</td>
</tr>
<tr>
<td>2000–3000</td>
<td>49.1</td>
<td>1.0</td>
<td>97.2</td>
</tr>
<tr>
<td>1000–3000</td>
<td>54.1</td>
<td>33.0</td>
<td>75.3</td>
</tr>
<tr>
<td>0–1500</td>
<td>58.8</td>
<td>54.6</td>
<td>62.9</td>
</tr>
<tr>
<td>1500–3000</td>
<td>52.8</td>
<td>43.3</td>
<td>62.4</td>
</tr>
<tr>
<td>0–3000</td>
<td>57.9</td>
<td>55.7</td>
<td>60.1</td>
</tr>
<tr>
<td>0–6000</td>
<td>56.8</td>
<td>54.6</td>
<td>59.0</td>
</tr>
<tr>
<td>0–1500 and 1500–3000</td>
<td>59.5</td>
<td>50.5</td>
<td>68.5</td>
</tr>
<tr>
<td>0–1000 and 1000–3000</td>
<td>65.7</td>
<td>76.3</td>
<td>55.1</td>
</tr>
<tr>
<td>0–1000 and 1000–2000</td>
<td>63.4</td>
<td>63.9</td>
<td>62.9</td>
</tr>
<tr>
<td>0–3000 and 3000–6000</td>
<td>59.1</td>
<td>53.6</td>
<td>64.6</td>
</tr>
<tr>
<td>0–1000, 1000–2000, 2000–3000</td>
<td>61.4</td>
<td>47.4</td>
<td>75.3</td>
</tr>
<tr>
<td>Mean</td>
<td>57.5</td>
<td>48.8</td>
<td>66.2</td>
</tr>
<tr>
<td>Potential precipitable water</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1000</td>
<td>64.1</td>
<td>67.0</td>
<td>61.2</td>
</tr>
<tr>
<td>1000–2000</td>
<td>52.6</td>
<td>49.5</td>
<td>55.6</td>
</tr>
<tr>
<td>2000–3000</td>
<td>49.1</td>
<td>13.4</td>
<td>84.8</td>
</tr>
<tr>
<td>1000–3000</td>
<td>51.8</td>
<td>46.4</td>
<td>57.3</td>
</tr>
<tr>
<td>0–1500</td>
<td>60.0</td>
<td>58.8</td>
<td>61.2</td>
</tr>
<tr>
<td>1500–3000</td>
<td>52.4</td>
<td>52.6</td>
<td>52.2</td>
</tr>
<tr>
<td>0–3000</td>
<td>61.0</td>
<td>61.9</td>
<td>60.1</td>
</tr>
<tr>
<td>0–6000</td>
<td>58.8</td>
<td>59.8</td>
<td>57.9</td>
</tr>
<tr>
<td>0–1500 and 1500–3000</td>
<td>61.2</td>
<td>57.7</td>
<td>64.6</td>
</tr>
<tr>
<td>0–1000 and 1000–3000</td>
<td>57.8</td>
<td>56.7</td>
<td>59.0</td>
</tr>
<tr>
<td>0–1000 and 1000–2000</td>
<td>63.0</td>
<td>67.0</td>
<td>59.0</td>
</tr>
<tr>
<td>0–3000 and 3000–6000</td>
<td>60.6</td>
<td>58.8</td>
<td>62.4</td>
</tr>
<tr>
<td>0–1000, 1000–2000, 2000–3000</td>
<td>62.5</td>
<td>59.8</td>
<td>65.2</td>
</tr>
<tr>
<td>Mean</td>
<td>58.1</td>
<td>54.6</td>
<td>61.6</td>
</tr>
<tr>
<td>Moisture flux</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1000</td>
<td>68.8</td>
<td>62.9</td>
<td>74.7</td>
</tr>
<tr>
<td>1000–2000</td>
<td>59.3</td>
<td>55.7</td>
<td>62.9</td>
</tr>
<tr>
<td>2000–3000</td>
<td>63.6</td>
<td>59.8</td>
<td>67.4</td>
</tr>
<tr>
<td>1000–3000</td>
<td>61.8</td>
<td>56.7</td>
<td>66.9</td>
</tr>
<tr>
<td>0–1500</td>
<td>67.1</td>
<td>63.9</td>
<td>70.2</td>
</tr>
<tr>
<td>1500–3000</td>
<td>63.7</td>
<td>63.9</td>
<td>63.5</td>
</tr>
<tr>
<td>0–3000</td>
<td>66.6</td>
<td>62.9</td>
<td>70.2</td>
</tr>
<tr>
<td>0–6000</td>
<td>64.4</td>
<td>59.8</td>
<td>69.1</td>
</tr>
<tr>
<td>0–1500 and 1500–3000</td>
<td>68.2</td>
<td>71.1</td>
<td>65.2</td>
</tr>
<tr>
<td>0–1000 and 1000–3000</td>
<td>67.5</td>
<td>72.2</td>
<td>62.9</td>
</tr>
<tr>
<td>0–1000 and 1000–2000</td>
<td>69.4</td>
<td>74.2</td>
<td>64.6</td>
</tr>
<tr>
<td>0–3000 and 3000–6000</td>
<td>68.5</td>
<td>73.3</td>
<td>63.8</td>
</tr>
<tr>
<td>0–1000, 1000–2000, 2000–3000</td>
<td>69.7</td>
<td>74.2</td>
<td>65.2</td>
</tr>
<tr>
<td>Mean</td>
<td>66.0</td>
<td>65.4</td>
<td>66.7</td>
</tr>
<tr>
<td>Potential moisture flux</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1000</td>
<td>68.5</td>
<td>62.9</td>
<td>74.2</td>
</tr>
<tr>
<td>1000–3000</td>
<td>58.0</td>
<td>52.6</td>
<td>63.5</td>
</tr>
<tr>
<td>2000–3000</td>
<td>58.1</td>
<td>51.5</td>
<td>64.6</td>
</tr>
<tr>
<td>0–1500</td>
<td>55.5</td>
<td>47.4</td>
<td>63.5</td>
</tr>
<tr>
<td>1500–3000</td>
<td>66.7</td>
<td>64.9</td>
<td>68.5</td>
</tr>
<tr>
<td>0–3000</td>
<td>59.0</td>
<td>55.7</td>
<td>62.4</td>
</tr>
<tr>
<td>0–6000</td>
<td>65.0</td>
<td>59.8</td>
<td>70.2</td>
</tr>
<tr>
<td>0–1500 and 1500–3000</td>
<td>62.8</td>
<td>58.8</td>
<td>66.9</td>
</tr>
<tr>
<td>0–1000 and 1000–3000</td>
<td>66.7</td>
<td>72.2</td>
<td>61.2</td>
</tr>
<tr>
<td><strong>0–1000 and 1000–3000</strong></td>
<td><strong>70.0</strong></td>
<td><strong>74.2</strong></td>
<td><strong>65.7</strong></td>
</tr>
</tbody>
</table>

**Table 3. (Continued)**

<table>
<thead>
<tr>
<th>Variables (layers in meters)</th>
<th>Hit rate</th>
<th>POD</th>
<th>SPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1000 and 1000–2000</td>
<td>68.1</td>
<td>72.2</td>
<td>64.0</td>
</tr>
<tr>
<td>0–3000 and 3000–6000</td>
<td>64.6</td>
<td>61.5</td>
<td>67.8</td>
</tr>
<tr>
<td>0–1000, 1000–2000, 2000–3000</td>
<td>67.9</td>
<td>76.3</td>
<td>59.6</td>
</tr>
<tr>
<td>Mean</td>
<td>63.9</td>
<td>62.3</td>
<td>65.5</td>
</tr>
</tbody>
</table>

**Table 4. Mean scores (%) obtained during the training and validation phases with the DFA and the NN using the 10 elaborated variables as inputs. The values in brackets are the standard deviations.**

<table>
<thead>
<tr>
<th></th>
<th>Hit rate</th>
<th>POD</th>
<th>SPE</th>
<th>Heidke’s score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DFA</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>78.6</td>
<td>69.5</td>
<td>83.4</td>
<td>83.4 (3.2)</td>
</tr>
<tr>
<td>Validation</td>
<td>68.9</td>
<td>51.4</td>
<td>78.1</td>
<td>78.1 (6.9)</td>
</tr>
<tr>
<td><strong>NN</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td>78.6</td>
<td>62.2</td>
<td>86.5</td>
<td>86.5 (4.5)</td>
</tr>
<tr>
<td>Validation</td>
<td>67.6</td>
<td>47.3</td>
<td>78.4</td>
<td>78.4 (7.8)</td>
</tr>
</tbody>
</table>
4. Sensitivity studies

Since the final goal of this study is to classify the whole sounding archive, sensitivity to the number of data in the sample and to the number of input variables was studied to test the robustness of the previous conclusions.

a. Sensitivity to the number of soundings in each group

In this section, the second type of sampling is tested. The sample is thus composed of 121 soundings in each group, with 80% used for training, and the remaining 20% for validation. In line with the conclusions of the previous section, the 16 variables are used as inputs to the statistical tools. The results of the DFA and NN after 500 samplings are summarized in Fig. 8. Whatever the type of sampling, the hit rate score for the training phase remains similar for the DFA, whereas the second sampling type improves the results of the NN. However, for the validation phase, the hit scores are slightly lower for both statistical methods when the second sampling type is used. This confirms the sensitivity of the statistical approaches to the range of the input data (Flood and Kartam 1994; Minns and Hall 1996). However, in both the training and validation phases, the POD score is found to be better for the second sampling type. The difference between the POD and SPE scores is smaller; therefore, the two groups are equally retrieved by the methods. This was not the case in the previous section since the number of individuals was larger in group 2 than in group 1.
Therefore, the probability of detection of group 2 was much larger. An equal number of individuals in each group is therefore required to provide a classification for which the probability to retrieve each group is the same.

b. Sensitivity to the number of input variables

Ghosh et al. (2004) suggested that for both the DFA and NN approaches, the accuracy of the results could be improved by reducing the number of the input variables. The dimensionality may be reduced either by reducing the number of input variables or by combining these variables by means of PCA. In this section, we will check to see if the 16 elaborated variables are all pertinent and whether or not the number of variables can be reduced with PCA. The first type of sampling (80% of 121 soundings for group 1 and 80% of 229 soundings for group 2) is used.

A pertinent variable is defined as a variable that leads to a deterioration of model performance when eliminated during the training phase. A number of tests were carried out with the elimination of one of the 16 variables. For both methods, the hit rate score was always lower than when the 16 variables were used. The gradient of equivalent potential temperature, low-level moisture flux, and geopotential height between 850 and 700 hPa were found to be the variables leading to the largest loss of performance.

Next, PCA was used to reduce the number of input variables. Only factors explaining at least 80% of the total variance were retained. Figure 9 summarizes the performance of DFA during the training and validation phases for the variables and their corresponding factors with the PCA. Globally, whatever the set of input variables,
performance drops when PCA is used. This was also true for the NN except when the ZTUVp variables were used as input.

In conclusion, the number of input variables cannot be reduced when using elaborated variables since they are all discriminant for our classification problem.

c. Sensitivity to suspicious soundings

For the 500 samplings, a given sounding $S$ may be sampled $n$ times in the training sample and $(500 - n)$ times in the validation sample. A suspicious sounding is defined as a sounding that is not well classified in the validation phase for both methods. It means that for more than $(500 - n)/2$ times, it appears in the wrong group whatever the statistical method. This section presents the effect of the iterative elimination of these suspicious soundings on performance. The data are composed of the 16 elaborated variables, and the two groups have the same number of individuals (i.e., 5 sampling type with 121 soundings in both groups 1 and 2).

The procedure starts from the previous results (Fig. 9), without any samples eliminated. At this stage, 48 suspicious soundings (20 in group 1 and 28 in group 2) were detected among the 242. At the first iteration, these 48 soundings were removed from the sample. The results of the validation phase, for both statistical approaches, were improved by more than 10%, but 16 new suspicious soundings were detected. This procedure was repeated

![Fig. 7. Heidke’s skill score for the DFA (black line) and the NN (gray line) for the different input variables used.](image)

![Fig. 8. Comparison of the mean performance of the two sampling approaches for the (top) training phase and (bottom) validation phase. The 16 elaborated variables are used as inputs to the statistical method: (left) DFA and (right) NN.](image)
3 times. At the third iteration, no more suspicious soundings were detected and performance improved by more than 20% for the DFA and more than 30% for the NN. In the end, 68 suspicious soundings were removed among the 242. This sample of 174 soundings constitutes the final calibrated input that is now used to train the two statistical methods used to classify the whole sounding archive.

In the end, the DFA and the NN agree for 141 soundings among the 174 soundings available.

5. Relationship between banded orographic convection and atmospheric properties

This section presents a preliminary interpretation of the DFA to highlight the main atmospheric factors associated with banded orographic convection. Next, the two statistical methods are used to classify the soundings. The obtained classification is then validated as proposed in Godart et al. (2009).

The sample of 174 soundings was used to calibrate the DFA and NN statistical methods. The hit rate score was 95.9% for the DFA, whereas it reach 100% (perfect calibration) for the NN. The representation of the DFA and the correlation coefficient of each variable on the axis is given in Fig. 10. This last representation gives an interpretation of the relationship between variables derived from soundings and banded orographic convection. Banded orographic convection events have the smallest coordinates on the axis (Fig. 10). The high potential moisture flux (PMF) in the lowest layers of the
atmosphere (0–1000 and 1000–3000 m), the high mean wind speed, the gradient of equivalent potential temperature between 4000 and 5000 m, and the unidirectional wind shear between 1500 and 3000 m are negatively correlated with this axis. This means that the higher these variables are, the lower the coordinates on the axis will be. Consequently, the higher these variables are, the higher the probability of a banded convective orographic event (since they have the lowest coordinates on the axis). On the other hand, the directional wind shear and the gradient of equivalent potential temperature between 1000–2000 m and 2000–3000 m are positively correlated with the axis. The higher these variables are, the higher the coordinates on the axis will be and the higher the probability of an “other rainy event” (characterized by the higher coordinates in the axis).

It is more difficult to interpret results obtained with the NN.

The final step is the classification of the complete sounding archive that satisfies the dynamic criteria. Among the 880 soundings, 350 fit the rainfall criteria (Godart et al. 2009) and 59 soundings are affected to dry days according to the daily rainfall database. This leaves 466 soundings for which no rainfall information is available. The DFA and the NN methods are calibrated with the final sample of 174 soundings. Then, the statistical methods are applied to the remaining soundings, that is to say 642 soundings \([466 + (350 – 174)]\). According to the DFA, 207 soundings (32.2%) correspond to banded orographic events, whereas the NN classifies 187 soundings (29.1%) as banded orographic events. The two methods agree on 514 soundings (80%). The DFA and the NN agree on banded orographic events for 133 soundings.

As was done by Godart et al. (2009), 26 numerical simulations performed with the nonhydrostatic meteorological (Méso-NH) model (Lafore et al. 1998) were used to check the classification. For clarity, only three results are illustrated, but the conclusions were the same for all the simulations. The MASDEV4.7.3 Méso-NH version was used with a grid-nesting configuration in its two-way formulation (Stein et al. 2000). The larger domain had a 4-km resolution, whereas the inner domain has a 1-km resolution. The model was forced with the different soundings as input. Lateral boundaries were opened and the top boundary was a rigid horizontal lid with an absorbing layer to avoid reflection of gravity waves. The parameterizations used in the simulations are presented in Table 5. Only results in the inner domain are presented in Fig. 11. Each simulation was performed over 24 hours and the generic sounding (Godart et al. 2009) was used as a reference because it was demonstrated to be characteristic of banded orographic convection. The 24-h accumulated simulated rainfalls are presented for 21 November 1989 (Fig. 11b),
classified by DFA and NN as a banded orographic convective event, and 13 October 1983 (Fig. 11c), classified as an “other rainy event” by both statistical methods. Results of the simulations confirm the obtained classification. The 21 November 1989 rainfall pattern (Fig. 11b) exhibits locations with more accumulation alternating with drier locations, which is characteristic of the banded organization. These prevailing locations are confirmed when studying instantaneous rainfall (not shown here). The 13 October 1983 rainfall pattern is not banded, rainfall intensities are weaker, and only localized over major mountains (Fig. 11c).

6. Conclusions and perspectives

Studies on banded orographic events are necessary to improve our knowledge of how they occur and to quantify their contribution to the total hydrological input in mountainous areas. Nevertheless, these studies remain difficult since continuous observations are rare. For example, in the Cévennes–Vivarais region, in the southeastern part of France, operational weather radar networks are not designed to observe low-level convection within complex terrain, and the density of rain gauges is insufficient to address this issue.

In this paper, two statistical methods are used to build an extensive database of banded orographic convective rainfall events in this part of France. In a previous study, some of these events were identified by the combined use of meteorological and rainfall criteria. However, the lack of hourly rainfall data corresponding to all the meteorological data in the archive led to an incomplete database that is impossible to use for a climatic study. This work therefore attempted to define atmospheric factors derived from soundings that can be used as inputs to identify these events without the use of the rainfall archive.

The problem of the nonlinearity in the relationship between the atmospheric factors and rainfall fields was solved in two steps. Using basic variables derived from the soundings as input to the statistical tools, the first step consisted of evaluating the effectiveness of the neural network (NN), a nonlinear statistical model, to capture the nonlinearity in comparison to the discriminant factor analysis (DFA). The next step consisted of elaborating on nonlinear variables based on a priori knowledge. These variables were then used as input to the DFA and the NN. The advantages of each method were evaluated to provide the best classification of the banded orographic convective events.

Since the final goal of this study was to classify all the soundings between 1976 and 2005, the work was organized into four steps: 1) analysis of the effectiveness of the NN to render the nonlinearity between the atmospheric environment and the rainfall; 2) combination of basic variables to form elaborated variables that best identify banded orographic convective rainfall events; 3) application of the statistical tools on a calibrated sample; and 4) classification of the entire set of soundings. The three first steps used a sample that had been previously evaluated and validated for this aim. It consisted of 350 soundings at Nîmes, divided into 121 soundings validated as banded orographic convection events and 229 soundings of “other rainy events.” When the basic thermodynamic variables were used as input, the neural network gave much better results than the DFA. However, when using elaborated variables, both methods gave similar results.

On the basis of several DFA performance analyses, 16 elaborated nonlinear variables were found to best discriminate the banded orographic convection events. These 16 variables were established using a priori knowledge of the processes associated with this rainfall pattern organization. They include wind shear, moisture fluxes, and gradients of the equivalent potential temperature in the lower layers of the atmosphere. The synoptic circulation expressed by the geopotential heights is also required to identify these events. Using these 16 elaborated variables as input, the two statistical models perform equally. The nonlinearity of the NN is therefore
no longer necessary since the necessary information for the classification is contained in these variables. At this stage, linear and nonlinear approaches give equivalent results. However, the NN outputs are much more difficult to interpret physically than the DFA outputs.

The sensitivity studies concerning the type of sampling revealed the need to carry out classification with an equal number of individuals in each group. The probability of retrieving each group is therefore the same.

Next, the final set of individuals used to calibrate the two statistical models was obtained from an iterative procedure that eliminated soundings that were classified in the wrong group by both statistical methods. Less than 30% of the soundings were removed from the initial sample. The results of the classification of this calibration set show the relationship between the different atmospheric variables and banded orographic convection. High mean wind speed, a strong potential moisture flux between 0 and 1000 and between 1000 and 3000 m, a stable layer between 4000 and 5000 m, and high unidirectional wind shear between 1500 and 3000 m are the most relevant variables associated with these events.

In the end, 3 simulations, among 26 (Godart 2009), using three different soundings as input to the Méso-NH atmospheric model were used to illustrate the results of the final classification of the entire set of soundings. The simulated rain fields validate the classification. These simulated results are currently part of an article in preparation that is aimed mainly at understanding the atmospheric processes involved. These simulations have been

---

**FIG. 11.** (top) The 24-h accumulated simulated rain (mm) for the (a) generic sounding (Godart et al. 2009), (b) 21 Nov 1989 sounding, and (c) 13 Oct 1983 sounding. Solid lines indicate the relief contours (dark gray line for 500-m contour, black line for 1300-m contour). The main river network (light gray) and major locations (crosses) are also represented. (middle) Skew plots for the corresponding sounding (solid line: temperature, dashed line: dewpoint temperature). (bottom) Wind profile (solid line: wind direction, dashed line: wind speed).
extended by academic sensitivity studies highlighting the contributing role of the different processes (mean wind speed, moisture flux, stability, etc.) on the rainfall pattern.

Moreover, it is planned to implement an extensive observation system within the Hydrological Cycle in Mediterranean Experiment (HyMeX; available online at http://www.cnrm.meteo.fr/hymex/; see Anquetin et al. 2008) to gather detailed observations that will be used to validate our results. The observation system will include an X-band radar network, which is mainly located in the mountains, radar pointers, and low-level soundings in the valleys to observe the lowest layer of the atmosphere. Moreover, a high-density network of disdrometers will be deployed to sample rainfall variability below the bands. This unique dataset will help improve our understanding of the processes associated with shallow convection and the transition between shallow and deep convection. This observation system will be first implemented in the southeast of France, then moved to Crete, where such conditions are often observed. In terms of climatological perspectives, the final classification may be used to evaluate the contribution of such events to the total hydrologic input to the region (Godart 2009).
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