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The estimation of surface soil parameters (moisture and roughness) from Synthetic Aperture Radar (SAR) images requires the use of well-calibrated backscattering models. The objective of this paper is to extend the semi-empirical calibration of the backscattering Integral Equation Model (IEM) initially proposed by Baghdadi et al. (2004 and 2006) for HH and VV polarizations to HV polarization. The approach consisted in replacing the measured correlation length by a fitting/calibration parameter so that model simulations would closely agree with radar measurements. This calibration in C-band covers radar configurations with incidence angles between 24° and 45.8°. Good agreement was found between the backscattering coefficient provided by the SAR and that simulated by the calibrated version of the IEM.

Index Terms—Integral Equation Model (IEM), calibration, SAR images

I. INTRODUCTION

Estimation of soil surface characteristics (SSC) from SAR images is generally performed using either empirical or physical approaches. The empirical approach is based on experimental data, in order to establish relationships linking the radar backscattering coefficient to SSC and to SAR sensor parameters (radar wavelength, incidence angle, polarization). For bare soils, the radar backscattering coefficient \( \sigma^0 \) follows an exponential relationship with the soil surface roughness, and increases linearly or exponentially with the volumetric soil moisture for values between approximately 5 and 40 cm\(^3\)/cm\(^3\) (e.g. [1], [2], [3], [4]). These relationships are often inapplicable to study sites other than those on which they were established, which restrict their use. Moreover, the collection of a database that is representative of different physical conditions of soil surface is extremely difficult under various SAR sensor parameters.

Numerous semi-empirical models for estimating both soil moisture and surface roughness from radar backscattering coefficients have been reported in the literature. The most popular are those developed by Oh [5] and Dubois et al. [6]. Discrepancies with experimental measurements in agricultural areas were observed in several studies (e.g. [7] and [8]).

The physical approach uses a backscattering model capable of reproducing the radar signal from SAR parameters and soil surface characteristics (soil moisture, surface roughness, and soil composition for bare soils). The Integral Equation Model (IEM: [9]) is one of the physical models most widely used in inversion procedures of SAR images for retrieving soil moisture and/or roughness parameters ([3], [10]). However, conflicting results have been obtained. Some studies have shown good agreement between measured backscattering coefficients and those predicted by the models (e.g. [10] and [11]), while others have found large differences between simulations and measurements, rendering the inversion results inaccurate between them (e.g. [7], [8], [12], [13], [14]).

The description of surface roughness on bare soils in the IEM is currently based on three parameters [9]: the correlation function, the correlation length, and the standard deviation of heights \((s)\). A number of studies have shown that the backscattering coefficient varies considerably depending on the shape of the correlation function, and that the measurements of correlation length are inaccurate (highly dependent on length and number of roughness profiles), which introduces significant errors into the modelled radar signal ([15], [16], [17]).

Baghdadi et al. ([13] and [14]) proposed an empirical calibration of the IEM for HH and VV polarizations. It is based on a large experimental database composed of SAR images and ground measurements of soil moisture and surface roughness. In this calibration, the discrepancies observed between the IEM and the SAR data were related both to the shape of the correlation function and the accuracy of the correlation length measurements. The other physical input parameters used in the IEM as standard deviation of heights and soil moisture are assumed to be relatively accurate. The approach consisted of replacing the measured correlation length, for each SAR configuration (radar wavelength, incidence angle, and polarization), by a fitting/calibration parameter \((Lopt)\), so that the IEM model reproduce better the radar backscattering coefficient. It replaces the inaccurate correlation length and calibrates empirically the model. Calibration results showed good agreement between the backscattering coefficients given by the SAR sensors and those estimated from the calibrated IEM for data in C-band, HH and VV polarizations, and incidence angles between 20°
and 48°. The calibration parameter is found dependent on \textit{rms} surface height, radar wavelength, polarization, and incidence angle.

In this study, we intend to extend the calibration of the IEM model to SAR data in cross-polarization.

II. DATABASE

A. Study areas

Simultaneously with several SAR acquisition campaigns over four study sites in France and Italy (Table 1), field measurements of soil moisture and surface roughness have been achieved.

B. Satellite data

C-band SAR images were obtained using ASAR and SIR-C sensors. The radar data are available in HV polarization with incidences between 24° and 45.8°. Images were first calibrated to enable the derivation of backscattering coefficients (σ°). The average backscattering coefficient was then calculated for each reference field. The standard deviation of ASAR backscattering coefficient on the field scale is around 1dB.

C. Field data

Soil moisture and surface roughness measurements were carried out on several bare soil reference fields. The volumetric water content at field scale was assumed to be equal to the mean value estimated from several samples collected from the top 5 cm of soil using the gravimetric method and a TDR (Time Domain Reflectometry) probe. The soil moistures range from 5 to 47 cm$^3$/cm$^3$ with a standard deviation of about 5 cm$^3$/cm$^3$.

One and three meter long roughness profiles have been recorded parallel and perpendicular to the row direction. Ten roughness profiles were sampled for each training field. From these measurements, the two roughness parameters, root mean square surface height (s) and correlation length (L), were calculated using the mean of all correlation functions. The \textit{rms} surface heights range from 0.6 cm to 3.7 cm.

III. IEM BACKSCATTERING MODEL

The Integral Equation Model [9] has a validity domain that covers the range of roughness values that are commonly encountered for agricultural surfaces (k.s ≤ 3, where k is the wave number $\approx$ 1.11 cm$^{-1}$ for a frequency in C-band of 5.3 GHz). Over bare soils in agricultural areas, the backscattering coefficient of the surface contribution is expressed for cross polarization as:

$$\sigma_0 = \frac{k^4}{16\pi} e^{2\pi i/\cos^2 \theta} \sum_{m=1}^{\infty} \frac{\left(2\pi^2 \cos \theta \right)^{m}}{n! m!}$$

$$\left[ \int \int \int \rho_w(u, v) F_2(u, v) F_2(-u, -v) \right] W^{(k)}(u-k \sin \theta, v) W^{(l)}(u+k \sin \theta, v) du dv$$

Where:

$$F_2(u, v) = \frac{e^{2\pi i/\cos^2 \theta}}{\sqrt{k^2 - u^2 - v^2}}$$

$$R = \frac{R_h - R_v}{2}$$

$$R_h = \mu \cos \theta - \mu \cos \theta - \sin \theta : \text{Fresnel coefficient at horizontal polarization}$$

$$R_v = \mu \cos \theta + \mu \cos \theta + \sin \theta : \text{Fresnel coefficient at vertical polarization}$$

$$\rho_w(u, v)$$ : dielectric constant obtained using the empirical model of Hallikainen et al. [18].

$$\mu$$ : relative permeability

$$\theta$$ : incidence angle

Re: real part of the complex number

$$f_v$$ : conjugate of the complex number $$f_v$$

$$W^{(n)}$$ is the Fourier transform of the $n$th power of the surface correlation coefficient:

$$W^{(n)}(a, b) = \frac{1}{2\pi} \int \rho_w(x, y) e^{-i(a(x+y))} dx dy$$

$$\rho_w(x, y)$$ : surface correlation function. Its distribution is exponential for low surface roughness values and Gaussian for high surface roughness values:

$$\rho(x, y) = e^{-\frac{x^2+y^2}{2\sigma}} : \text{exponential}$$

$$\rho(x, y) = e^{-\frac{x^2+y^2}{2\sigma}} : \text{Gaussian}$$

Values of $\sigma^2$ simulated by IEM using the correlation length measurements, and $\sigma^2$ calculated from SAR images were compared (Fig. 1). The mean and the standard deviation of the difference between $\sigma^2$-IEM and $\sigma^2$-SAR were calculated using 193 data (Villamblain and Touch databases). The IEM in HV polarization overestimates the $\sigma^2$-SAR of about 18.6 dB with the exponential function and underestimates it of -19.4 dB with the Gaussian function regardless of the incidence angle used. With both the exponential and the Gaussian correlation functions, the standard deviation of the error is very high (11.5 and 21.4 dB, respectively).

These results led to the conclusion that the IEM simulations do not correctly fit SAR measurements, regardless of the correlation function used. The poor correlation noted between IEM and SAR has nothing to do with the IEM’s validity domain. The mismatch noted between IEM simulations and SAR data is related to the uncertainty of the correlation length measurements and to the model itself [14]. Indeed, according to Oh and Kay [16], correlation length measurements are
unreliable when conventional profilometers of 1 or 2 m long are used (error over 50%).

In the following paragraph, we propose a semi-empirical calibration of the IEM by redefining the measured correlation length so as to ensure better agreement between the model and the data.

**IV. EMPIRICAL CALIBRATION OF THE IEM**

The objective is to propose a robust calibration of the IEM model that would allow reproducing correctly the SAR signal. The approach consists of replacing the measured correlation length, which is not only the least accurate of model input parameters but also the most difficult to measure, by a calibration parameter \( L_{opt} \). For each element of the experimental database, \( L_{opt} \) ensures a good fit between IEM simulation and SAR data. Large database consisting of C-band SAR images (ASAR) and ground measurements soil moisture and surface roughness was used. Figure 2 shows the behaviour of the IEM as a function of correlation length (C-HV). It shows that \( L_{opt} \) has two possible solutions, \( L_{opt1} \) and \( L_{opt2} \), which ensure good agreement between the IEM and the SAR backscattering coefficient. The difference between \( L_{opt1} \) and \( L_{opt2} \) is smaller with Gaussian function than with exponential one. \( L_{opt1} \) for Gaussian and exponential functions remain similar for low and medium \( rms \) surface heights, and become larger with exponential function for high \( rms \) height. However, \( L_{opt2} \) obtained with exponential function are very different from those with Gaussian function for different \( rms \) height values. Only Villamblain and Touch databases were used in this calibration phase.

Figures 3 and 4 show that the calibration parameters \( L_{opt1} \) and \( L_{opt2} \) depend for each correlation function on \( rms \) surface height and incidence angle. They show that the calibration parameter \( L_{opt1} \) decreases slightly with \( s \) for the exponential correlation function; whereas for the Gaussian function it decreases slightly for \( s < 1 \text{ cm} \) and then increases slightly with the \( s \). Moreover, \( L_{opt2} \) increases with \( s \) for both correlation functions. Results also showed a slight dependence between \( L_{opt} \) and incidence angle.

The two apparently independent parameters \( rms \) height and correlation length are in fact related. Davidson et al. [19] observed over agricultural surfaces a linear relation between \( rms \) height and \( L \) for a wide range of roughness conditions.

**V. PARAMETERIZATION OF THE CALIBRATION PARAMETER**

When \( L_{opt1} \) (the lowest value) was used in the IEM model, it proved difficult for some radar configurations to ensure the correct physical behaviour between \( \sigma^2 \) and the \( s \) for both exponential and Gaussian correlation functions, especially those with low incidence angles. \( \sigma^2 \)-IEM decreases from \( s = 1 \text{ cm} \) instead of continuing to increase. Only \( L_{opt2} \) (the highest value) with Gaussian correlation function ensures a correct physical behaviour of \( \sigma^2 \) as a function of \( s \) (increasing \( \sigma^2 \) with increasing \( s \), for a given moisture value). In the fitting process, we added the few points with \( ks < 3 \) with the objective to analyze the behaviour of fitting parameter for surface roughness slightly at outside of the IEM validity domain (\( s \)-values between 3 and 3.6 cm). Results show that the fitting parameter follows the same relationship for \( s \) between 0.6 cm and 3 cm and between 0.6 cm and 3.6 cm.

For Gaussian correlation function, \( L_{opt2} \) follows a linear relationship (C-HV):

\[
L_{opt2}(s, \theta) = \alpha + \beta s
\]

\( \beta \) is dependent of incidence angle. \( L_{opt2} \) and \( s \) are in cm. Next, we calculated the expression of \( L_{opt2} \) as a function of \( rms \) surface height and incidence angle (\( \theta \)):

\[
L_{opt2}(s, \theta) = 0.9157 + 1.2289 (\sin 0.1543\theta)^{0.3159} s
\]

The coefficient of determination \( R^2 \) is 0.96. Results provided by the IEM after calibration, using \( L_{opt2} \) given by the equation (2), show a small difference between calibrated IEM simulations and SAR data. Bias and standard deviation of the error have decreased from -19.4 dB to +0.3 dB, and from 21.4 dB to 2.3 dB, respectively. Moreover, the parameterization of the calibration parameter thus enables a
correct simulation of the backscattering signal. A correct physical behaviour between the backscattering coefficient and the \( \text{rms} \) surface height was observed for different incidence angles and soil moisture (Fig. 5). The expression of \( L_{\text{opt2}} \) (eq. (2)) was validated for incidences between 22° and 50°. The use of Gaussian correlation function and the expression of \( L_{\text{opt2}} \) ensures correct physical behaviour of IEM to approximately \( s=4 \text{cm} \) (C-band; HV).

**VI. VALIDATION OF THE IEM CALIBRATION**

In order to validate the IEM calibration, Orgeval and Matera databases were used. Figure 6 illustrates the results provided by the IEM before and after calibration. In the calibrated version of the IEM, we used the \( L_{\text{opt2}} \) given in the expression (2). Results show that the proposed semi-empirical calibration of the IEM provides improved results. The bias and the standard deviation of the error have decreased from -47.5 dB to +0.15 dB (difference between IEM and SIR-C), and from 41.1 dB to 3.3 dB, respectively.
Fig. 6. Comparison between IEM using fitting parameter $Lopt2$ and SAR.

VII. CONCLUSIONS

The characteristics of soil surface, mainly the moisture content and roughness, play an important role in hydrological studies. Synthetic Aperture Radar is a vital tool for measuring and mapping soil parameters. The estimation of soil parameters requires the use of backscattering models that are capable of reproducing a radar signal similar to that measured by SAR sensors.

The Integral Equation Model (IEM) is one of the models most widely used in inversion procedures for retrieving soil moisture and/or roughness parameters. However, numerous studies have observed a discrepancy between IEM simulations and SAR data. This discrepancy was related to the uncertainty of the correlation length measurements and to the model itself. The semi-empirical calibration of the IEM proposed in this study ensures better agreement between IEM and the SAR data. It consisted of finding a calibration parameter which replaces the inaccurate correlation length measurements and corrects the defects of model. This calibration was carried out using C-band radar configurations with different incidence angles ($24^\circ$ to $45.8^\circ$) and HV polarization.

The results showed that the calibration parameter was found to be dependent on $rms$ surface height and radar incidence angle. Moreover, the simulations produced by the calibrated IEM fit correctly SAR measurements (bias and standard deviation of the error were reduced). With this calibration, bare agricultural soils can be characterized by two surface parameters ($rms$ height and soil moisture) instead of four ($rms$ height, correlation length, correlation function, and soil moisture). Concerning the validity of the used approach, the fitting parameter allows correcting estimation of the radar backscattering coefficient when the physical correlation length and $rms$ surface height are correlated. In the future, it would be interesting to test the performances of this calibrated IEM version in using additional SAR configurations with incidence angles between $20^\circ$ and $45^\circ$.

With the results of this study and that of Baghdadi et al. [14], a semi empirical calibration of the IEM is now available for HH, HV, and VV polarizations. They should ensure an operational use of the IEM in the C-band SAR data inversion process (ERS-1/2, RADARSAT-1/2, ASAR, etc.).
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