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Abstract
This paper presents a work-in-progress aiming at improving the functional analysis of SIGNAL programs. The usual adopted technique relies on abstractions. Typically, in order to check the presence or absence of variables in a program at some logical instants, the program is transformed into another program that reflects its clock information so that the presence or absence of each variable can be straightforwardly checked. SIGNAL adopts a boolean abstraction for the static functional analysis of programs. This abstraction does not enable to fully reason on the values of non-logical variables. Here, we propose a solution based on interval techniques in order to be able to deal with both logical and numerical parts of programs.

1 Motivations

Safety-critical systems (e.g. medical, automotive, avionics systems) are increasingly evolving in complexity and functionalities. Their design consequently requires reliable technologies allowing to unambiguously describe and analyze their behaviors so as to meet their stringent requirements. Over the last decade, the synchronous approach [4] has demonstrated its efficiency to cope with design problems inherent to such systems. In particular, verification issues are addressed using trustworthy formal techniques.

Model-checking [9] is part of these techniques. It associates a system with a finite discrete model (e.g. a finite state machine) against which properties are checked (e.g. reachability, liveness). Both model and properties can be
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specified with formalisms such as the synchronous languages. The Sigali tool [19] associated with the synchronous language Signal adopts this technique. While model-checking has been successfully used in several studies, it sometimes appears impractical. Typically, when a finite model does not exist for a system or when the properties of interest involve non-linear numerical terms. A verification technique that suits more in these cases is theorem proving [12]. It allows one to prove some properties from a set of “facts” (axioms of the system) and deduction rules according to the underlying logic. Examples of theorem provers are Coq [24] and Pvs [21]. The semantics of Signal has been formalized in Coq. A few studies based on this formalization addressed the correctness issues of a steam-boiler [15] and a protocol for loosely time-triggered architectures [16]. Although theorem proving is a powerful technique, a main drawback is that the associated tools often require interaction with users. The verification process therefore becomes slow, even error-prone. The last technique we mention is abstract interpretation [11], which is a theory of discrete approximation of the semantics of languages. The central idea is that the precision of the semantics depends on the considered level of observation. The coarser is the approximation, the less precise but computable version is yielded by this approximation. While all questions cannot be addressed, those answered through the effective computation of the approximate semantics are always correct. Abstract interpretation is mainly applied to static analysis.

In this study, we use abstract interpretation to statically address the functional properties of Signal programs. The analysis process currently relies on an abstraction on the boolean domain. While the values of boolean variables are fully taken into account, it is not the case for numerical variables. More generally, one can observe that while synchronous design environments provide several verification tools, only a few of them enable to address numerical properties. Here, we combine interval techniques with boolean calculus in order to address both logical and numerical properties of Signal programs. Intervals are very interesting abstract domains for several reasons. First, they enable approximations that can be easily manipulated. They are powerful enough to be considered in abstract interpretation [10] or in numerical analysis [1]. Second, interval techniques have been successfully experimented for an efficient manipulation of boolean formulas. The result is the definition of interval decision diagrams (IDDs) [23], which are considered in this paper.

In the next, Section 2 briefly introduces the abstract interpretation notions. Then, Section 3 presents the Signal language (semantics and analysis). Section 4 defines an approximation of Signal programs using IDDs in order to address numerical properties. Finally, Section 5 gives conclusions and perspectives.

2 Abstract interpretation

Introduced by Cousot [11], abstract interpretation is a general theory for discrete approximation of the semantics of systems based on monotonic functions
over ordered sets. The static analysis is stated as a formal correspondence between the concrete semantics of a program and its abstract semantics with respect to the property to be verified. Two basic transformations are distinguished: an abstraction function \( \alpha : C \to A \) and a concretization function \( \gamma : A \to C \), where \( C \) and \( A \) respectively denote the concrete and abstract domains. The function \( \alpha \) associates each concrete element with an abstract element that reflects its properties whereas \( \gamma \) defines the sub-set of concrete elements that satisfy the property characterized by an abstract element.

To define a correct abstract interpretation, the tuple \((C, A, \alpha, \gamma)\) must satisfy the following properties:

- \( C \) is a complete partially ordered set, meaning that it admits an \( \inf \) \( \perp_C \) element and a partial order \( \preceq \) relation such that: \( \forall c \in C, \perp_C \preceq c \). \( A \) is a complete lattice, i.e. a partially ordered set with \( \inf \) \( \perp_A \) and \( \sup \) \( \top_A \) elements, and \( \meet \) \( \cap \) and \( \join \) \( \cup \) operators, which admits a partial order \( \sqsubseteq \) relation such that: \( \forall a \in A, \perp_A \sqsubseteq a, a \sqsubseteq \top_A \).

- The abstraction function \( \alpha \) is first extended to the domain \( \mathcal{P}(C) \) as follows: \( \alpha : \mathcal{P}(C) \to A \), where \( \forall C \subseteq C, \alpha(C) = \bigcup_{c \in C} \alpha(c) \). Then, the following correctness criteria must be verified:
  \[
  \begin{align*}
    \text{Id} \subseteq \gamma \circ \alpha & \iff \forall c \in C, c \in \gamma(\alpha(c)), \\
    \text{Id} = \alpha \circ \gamma & \iff \forall a \in A, a = \alpha(\gamma(a)).
  \end{align*}
  \]

Furthermore, if \( f \) is a function defined on \( C \) and \( g \) is an associated abstract version defined on \( A \), then \( g \) is a correct approximation of \( f \) if \( f \subseteq \gamma \circ g \circ \alpha \) or equivalently \( \forall c \in C, f(c) \in \gamma(g(\alpha(c))) \).

The above notions are used in Section 4.2 to define an approximation of Signal programs using intervals as abstract domain for numerical variables.

### 3 The SIGNAL language

**Signal** \([17]\) handles unbounded series of typed values, implicitly indexed by discrete time and called *signals*. At a given logical instant, a signal may be present or absent (denoted by \( \perp \)). There is a particular type of signal called *event*, which is always true when it is present. The set of instants where a signal \( x \) is present is referred to as its *clock*, noted as \( \hat{x} \) in the language. Signals that have the same clock are said to be *synchronous*. A *process* is a system of equations over signals. A program is a process. In the sequel, we first introduce the denotational semantics of Signal, which will serve in the definition of the abstract interpretation in Section 4.2. Then, we present the functional analysis of programs based on syntactic abstractions (Section 3.2).

#### 3.1 A denotational semantics

We present the basic notions of a denotational semantics (also called *trace semantics*), which is used to give the semantics of Signal primitive constructs.
3.1.1 Basic notions

Let us consider a finite set \( X = \{x_1, \ldots, x_n\} \) of typed variables called \textit{ports}. For each \( x_i \in X \), \( \mathcal{D}_{x_i} \) is the domain of values (e.g. integer, real, boolean) that may be held by \( x_i \) at every instant. In addition, we have:

\[
\mathcal{D} = \bigcup_{i=1}^{n} \mathcal{D}_{x_i} \quad \text{and} \quad \mathcal{D} = \mathcal{D} \cup \{\bot\},
\]

where \( \bot \notin \mathcal{D} \) denotes the absence of value associated with a port at a given instant. \( \mathcal{D}_{x_i} \) and \( \mathcal{D}_{X} \) are defined in the same way (\( X_1 \) is a subset of \( X \)).

For every non-empty subset \( X_1 \) of \( X \), we consider the following definitions:

- The set of applications \( m \) defined from \( X_1 \) to \( \mathcal{D}_{X_1} \), called set of \textit{events} on \( X_1 \), is denoted by \( \mathcal{E}_{X_1} \). The expression \( m(x) = \bot \) means that \( x \) does not hold a value; \( m(x) = v \) means that \( x \) holds the value \( v \); and \( m(X_1) = \{y|x \in X_1, m(x) = y\} \). The set of events on \( X_1 \) is denoted by \( \mathcal{E}_{X_1} = X_1 \to \mathcal{D}_{X_1} \), and the set of all possible events is therefore \( \mathcal{E} = \bigcup_{X_1 \subseteq X} \mathcal{E}_{X_1} \). The event on an empty set of ports is represented by \( \mathcal{E}_{\emptyset} = \{\emptyset\} \).

- The set of applications \( T \) defined from the set \( \mathbb{N} \) of natural integers to \( \mathcal{E}_{X_1} \), called set of \textit{traces} on \( X_1 \), is denoted by \( \mathcal{T}_{X_1} : \mathbb{N} \to \mathcal{E}_{X_1} \). The set of all possible traces is therefore \( T = \bigcup_{X_1 \subseteq X} \mathcal{T}_{X_1} \). Moreover, we have \( \mathcal{T}_\emptyset = 1 = \mathbb{N} \to \mathcal{E}_\emptyset \) and \( \emptyset = \mathbb{N} \to (X \to \{\bot\}) \).

- For \( X_2 \subseteq X_1 \) and \( T \) being defined on \( X_1 \), the \textit{restriction} of \( T(t) \) to \( X_2 \), noted \( X_2.T : \mathbb{N} \to \mathcal{E}_{X_2} \), satisfies: \( \forall t \in \mathbb{N}, \forall x \in X_2 \quad \text{\( X_2.T(t)(x) = T(t)(x) \).} \)

We have \( \emptyset.T \in \mathcal{T}_\emptyset \) (which is a singleton).

- A \textit{stream} on \( X_1 \subseteq X \) represents any trace \( T \) of \( \mathcal{T}_{X_1} \) such that:

\[
\exists t \ (T(t)(X_1) = \{\bot\}) \quad \Rightarrow \quad \forall s \geq t \ T(s)(X_1) = \{\bot\}.
\]

We denote by \( \mathcal{T} \) (resp. \( \mathcal{T}_{X_1} \)) the set of streams of \( T \) (resp. \( \mathcal{T}_{X_1} \)). \( 0_T \) is defined on \( \mathbb{N} \to (X \to \{\bot\}) \) and \( \emptyset.T \) is a stream.

\[
\begin{array}{ccccccc}
T & e_1 & e_2 & 1 & e_3 & e_4 & e_5 \\
0_T & e_1 & 1 & 1 & e_2 & 1 & e_3 \\
\end{array}
\]

Figure 1. Temporal expansion.

- Let \( g \) be a strictly increasing application \( \mathbb{N} \to \mathbb{N} \) and \( T : \mathbb{N} \to X_1 \to \mathcal{D}_{X_1} \), \( X_1 \neq \emptyset \), a trace on \( X_1 \). The \textit{expansion} of \( T \) by \( g \) (i.e. insertion of \( \bot \), see Fig. 1) is the trace \( g \uparrow T : \mathbb{N} \to X_1 \to \mathcal{D}_{X_1} \) defined as \( (g \uparrow T) \circ g = T \) where: \( \forall t \in \mathbb{N} \quad g(t) < s < g(t+1) \quad (g \uparrow T)(s)(X_1) = \{\bot\} \). Here, \( g \) is referred to as expansion function. Finally, the following holds: \( g \uparrow T_\emptyset = T_\emptyset \).

3.1.2 Semantic definition of the primitive constructs

The whole \textit{Signal} language relies on six primitive constructs (see below). The semantics associated with each construct is defined in terms of set of streams.
Formally, a process on $X_1 \subseteq X$ is a set of constrained streams on $X_1$ (i.e., a subset of $T_{X_1}$). Each Signal statement defining a process $P$ is associated with the process $\lbrack P \rbrack$ that denotes its semantics.

**Functions/Relations:** $x_{n+1} := f(x_1, \ldots, x_n)$.

$\lbrack P \rbrack = \{ T \in T_{\{x_1, \ldots, x_{n+1}\}} \mid \forall t\\ T(t)({\{x_1, \ldots, x_{n+1}\}}) = \bot \text{ or } v_{n+1} = f(v_1, \ldots, v_n), v_i = T(t)(x_i)\}$

**Delay.** $x_2 := x_1 \$1$ init $v_0$

$\lbrack P \rbrack = \{ T \in T_{\{x_1, x_2\}} \mid \forall t\\ (T(t)({\{x_1, x_2\}}) = \bot) \text{ or } (t > 0 \text{ and } T(t)(x_2) = T(t-1)(x_1))\\ \text{ or } (t = 0 \text{ and } T(0)(x_2) = v_0 \text{ and } T(0)(x_1) \neq \bot)\}$

**Under-sampling.** $x_3 := x_1 \text{ when } x_2$

$\lbrack P \rbrack = \{ T \in T_{\{x_1, x_2, x_3\}} \mid \forall t\\ T(t)(x_2) = \text{true} \Rightarrow T(t)(x_3) = T(t)(x_1) \text{ or } T(t)(x_2) \neq \text{true} \Rightarrow T(t)(x_3) = \bot\}$

**Deterministic merging.** $x_3 := x_1 \text{ default } x_2$

$\lbrack P \rbrack = \{ T \in T_{\{x_1, x_2, x_3\}} \mid \forall t\\ T(t)(x_1) \neq \bot \Rightarrow T(t)(x_3) = T(t)(x_1) \text{ or } T(t)(x_1) = \bot \Rightarrow T(t)(x_3) = T(t)(x_2)\}$

**Synchronous composition.** $P_1 \mid P_2$ such that $\lbrack P_1 \rbrack \subseteq T_{X_1}$, $\lbrack P_2 \rbrack \subseteq T_{X_2}$

$\lbrack P \rbrack = \{ T \in T_{X_1 \cup X_2} \mid \exists T_1 \in \lbrack P_1 \rbrack, \exists T_2 \in \lbrack P_2 \rbrack, \exists f_1, f_2 \text{ expansion functions such that}\\ X_1.T = f_1 \upharpoonright T_1, X_2.T = f_2 \upharpoonright T_2\}$

**Hiding.** $P_1 \text{ where } x_1, \ldots, x_n$ such that $\lbrack P_1 \rbrack \subseteq T_{X_1}$

$\lbrack P \rbrack = \{ T \in T_{X_1 - \{x_1, \ldots, x_n\}} \mid \exists T_1 \in \lbrack P_1 \rbrack, X_1 - \{x_1, \ldots, x_n\}, T_1 = T\}$

The same symbol is used to denote the composition in the syntactic and semantic domains, then: $\lbrack P \rbrack \mid \lbrack P' \rbrack = \lbrack P \mid P' \rbrack$. The smallest set of variables associated with $P$ is denoted by $\text{vars}(P)$. Finally, the projection on a set $V$ of variables (which corresponds to applying the hiding operator on the complementary of $V$ in $\text{vars}(P)$) is denoted as $\lbrack P \rbrack|_V$.

### 3.2 Functional analysis of programs

The functional properties of a program $P$ include invariant properties as well as dynamic properties. The Signal compiler itself addresses only invariant properties. A major part of its task is referred to as the clock calculus. Dynamic properties (e.g., reachability of some state, liveness), which are not in the scope of this paper, are addressed using Sigali [19]. The verification of functional properties of $P$ relies on abstractions of $P$, which suit for the target analysis. These abstractions are defined using syntactic transformations.
3.2.1 

**Syntactic abstraction**

A Signal program $P$ specifies on the one hand relations between clocks of signals, and on the other hand values of signals. Specific properties of $P$ can be addressed by separating both aspects. In particular, $P$ can be abstracted by a new program $P'$, which only describes its clock information. For instance, to check the absence of reaction in $P$, one just needs to focus on $P'$.

A possible way to derive $P'$ from $P$ is to use syntactic transformations. Basically, from the semantics of the composition operator, we can state that for any $P$, $P'$: $([P] | [P'])_{\text{vars}(P)} \subseteq [P]$. More precisely, the following can be proved: $[P] = ([P] | [P'])_{\text{vars}(P)}$ if $[P]_{\text{vars}(P')} \subseteq [P']_{\text{vars}(P)}$. In other words, every stream that belongs to $[P]$ is consistent with a stream from $[P']$. Hence, if $\text{vars}(P) = \text{vars}(P')$ then: $[P] | [P'] = [P]$ if $[P] \subseteq [P']$. If $P'$ denotes some property, $P$ satisfies $P'$ if the previous equivalence holds.

A syntactic abstraction of $P$ is based on a decomposition of $P$ that syntactically derives from $P$ another program $\alpha(P)$ that abstracts $P$. It often leads to a pairwise decomposition of $P$, e.g.: dynamic part (induced by the delay operator) vs static part (induced by the other primitive constructs); control part (boolean and event signals) vs computation part (signals of other types).

**Definition 3.1** [syntactic abstraction] Given a process $P$, the process $\alpha(P)$ such that $\text{vars}(\alpha(P)) \subseteq \text{vars}(P)$ results from a syntactic abstraction $\alpha$ by decomposition of $P$ if $[P] | [\alpha(P)] = [P]$ or equivalently $[P] \subseteq [\alpha(P)]$.

We can notice a complementarity relation between $\alpha(P)$ and a subpart of $P$. If $\rho(P)$ denotes such a subpart ($\rho$ stands for “residual”), each abstraction of $P$ can be associated with a syntactic decomposition $(\alpha, \rho)$ given by a set of rewriting rules of the form:

$$P \rightarrow \alpha(P) \mid \rho(P) \text{ satisfying } [P] = [\alpha(P) \mid \rho(P)].$$

One can prove that $\alpha(P)$ is actually an abstraction of $P$ [20]. Moreover, the abstraction $\alpha$ resulting from this decomposition must be idempotent: $[\alpha(\alpha(P))] = [\alpha(P)]$.

**Definition 3.2** [syntactic decomposition] A syntactic decomposition is a pair of transformations $(\alpha, \rho)$ s.t. for all primitive constructs $P$: $[\alpha(P) \mid \rho(P)] = [P]$ and $\alpha$ is idempotent. Thus, the syntactic decomposition $(\alpha, \rho)$ is defined inductively for composition and restriction:

$$\alpha(P_1 \mid P_2) = \alpha(P_1) \mid \alpha(P_2) \text{ and } \rho(P_1 \mid P_2) = \rho(P_1) \mid \rho(P_2)$$

$$\alpha(P \text{ where } x) = \alpha(P) \text{ where } x \text{ and } \rho(P \text{ where } x) = \rho(P) \text{ where } x$$

3.2.2 Application: control abstraction

The control part of a Signal program $P$ consists of the synchronization and boolean signals of $P$. The abstraction of the boolean part of $P$ is obtained by extracting from $P$ the definition of boolean variables whereas the synchronization abstraction is given by the clock relations specified in $P$. We concentrate on
the synchronization sub-part in order to show the limits of the static analysis adopted in the Signal compiler, and then motivate our idea.

The abstraction of the synchronization sub-part of P is a program \( \alpha_{\text{sync}}(P) \) that corresponds to the largest relation between the clocks of signals of P. In Signal, clocks and their associated relations are formalized through a clock algebra \([2]\), which we denote by \( C \) s.t.: \( C = (I, \cap, \cup, \setminus, \emptyset) \), where \( I \) and \( \emptyset \) respectively denote a reference set of instants and the empty clock. Given a set of clock variables interpreted as subsets of \( I \) (containing for instance \( \hat{x} \)), \( C \) can represent relations like \( \hat{x} = \hat{y} \cup \hat{z} \). The set inclusion \( \subseteq \) operator expresses that a clock is a subset of another clock. Fig. 2 illustrates \( \alpha_{\text{sync}} \) and its associated formalization in \( C \).

<table>
<thead>
<tr>
<th>( x_{n+1} := f(x_1, \ldots, x_n) )</th>
<th>( x_{n+1} )</th>
<th>( \alpha_{\text{sync}}(P) )</th>
<th>constraints in ( C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_2 := x_1 )</td>
<td>( x_2 )</td>
<td>( \alpha_{\text{sync}}(P) )</td>
<td>( \hat{x}_{n+1} = \hat{x}_1 = \ldots = \hat{x}_n )</td>
</tr>
<tr>
<td>( x_3 := x_1 ) when ( x_2 )</td>
<td>( x_3 )</td>
<td>( \alpha_{\text{sync}}(P) )</td>
<td>( \hat{x}_3 = \hat{x}_1 \cap [x_2] ), ( [x_2] \cup [\neg x_2] = \hat{x}_2 ), ( [x_2] \cap [\neg x_2] = \emptyset )</td>
</tr>
<tr>
<td>( x_4 := x_1 ) default ( x_2 )</td>
<td>( x_4 )</td>
<td>( \alpha_{\text{sync}}(P) )</td>
<td>( \hat{x}_3 = \hat{x}_1 \cup \hat{x}_2 )</td>
</tr>
</tbody>
</table>

Figure 2. Synchronizations in Signal.

There is a complementarity relation between \( \alpha_{\text{sync}}(P) \) and \( P \) (i.e. \( \rho_{\text{sync}}(P) = P \)). Since \( \alpha_{\text{sync}}(P) \) does not induce any supplementary constraint on \( P \) when composed, we trivially prove that: \( [\alpha_{\text{sync}}(P)] \cup [P] = [P] \).

In the clock algebra, a condition-clock denoted by \( [x_2] \) is introduced for the under-sampling operator. It denotes the set of instants where the boolean expression \( x_2 \) is present and \( \text{true} \) (i.e. \( \neg x_2 \) corresponds to \( \text{false} \)). Note the partitioning of \( \hat{x}_2 \), which is defined using \( [x_2] \) and \( \neg x_2 \). When \( x_2 \) is defined by some numerical operation (typically a comparison), \( [x_2] \) and \( \neg x_2 \) are seen as “black boxes” that abstract, together with the partitioning, the value of \( x_2 \).

**Example 3.3** Let us consider the following Signal program:

\[
\begin{align*}
| l & \text{x1:= f(N1 when x>2*N)} & (s1) \\
| l & \text{x2:= g(N2 when x<N)} & (s2)
\end{align*}
\]

where signals \( x, x_1, x_2 \) and constants \( N, \text{N1}, \text{N2} \) are of integer type; \( f \) and \( g \) represent two numerical functions. The corresponding abstraction in the clock algebra is as follows:

\[
\begin{align*}
(s1) & \Rightarrow \hat{x}_1 = \hat{c}_1, \ [c_1] \cup \neg c_1 = \hat{c}_1, \ [c_1] \cap \neg c_1 = \emptyset \ (c_1 \equiv x > 2N), \\
(s2) & \Rightarrow \hat{x}_2 = \hat{c}_2, \ [c_2] \cup \neg c_2 = \hat{c}_2, \ [c_2] \cap \neg c_2 = \emptyset \ (c_2 \equiv x < N)
\end{align*}
\]

Now, consider that a new equation defined by a function with \( x_1 \) and \( x_2 \) as arguments is added to the same program. The following synchronization is therefore induced on \( x_1 \) and \( x_2 \): \( \hat{x}_1 = \hat{x}_2 \). It appears some clock inconsistency
since the instants at which these signals are defined are exclusive: $[c_1] \cap [c_2] = \emptyset$. However, the clock constraint representing this inconsistency between $[c_1]$ and $[c_2]$ does not belong to the set of constraints derived from the program following the above abstraction rules. As a matter of fact, expressions $c_1$ and $c_2$ are not interpreted since $[c_1]$ and $[c_2]$ are considered as black boxes. So, the compilation process cannot fix such a clock inconsistency.

3.2.3 Boolean abstraction of the control

In [2], a correspondence between clock algebra and boolean functions is defined. If one considers the propositional calculus, the following straightforward encoding is therefore obtained [20]. First, each clock variable $\hat{x}$ is associated with a propositional variable $b_x$. Condition-clocks such as $[c]$ are also encoded into $b_{[c]}$. Then, the operators on sets considered in $C$ are associated with the suitable characteristic functions. An informal example is as follows:

<table>
<thead>
<tr>
<th>Clock algebra</th>
<th>I</th>
<th>$\bigcap$</th>
<th>$\hat{x}_1 \cap \hat{x}_2 = \hat{x}_3 \cup \hat{x}_4$</th>
<th>$\hat{x}_1 \setminus \hat{x}_2 = \hat{x}_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prop. calculus</td>
<td>true</td>
<td>false</td>
<td>$b_{x_1} \wedge b_{x_2} \iff b_{x_3} \vee b_{x_4}$</td>
<td>$b_{x_1} \wedge \neg b_{x_2} \iff b_{x_3}$</td>
</tr>
</tbody>
</table>

This encoding allows the executable code to handle clock variables as propositional ones and not as sets of instants. The advantage is that BDD [6] packages can be used to efficiently implement clock manipulation in the compiler. Note that in the Lustre language, clocks are also represented by special boolean variables. From now, clocks and their associated operations may be considered as propositional variables and boolean operators.

The control abstraction introduced in this section enables to fully deal with values of boolean signals. However, it is not the case for numerical signals. In particular, numerical expressions specified with condition-clocks (such as $c_1$ and $c_2$ in the above example), are not fully addressed. The consequence is that they cannot be compared so as to detect that they are exclusive. This reduces the power of the static analysis. The next section proposes an interval-based abstraction that allows to overcome this limitation.

4 Static analysis of SIGNAL programs using intervals

A few investigations have been already done in order to cope with numerical properties of Signal programs [5] [20]. While these studies showed promising theoretical results, they did not unfortunately lead to the implementation of the results. One reason is the complexity of the proposed solutions. In our proposition, implementation issues are among major concerns. This proposition aims to extend the clock calculus of Signal in order to be able to reason on both numerical and logical subparts of programs. We consider intervals as abstract domains for numerical variables. As illustrated in [10], intervals favor a simple and efficient way to compute approximations for numerical values.

We introduce interval decision diagrams (IDDs) that consist of directed
acyclic graph structures where each non terminal node corresponds to a test on an integer variable, and terminal nodes are propositional formula represented by BDDs. Each outgoing edge from a non terminal node is associated with an interval within the domain of the variable attached to the node. Each edge is linked either to another non terminal node or to a terminal node.

4.1 Interval Decision Diagrams

The definition of IDDs given here slightly differs from the classical one [23][8] where terminal nodes are mainly boolean literals true or false instead of complex propositional formulas. So, we consider a more general definition. Let us assume the following sets:

- $\mathbb{D}$ is a totally ordered set of numeric constant values.
- $X = \{x_1, ..., x_k\}$ is a finite set of variables defined on $\mathbb{D}$.
- $\mathbb{B} = \{b_1, ..., b_k\}$ is a finite set of boolean variables where $X \cap \mathbb{B} = \emptyset$. We represent by $\mathcal{B}$ the set of all boolean formulas on $\mathbb{B}$.

**Definition 4.1** Let $x$ be an integer variable defined on $D \subseteq \mathbb{D}$ and $t$ a predicate logic formula on $X \subseteq X$. $t$ is an IDD node iff one of the following holds:

- $t \in \mathcal{B} \cup \{\text{true}, \text{false}\}$,
- $t = (x \in I_0 \land t_0) \lor (x \in I_1 \land t_1) \lor ... \lor (x \in I_k \land t_k)$,

where $(I_i)_{i \leq k}$ is a partition of $D$ and $(t_i)_{i \leq k}$ a set of IDD nodes. The node $t$ is a predecessor of each $(t_i)_{i \leq k}$.

An IDD root does not have any predecessor. A set of IDD nodes $(t_i)_{i \leq n}$ is said to be consistent if there is a unique root. Moreover, if $t$ is an IDD node, let $\text{var}(t)$ be the function that gives the non boolean variable tested on $t$:

$$\text{var}(t) = \begin{cases} x, & \text{if } t = (x \in I_0 \land t_0) \lor (x \in I_1 \land t_1) \lor ... \lor (x \in I_k \land t_k) \\ t & \text{if } t \in \mathcal{B} \end{cases}$$

On the other hand, $I = ((t_i)_{i \leq n}, \succ)$ is an IDD iff $(t_i)_{i \leq n}$ is a consistent set of IDD nodes and $\succ$ is an order on $X \cup \mathcal{B}$ such that $\forall t \in (t_i)_{i \leq n}$ verifying $t = (x \in I_0 \land t'_0) \lor (x \in I_1 \land t'_1) \lor ... \lor (x \in I_k \land t'_k)$, we have:

$(x \succ \text{var}(t'_i)$ for each $i \leq k$) and $(x \succ t'$ for each $t' \in \mathcal{B} \cup \{\text{true}, \text{false}\}$).

Fig. 3 depicts an IDD associated with the following predicate:

$$p(x_1, x_2, x_3) = \begin{cases} t_1 & \text{if } (x_1 \in [0, 3] \land x_2 \in [0, 5]) \lor (x_1 \in [4, +\infty] \land x_3 \in [0, 7]) \\ t_2 & \text{if } (x_1 \in [0, 3] \land x_2 \in [6, +\infty]) \lor (x_1 \in [4, +\infty] \land x_3 \in [8, +\infty]). \end{cases}$$

Non-terminal nodes (circles) consist of numerical variables (e.g. the root $x_1$) whereas the leaves (squares) are boolean formulas represented by BDDs (e.g. $t_1$ and $t_2$). Every outgoing edge associated with a non-terminal node is labelled with a possible range value of that node (i.e. an interval). As for logic formulas, we can perform all the usual logical operations on IDDs like negation ($\neg$),
conjunction (\(\land\)), disjunction (\(\lor\)), equivalence (\(\iff\)), etc. An operational implementation of IDDs already exists [7]. However, this version must be slightly modified in order to take into account the more general definition considered here. A solution consists in extending the existing IDDs implementation with a BDD package implementation (e.g. the Buddy package [18]). Both implementations propose optimizations that are performed on the corresponding structures in order to prune redundant nodes and subtrees.

4.2 Abstraction of programs using intervals

In order to approximate Signal programs, we consider the following steps:

(i) Abstraction of Signal primitives using intervals,

(ii) Translation of the resulting descriptions into IDDs.

Every variable \(x\) of a program \(P\) is associated with an abstract numerical variable \(i_x\) in the program resulting from the abstraction of \(P\). The variable \(i_x\) takes its values in a referential set \(I_P\) of intervals. This set is obtained using the constant numerical values of \(P\). Typically, if \(C\) denotes the set of these constant values, then \(I_P\) is the set of all possible disjoint intervals such that their lower and upper bounds are either \(-\infty\) or \(+\infty\) or elements of \(C\). For instance, a possible value of \(I_P\) where \(C = \{2, 5, 11\}\) is as follows:

\[
I_P = \{[-\infty, 2], [2, 2], [2, 5], [5, 5], [5, 11], [11, 11], +\infty\}.
\]

Since \(P\) may be composed of sub-processes as \(P = P_1 \ldots P_k\), the set \(I_P\), which is equal to \(I_{P_1} \ldots I_{P_k}\), is obtained from \(C = C_1 \cup \ldots \cup C_k\) where each \(C_i\) represents the set of constant values associated with \(P_i\). In the sequel, a program approximation is determined w.r.t. a given referential set of intervals.

\[\text{Figure 3. Interval decision diagram associated with } p(x_1, x_2, x_3).\]

\[\text{Figure 3. Interval decision diagram associated with } p(x_1, x_2, x_3).\]
4.2.1 Approximation of the primitive constructs

For each primitive construct \( P \) of the language, we define a corresponding abstraction \( \alpha_f(P) \) on interval domains. Let \( f_a \) be an approximation of a pointwise function \( f \) on intervals:

**Functions/relations:**
\[
\alpha_f(P)(y := f(x_1, \ldots, x_n)) \leadsto i_y := f_a(i_{x_1}, \ldots, i_{x_n});
\]

**Delay:**
\[
\alpha_f(P)(y := x \text{ when } b) \leadsto i_y := i_x \text{ when } i_b;
\]

**Under-sampling:**
\[
\alpha_f(P)(y := x \text{ when } b) \leadsto i_y := i_x \text{ when } i_b;
\]

**Deterministic merging:**
\[
\alpha_f(P)(y := u \text{ default } v) \leadsto i_y := i_u \text{ default } i_v;
\]

**Synchronous composition:**
\[
\alpha_f(P|Q)(P|Q) \leadsto \alpha_f(P) | \alpha_f(Q);
\]

**Hiding:**
\[
\alpha_f(P \text{ where } x) \leadsto \alpha_f(P \text{ where } i_x).
\]

**Example 4.2** Let \( I_P = \{ \langle ]-\infty, 2[ \rangle, [2, 2], [2, 5], [5, 11], [11, 11], \rangle 11, +\infty \rangle \} \) be the set of intervals associated with a program \( P \). In the following, a stream of \( P \) (on the left) is associated with an abstract stream on \( I_P \) (on the right):

\[
\begin{align*}
x : & \quad 7 \perp 4 2 0 \ldots \quad ]5, 11[ \quad \perp \quad ]2, 5[ \quad [2, 2] \quad ]-\infty, 2[ \quad \ldots \\
b : & \quad t \perp f f t \ldots \quad \Rightarrow \quad t \perp f f t \quad t \quad \ldots \\
z : & \quad 5 \perp \perp 11 17 \ldots \quad ]5, 5[ \quad \perp \quad \perp \quad [11, 11] \quad ]11, +\infty[ \quad \ldots
\end{align*}
\]

We denote by \( T_I \) the set of abstract streams where numerical signals take their values in the set of intervals.

4.2.2 Proof of correctness

Let us define the basic notions on which we have to reason for proving the correctness of the abstraction: the concrete and abstract domains \( C \) and \( A \), the abstraction and concretization functions \( \alpha \) and \( \gamma \).

- \( C \) is defined as \( P(T) \). It admits an \( \text{inf} \) element: \( \emptyset \). It is associated with the order \( \subseteq \) (inclusion of stream sets).
- \( A \) is defined as \( P(T_I) \). It admits \( \text{inf} \) and \( \text{sup} \) elements, respectively represented by \( \emptyset \) and \( T_I \). It is associated with the order \( \subseteq \) (inclusion of stream sets). The union and intersection of stream sets are respectively represented by \( \cup \) and \( \cap \).
- **Abstraction function**:
  \[
  \alpha : C \rightarrow A \quad c \mapsto a \text{ where } \forall T \in c, \forall T' \in a, \forall t \forall x, T'(t)(x) = i_k \Leftrightarrow T(t)(x) \in i_k
  \]
- **Concretization function**:
  \[
  \gamma : A \rightarrow C \quad a \mapsto c = \{ T \mid \exists T' \in a \text{ such that } \forall t \forall x, T(t)(x) \in T'(t)(x) \}
  \]

The following correctness criteria are then verified:

(i) \( Id \subseteq \gamma \circ \alpha \) or equivalently \( \forall c \in C \; c \subseteq \gamma(\alpha(c)) \).
\[\forall c \in C, \exists a \in \alpha(c) \Rightarrow \forall T \in c, \exists T' \in a \text{ such that } \exists i_k \text{ and } \forall \forall x T'(t)(x) = i_k \Leftrightarrow T(t)(x) = i_k; \text{ moreover } c' \in \gamma(a) \Rightarrow c' = \{T \mid \exists T' \in a, \forall \forall x T(t)(x) \in T'(t)(x)\}. \text{ Finally, one trivially verifies that } c \subseteq c', \text{ hence } c \subseteq \gamma(\alpha(c)).\]

(ii) \(Id = \alpha \circ \gamma\) or equivalently \(\forall a \in A a = \alpha(\gamma(a))\).

\[\forall x \in A \exists c = \gamma(a) \Rightarrow c = \{T \mid \exists T' \in a, \forall \forall x T(t)(x) \in T'(t)(x) \equiv i_k\}; \text{ it follows that } a' \in \alpha(c) \Rightarrow \forall T \in c, \exists T' \in a' \text{ such that } \exists i_l \text{ and } \forall \forall x T'(t)(x) = i_l \Leftrightarrow T(t)(x) \in i_l. \text{ Since considered intervals are disjoint, we have } i_l = i_k. \text{ Finally, we obtain that } a = a', \text{ hence } a = \alpha(\gamma(a)).\]

### 4.3 Translation into IDDs

Let \(P\) be the interval abstraction of a Signal process, we denote by \(T(P)\) its corresponding translation using IDDs. For each primitive construct of the language, we define its corresponding predicate in terms of IDDs.

**Functions/relations**\(^5\): \((y \in I_{f_a}) \land (b_{x_1} \Leftrightarrow ... \Leftrightarrow b_{x_n} \Leftrightarrow b_y)\);

**Delay**\(^6\): \((y \in i_x \cup [y0, y0]) \land (b_x \Leftrightarrow b_y)\);

**Under-sampling**: \((y \in i_x) \land ((b_x \land [b]) \Leftrightarrow b_y)\);

**Deterministic merging**: \(((y \in i_a \land b_a) \lor (y \in i_x \land b_x \land \neg b_a)) \land (b_a \lor b_x) \Leftrightarrow b_y)\);

**Synchronous composition**: \(T(\alpha_{P\text{d}}(P)) \land T(\alpha_{P\text{d}}(Q))\);

**Hiding**: \(\exists x T(\alpha_{I_P}(P))\).

The above translation can be applied to a Signal program so that we are able to deal with numerical expressions that define clocks. Typically, condition-clocks are no longer considered as “black boxes” as it was the case in Section 3.2.2. For instance, let us consider again the Signal program of that section (example 3.3). It could be represented as an IDD characterized by the conjunction of the following predicates:

\[(s1) \Rightarrow (x_1 \in I_f) \land (b_{x_1} \Leftrightarrow (x \in [2N, +\infty]))\]

\[(s2) \Rightarrow (x_2 \in I_g) \land (b_{x_2} \Leftrightarrow (x \in [-\infty, N]))\]

The resulting IDD can be now considered to check that the statements \(s1\) and \(s2\) cannot satisfy situations where boolean variables \(b_{x_1}\) and \(b_{x_2}\) are both true. This information is then used by the compiler to infer the mutual exclusion of the clocks of signals \(x_1\) and \(x_2\). The Signal clock calculus process cannot determine such a property. As exposed in Section 3.2.2, it mainly focus on a boolean abstraction of the control part of programs, which consists of clocks and boolean conditions. The result of the performed analysis is a clock hierarchy that makes explicit clock inclusions [2]. Clock manipulation algorithms rely on an encoding of clocks into boolean variables. This does not allow to fully reason on condition-clocks defined by numerical expressions. The use of IDDs enables to represent precisely condition-clocks and perform

\(^5\) \(I_{f_a}\) is the interval computed by the interval approximation function \(f_a\) of the pointwise function \(f\) [1].

\(^6\) \(i_x \cup [y0, y0]\) denotes the smallest interval that contains \(y0\) and all elements of \(i_x\).
boolean operations that take into account values of condition-clocks. The clock calculus process is therefore able to deal with numerical expressions as well as logical expressions. More program behaviours become analyzable while this is not the case when only considering boolean abstractions during the compilation. In particular, it allows to refine the synchronizability of clocks defined from boolean relations on numerical signals. An additional expected major impact concerns code generation, which should get better optimized.

4.4 Discussions and related work

We first observe that IDDs may be used at different description levels of a Signal program. In the above example, the translation is applied to the initial specification of a program. However, it is more interesting to consider descriptions after specific transformations performed by the compiler. Typically, programs that contain extended constructs of the language will necessarily require to be rewritten in the kernel language for which the transformation into IDDs is quite straightforward.

In [22], an extension has been proposed in order to improve the Signal clock calculus. It takes into account the possibility of having affine relations between different clocks in a program. These clocks are therefore said to be synchronizable. A data structure has been implemented, which enables to characterize these relations in addition to the existing internal clock representations within the compiler. In the same spirit, the implementation of our IDD-based translation can extend the clock calculus. Among other related approaches that address the verification of functional properties, we can mention [13] and [14], which use polyhedra techniques to approximate the numerical part. Our approach rather adopts interval techniques similarly to [3], [23] and [10]. While polyhedra generally offer more precise results than intervals when considered as abstract domain, it appears that polyhedra manipulation packages are more complex and may rapidly lead to performance problems (typically, when the number of numerical variables increases).

5 Conclusion and future work

In this paper, we propose a simple and promising solution in order to improve the functional analysis of Signal programs. In particular, the solution allows to deal with numerical properties, which are not fully taken into account in the functional analysis performed by the compiler. We consider interval techniques to represent numerical variable domains. These intervals are used in predicates, which are associated with particular data structures called interval decision diagrams (IDDs). Similarly to BDDs, IDDs offer a powerful representation allowing one to perform complex boolean operations.

The present work needs to be carried out in Polychrony, the design environment of Signal. All required basic packages already exist. So, the major
efforts rather concern the integration of the packages in the compiler.
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