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Abstract. We know that tilesets that can tile the plane always admit a quasi-periodic tiling [4, 8], yet they hold many uncomputable properties [3, 11, 21, 25]. The quasi-periodicity function is one way to measure the regularity of a quasi-periodic tiling. We prove that the tilings by a tileset that admits only quasi-periodic tilings have a recursively (and uniformly) bounded quasi-periodicity function. This corrects an error from [6, theorem 9] which stated the contrary. Instead we construct a tileset for which any quasi-periodic tiling has a quasi-periodicity function that cannot be recursively bounded. We provide such a construction for 1-dimensional effective subshifts and obtain as a corollary the result for tilings of the plane via recent links between these objects [1, 10].

Tilings of the discrete plane as studied nowadays have been introduced by Wang in order to study the decidability of a subclass of first order logic [26, 27, 5]. After Berger proved the undecidability of the domino problem [3], interest has grown for understanding how complex are these simply defined objects [11, 21, 9, 6]. Despite being able to have complex tilings, any tileset that can tile the plane admits a quasi-periodic tiling [4, 8]; roughly speaking, a quasi-periodic tiling is a tiling in which every finite pattern can be found in any sufficiently large part of the tiling. It is therefore natural to define the quasi-periodicity function of a quasi-periodic tiling: it associates to an integer $n$ the minimal size in which we are certain to find any pattern of size $n$ [8, 6]. This is one way to measure the complexity of a quasi-periodic tiling and, to some extent, of a tileset $\tau$ since $\tau$ must admit at least one quasi-periodic tiling.

We start by proving in Section 2 that tilings by tilesets that admit only quasi-periodic tilings have a recursively (and uniformly) bounded quasi-periodicity function (Theorem 1.4). Remark that there exists non-trivial tilesets that admit only quasi-periodic tilings [23, 19, 22] and that the property of having only such tilings can be reduced to the domino problem [3, 23] and is thus undecidable\(^1\).

\(^1\)Take a tileset $\tau_n$ that admits only one uniform tiling (and thus only quasi-periodic tilings), a tileset $\tau_f$ that admits non quasi-periodic tilings (e.g., a fullshift on $\{0, 1\}$) then it is clear that $(\tau \times \tau_f) \cup \tau_n$ admits only quasi-periodic tilings if and only if $\tau$ does not tile the plane.

Both authors are partly supported by ANR-09-BLAN-0164. A. Ballier has been partly supported by the Academy of Finland project 131558. We thank Pierre Guillou for discussions that lead to the constructions provided in Section 3.
1. Definitions

A configuration is an element of \( \mathbb{Q}^{\mathbb{Z}^2} \) where \( \mathbb{Q} \) is a finite set or, equivalently, a mapping from \( \mathbb{Z}^2 \) to \( \mathbb{Q} \). A pattern \( P \) is a function from a finite domain \( D_P \subseteq \mathbb{Z}^2 \) to \( \mathbb{Q} \). The shift of vector \( v \ (v \in \mathbb{Z}^2) \) is the function denoted by \( \sigma_v \) from \( \mathbb{Q}^{\mathbb{Z}^2} \) to \( \mathbb{Q}^{\mathbb{Z}^2} \) defined by \( \sigma_v(c)(x) = c(v + x) \). A pattern \( P \) appears in a configuration \( c \) (denoted \( P \in c \)) if there exists \( v \in \mathbb{Z}^2 \) such that \( \sigma_v(c)|_{D_P} = P \). Similarly, we can define the shift of vector \( v \) of a pattern \( P \) by the function \( \sigma_v(P)(x) = P(v + x) \); then we can say that a pattern \( P \) appears in another pattern \( M \) if there exists \( v \in \mathbb{Z}^2 \) such that \( \sigma_v(M)|_{D_P} = P \) and denote it by \( P \in M \). We use the same vocabulary and notations for both notions of shift and appearance but there should not be any confusion since configurations are always denoted by lower case letters and patterns by upper case letters.

Given a finite set of colors \( \mathbb{Q} \), a tileset is defined by a finite set of patterns \( \mathcal{F} \); we say that a configuration \( c \) is a valid tiling for \( \mathcal{F} \) if none of the patterns of \( \mathcal{F} \) appear in \( c \). We denote by \( T_\mathcal{F} \) the set of valid tilings for \( \mathcal{F} \). If \( T_\mathcal{F} \) is non-empty we say that \( \mathcal{F} \) can tile the plane. A set of configurations \( \mathcal{T} \) is said to be a set of tilings if there exists some finite set of patterns \( \mathcal{F} \) such that \( \mathcal{T} = T_\mathcal{F} \). This notion of set of tilings corresponds to subshifts of finite type \([16, 15]\). When we impose no restriction on \( \mathcal{F} \) these are subshifts and when \( \mathcal{F} \) is recursively enumerable we say that \( T_\mathcal{F} \) is an effective subshift (see, e.g., \([7, 14, 13, 1, 10]\)).

A periodic configuration \( c \) is a configuration such that the set \( \{ \sigma_v(c), v \in \mathbb{Z}^2 \} \) is finite. It is well known (since Berger \([3]\)) that there exists tilesets that do not admit a periodic tiling but can still tile the plane. On the other hand, quasi-periodicity is the correct regularity notion if we always want a tiling with this property. Periodic configurations are quasi-periodic but the converse is not true. Several characterizations of quasi-periodic configurations exist \([8]\), we give one here that we use for the rest of the paper.

**Definition 1.1** (Quasi-periodic configuration). A configuration \( c \in \mathbb{Q}^{\mathbb{Z}^2} \) is quasi-periodic if any pattern that appears in \( c \) appears in any sufficiently large pattern of \( c \).

More formally, if a pattern \( P \) appears in \( c \) then there exists \( n \in \mathbb{N} \) such that for every pattern \( M \) defined on \([-n; n]^{\mathbb{Z}^2} \) that appears in \( c \), \( P \) appears in \( M \).

We denote by \( n_{(P, c)} \) the smallest such \( n \) for finding a pattern \( P \) in the quasi-periodic configuration \( c \).
Theorem 1.2 ([4, 8]). Any non-empty set of tilings contains a quasi-periodic configuration.

For an integer \( n \), the set of patterns defined on a square domain \([-n; n]^2\) is finite, it is therefore natural to define the quasi-periodicity function of a quasi-periodic configuration.

**Definition 1.3** (Quasi-periodicity function). The quasi-periodicity function of a quasi-periodic configuration \( c \), denoted by \( Q_c \), is the function from \( \mathbb{N} \) to \( \mathbb{N} \) that maps a given integer \( n \) to the smallest integer \( m \) such that any pattern of domain \([-n; n]^2\) that appears in \( c \) appears in any pattern of \( c \) of domain \([-m; m]^2\).

\[
Q_c(n) = \max \{ n(P, c), P \in c, D_P = [-n; n]^2 \}
\]

The function \( Q_c \) measures in some sense the complexity of the quasi-periodic configuration \( c \): the faster it grows, the more complex \( c \) is. Since one can construct tilesets whose tilings have many uncomputable properties (e.g., such that every tiling is uncomputable as a function from \( \mathbb{Z}^2 \) to \( \mathbb{Q} \) [11, 21] or such that every pattern that appears in a tiling has maximal Kolmogorov complexity [9]), it is natural to expect the quasi-periodicity function to inherit the non-recursive properties of tilings. This is what had been proved in [6].

In some particular cases it is easy to prove that this function is actually computable. Consider a tileset such that any pattern that appears in a tiling appears in every tiling; in that case every tiling is quasi-periodic and the quasi-periodicity function is the same for every tiling. Moreover there exists an algorithm that decides if a pattern can appear in a tiling or not (this has been proven by different ways, either by considering the fact that the first order theory of the tileset is finitely axiomatizable and complete therefore decidable [2] or by using a direct compactness argument [14]). Given this algorithm, it is easy to compute the quasi-periodicity function (that does not depend on the tiling): for a given \( p \), compute all the \([-p; p]^2\) patterns that appear in a tiling and then compute all the \([-n; n]^2\) patterns for \( n \geq p \) until every \([-p; p]^2\) pattern appears in every \([-n; n]^2\) pattern and output the smallest such \( n \).

In the remainder of this paper, we improve this technique to obtain a less restrictive condition on the tileset while proving that the quasi-periodicity function is recursively bounded:

**Theorem 1.4.** If a tileset (defined by \( F \)) admits only quasi-periodic tilings then there exists a computable function \( q : \mathbb{N} \to \mathbb{N} \) such that for any tiling \( c \) of \( T_F \), \( c \) has a quasi-periodicity function bounded by \( q \), i.e., \( \forall c \in T_F, \forall n \in \mathbb{N}, Q_c(n) \leq q(n) \).

Note that this result is contrary to a result in [6] stating that there exists tilesets admitting only quasi-periodic tilings with quasi-periodicity functions with no computable upper bound. There is indeed a mistake in [6] that will be examined later.

### 2. Computable bound on the quasi-periodicity function

In this section we consider a tileset defined by a finite set of forbidden patterns \( F \) such that every tiling by \( F \) is quasi-periodic. The only hypothesis we have is the following: For any tiling \( c \in T_F \) and for any pattern \( P \) that appears in \( c \), there exists an integer \( n(P, c) \) such that any \([-n(P, c), n(P, c)]^2\) pattern that appears in \( c \) contains
P. In order to prove Theorem 1.4, we first have to prove that there exists a bound that does not depend on the tiling:

**Lemma 2.1.** If a tileset $\mathcal{F}$ admits only quasi-periodic tilings then, for any pattern $P$ that appears in some tiling of $\mathcal{T}_\mathcal{F}$, there exists an integer $n$ such that any tiling that contains $P$ also contains $P$ in all its $[-n; n]^2$ patterns.

We define $n(P, \mathcal{F})$ to be the smallest integer with this property.

Remark that the converse of this lemma is obviously true by definition: if for any pattern there exists such an integer then all the tilings are quasi-periodic.

**Proof.** Suppose this is not true: there exists a pattern $P$ and a sequence $(c_n)_{n \in \mathbb{N}}$ of configurations that contain $P$ and such that $c_n$ also contains a $[-n; n]^2$ pattern that does not contain $P$.

For a given $n$, consider $O_n$, one of the largest square patterns of $c_n$ that does not contain $P$. Since $c_n$ is quasi-periodic and contains $P$ by hypothesis, there does not exist arbitrary large square patterns that do not contain $P$ and thus $O_n$ is well defined. Note that $O_n$ is defined on at least $[-n; n]^2$. Since we supposed $O_n$ of maximal size, there must be a pattern $P$ adjacent to it like depicted on Figure 1.

![Figure 1: $O_n$ near $P$.](image)

Now if we center our view on this $P$ adjacent to $O_n$, for infinitely many $n$’s the largest part of $O_n$ always appears in the same quarter of plane (with origin $P$). Since $O_n$ is defined on at least $[-n; n]^2$, by compactness we obtain a tiling with $P$ at its center and a quarter of plane without $P$. Such a tiling cannot be quasi-periodic.

Lemma 2.1 shows that if all the tilings that are valid for $\mathcal{F}$ are quasi-periodic then there exists a global bound on the quasi-periodicity function of any tiling: define $f(n) = \max \{n(P, \mathcal{F}), D_P = [-n; n]^2, P \text{ appears in a tiling by } \mathcal{F}\}$; for any tiling $c \in \mathcal{T}_\mathcal{F}$ and any integer $n$, we have $Q_c(n) \leq f(n)$. The only part left in the proof of Theorem 1.4 is to prove that $f$ is computably bounded.

In a quasi-periodic tiling, if a pattern $P$ defined on $[-n; n]^2$ appears in it then it must appear close to $P$ (at distance less than $f(n) + n$) in each of the four quarters of plane starting from the corners of $P$. In general, we cannot compute whether a pattern will appear in some tiling or not, however, we can compute whether a pattern is valid with respect to $\mathcal{F}$. 
Lemma 2.2. If a tileset $\mathcal{F}$ admits only quasi-periodic tilings then, for any pattern $P$ defined on $[-n; n]^2$ that appears in some tiling of $T_\mathcal{F}$, there exists an integer $m$ such that any pattern $R$ defined on $[-n-m; n+m]^2$ that is valid with respect to $\mathcal{F}$ and contains $P$ at its center (i.e., $R_{[-n;n]} = P$) is such that the four patterns $R_{[-n-m;-n]}$, $R_{[n+m; n]}$, $R_{[n; n+m]} \times [-n-m; -n]$, $R_{[n; n+m]}$ all contain $P$.

We define $m_{(P, \mathcal{F})}$ to be the smallest integer $m$ with this property.

Those four patterns may seem obscure at a first read, they are depicted on Figure 2.

![Figure 2](image.png)

Figure 2: The four patterns in which we must find another occurrence of $P$.

Proof. For a given pattern $P$, suppose that there exists no such $m$. This means that there exist arbitrarily large $m$ and valid patterns $R_m$ (defined on $[-n-m; n+m]^2$) such that one of the four patterns $R_m([-n-m; -n]^2)$, $R_m([-n-m; -n] \times [n; n+m])$, $R_{[n; n+m] \times [-n-m; -n]}$, $R_{[n; n+m]}$ does not contain $P$.

Without loss of generality, we can assume that this always happens in the same quarter of plane. By extracting a tiling centered on the pattern $P$ at the center of $R_m$ (which we can do by compactness), there exists a tiling $c$ of $T_\mathcal{F}$ that contains $P$ and a quarter of plane without $P$, contradicting the quasi-periodicity of $c$.

Note that the converse of Lemma 2.2 is also true: if, for any pattern $P$, there exists such an $m_{(P, \mathcal{F})}$ then all the tilings of $T_\mathcal{F}$ are quasi-periodic.

Lemma 2.3. If $\mathcal{F}$ is a tileset that allows only quasi-periodic tilings then, for any pattern $P$ defined on $[-p; p]^2$ that appears in some tiling of $T_\mathcal{F}$, we have:

$$n_{(P, \mathcal{F})} \leq 2(m_{(P, \mathcal{F})} + p)$$

Proof. Let $c$ be a (quasi-periodic) tiling of $T_\mathcal{F}$ that contains $P$ and a pattern $O$ defined on $[-k; k]^2$ that does not contain $P$ with $k > 2(m_{(P, \mathcal{F})} + p)$. Without loss of generality, we may assume that $O$ is of maximal size. That is, there is a pattern $P$ adjacent to $O$. Let $R$ be the pattern defined on $[-p-m_{(P, \mathcal{F})}; p+m_{(P, \mathcal{F})}]^2$ centered on the pattern $P$ adjacent to $O$ in $c$. Since $k > 2(m_{(P, \mathcal{F})} + p)$ and $O$ does not contain $P$, at least one of the four patterns $R_{[-p-m_{(P, \mathcal{F})}; -p]}$, $R_{[-p-m_{(P, \mathcal{F})}; -p] \times [p+m_{(P, \mathcal{F)}},]}$, $R_{[p+m_{(P, \mathcal{F)}},] \times [-p-m_{(P, \mathcal{F)}},; -p]}$, $R_{[p+m_{(P, \mathcal{F)}},] \times [p+m_{(P, \mathcal{F)}},]}$ does not contain $P$ as depicted on Figure 3;
since $R$ is a valid pattern with respect to $\mathcal{F}$, this contradicts the definition of $m_{(P, \mathcal{F})}$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Bounding the size of the patterns not containing $P$.}
\end{figure}

Now that we have a bound that deals only about locally valid patterns instead of patterns that appear in tilings (and therefore is computably checkable), we can proceed to the proof of Theorem 1.4:

\begin{proof}
$\mathcal{F}$ is a tileset that admits only quasi-periodic tilings. For an integer $n$, compute all the patterns $P_1, \ldots, P_k$ defined on $[-n; n]^2$ that are valid for $\mathcal{F}$.

For each of these $P_j$ use the following algorithm: For each integer $i$, compute the set $R_1, \ldots, R_p$ of patterns defined on $[-i-n; i+n]^2$ that contain $P_j$ at their center and are valid with respect to $\mathcal{F}$.

1. If there is no such pattern $R$, claim that $P_j$ cannot appear in any tiling by $\mathcal{F}$, and define e.g., $b_{P_j} = 0$. Then continue with $P_{j+1}$.
2. If all these patterns $R$ restricted to either $[-n-i; -n]^2$, $[-n-i; -n] \times [n; n+i]$, $[n; n+i] \times [-n-i; n]$ or $[n; n+i]^2$ all contain $P$ then define $b_{P_j} = 2(i+n)$ and continue with $P_{j+1}^2$.

For any pattern, one of these cases always happens: If $P_j$ appears in at least one tiling of $T_{\mathcal{F}}$ then, by Lemma 2.2, for $i = m_{(P_j, \mathcal{F})}$ we are in case 2. If $P_j$ does not appear in any tiling of $T_{\mathcal{F}}$ then case 1 must happen, otherwise we would have arbitrary large extensions of $P_j$ and hence a tiling containing $P_j$ by compactness. Note that we may halt in case 2 even if $P_j$ does not appear in any tiling.

Now compute $q(n) = \max \{b_{P_j}, D_{P_j} = [-n; n]^2\}$.

For any tiling $c \in T_{\mathcal{F}}$ and any pattern $P$ defined on $[-n; n]^2$ that appears in $c$ we have:

\begin{align*}
n_{(P, c)} &\leq n_{(P, \mathcal{F})} \quad \text{by definition of } n_{(P, \mathcal{F})} \\
&\leq 2(m_{(P, \mathcal{F})} + n) \quad \text{by Lemma 2.3} \\
&\leq b_{P} \quad \text{by minimality of } m_{(P, \mathcal{F})} \\
&\leq q(n) \quad \text{by definition of } q
\end{align*}

Therefore, for any configuration $c$ and any integer $n$, we have $Q_c(n) \leq q(n)$ and $q$ is the computable function that completes the proof of Theorem 1.4.

\footnote{Remark that these patterns are exactly those depicted in Figure 2.}
We remark that all the arguments used in the proofs of the lemmas involve only compactness and the fact that we can decide if a given pattern is valid for $\mathcal{F}$. Hence, we may remove some restrictions on $\mathcal{F}$: $\mathcal{T}_F$ is still compact if $\mathcal{F}$ is infinite and we can still decide if a given pattern is valid for $\mathcal{F}$. Moreover, if $\mathcal{F}$ is recursively enumerable then there exists a recursive set of patterns $\mathcal{F}'$ such that $\mathcal{T}_F = \mathcal{T}_{F'}$: consider the (computable) enumeration $f(0), f(1), \ldots$ of $\mathcal{F}$; when enumerating $f(i)$, we can compute an integer $n$ such that all the previously enumerated patterns are defined on a domain included in $[-n; n]^2$; then we enumerate all the extensions of $f(i)$ defined on $[-n-1; n+1]^2 \cup D_{f(i)}$. This enumeration enumerates a new set of patterns $\mathcal{F}'$ that is now recursive since they are enumerated by increasing sizes. It is straightforward that $\mathcal{T}_F = \mathcal{T}_{F'}$. We conclude that $\mathcal{F}$ needs not to be finite in order for Theorem 1.4 to be valid but we may assume that it is only recursively enumerable. Sets of tilings with a recursively enumerable set of forbidden patterns are usually called effective subshifts in the literature [7, 14, 13, 1, 10] or also $\Pi^0_1$ subshifts [25, 17] and are a special case of effectively closed sets as studied in computable analysis (see e.g., [28]).

3. Large quasi-periodicity functions

In this section we prove that we can construct tilesets whose every quasi-periodic tiling has a large quasi-periodicity function. We start from a 1-dimensional effective subshift $\mathbf{X}$ over an alphabet $\Sigma$ and then build an effective subshift over the alphabet $\Sigma \times \{0, 1\}$, and the complexity of the quasi-periodicity function will come from the top layer. For this, consider all occurrences of a word $u$ in the subshift $\mathbf{X}$. There are infinitely many of them, so the top layer restricted to occurrences of $u$ will contain a bi-infinite word over $\{0, 1\}$. If we can find infinitely many words in the subshift $\mathbf{X}$ so that occurrences of different words do not somehow overlap in a configuration $c$, then this would give us an infinite number of bi-infinite words within a single configuration $c$, in which we could code something.

The following lemma tells us how to find such words in the general case of minimal effective subshifts; a minimal subshift is a subshift in which every pattern that appears in a configuration appears in every configuration, or equivalently, a subshift that does not admit a proper non-empty subshift. In this case, all configurations are of course quasi-periodic.

**Lemma 3.1.** For any (non-empty) 1-dimensional minimal effective subshift $\mathbf{X} \subseteq \Sigma^\mathbb{Z}$ that has no periodic configuration there exists a computable sequence $(u_n)_{n \in \mathbb{N}}$ of words in the language of $\mathbf{X}$ such that no $u_n$ is prefix of another one.

**Proof.** We build recursively a sequence $(u_0, \ldots, u_n)$ and a word $v_n$ such that the set $\{u_k, k \leq n\} \cup \{v_n\}$ is prefix-free. For $n = 0$, take two different letters in $\Sigma$ ($|\Sigma| > 1$ comes from the hypothesis as $\mathbf{X}$ is non-empty and does not contain any periodic configuration).

Now suppose we obtain $(u_0, \ldots, u_n)$ and $v_n$. Since $\mathbf{X}$ is supposed to be minimal, $v$ appears in an uniformly recurrent way in a configuration of $\mathbf{X}$ and since $\mathbf{X}$ contains no periodic configuration, there exists two different right-extensions of $v$: $w$ and $w'$ of the same length. Taking $u_{n+1} = w$ and $v_{n+1} = w'$ ends the recurrence. \[\rule{2cm}{0.4pt}\]

\[\text{3}\]The definitions are usually given in dimension one, i.e., for (bi-)infinite, words even though they are the same for multi-dimensional configurations.
To obtain our theorem, we will need a subshift $X$ for which we control precisely the sequence $u_n$.

**Lemma 3.2.** There exists a (non-empty) 1-dimensional minimal effective subshift $X$ and a computable sequence $(u_n)_{n \in \mathbb{N}}$ of words in the language of $X$ so that $|u_n| \leq n$ and no $u_n$ is prefix of another one.

*Proof.* We will use a construction based on Toeplitz words. Let $p$ be an integer. For an integer $n$, denote by $\phi_p(n)$ the first non-zero digit in the writing of $n$ in base $p$, e.g., $\phi_3(15) = 2$.

Let $w_p = \phi_p(1)\phi_p(2)\ldots$. For example $w_4 = 12311232123312311231123\ldots$.

Now let $X_p$ be the shift of all configurations $c$ so that all words of $c$ are words of $w_p$. Note that any word of size $n$ appearing in $w_p$ appears at a position less than $p^n$ so that $X_p$ is an effective subshift.

Now the following statements are clear:

- For every word $w$ in $w_p$, there exists $k$ so that for every configuration $c \in X_p$, $w$ appears periodically in $c$ of period $p^k$ ($w$ might appear in some other places)
- $X_p$ is minimal (a consequence of the previous statement)

If $u_1$ and $u_2$ are two words over $\Sigma_1$ and $\Sigma_2$ of the same size, we write $u_1 \otimes u_2$ for the word over $\Sigma_1 \times \Sigma_2$ whose $i$th projection is $u_i$ ($i \in \{1, 2\}$).

Now let $X = X_7 \otimes X_8$. $X$ is a shift, and $X$ is minimal\(^4\): If $c_1 \otimes c_2 \in X_7 \otimes X_8$ and $u_1$ and $u_2$ are two patterns resp. of $w_7$ and $w_8$ of the same size, then $u_1$ appears periodically in $c_1$ of period $7^{k_1}$ and $u_2$ appears periodically in $c_2$ of period $8^{k_2}$. As these two numbers are relatively prime, there exists a common position $i$ so that $u_1$ (resp. $u_2$) appears in position $i$ in $c_1$ (resp $c_2$), so that $u_1 \otimes u_2$ appears in $c_1 \otimes c_2$.

Now we can find the sequence $u_n$.

Let $u$ be a word in $\{5, 6, 7\}^*\{1, 2, 3, 4\}$. We define $f_8(u)$ inductively as follows:

- If $|u| = 1$, then $f_8(u) = u$.
- If $u = xu_1$ then let $v = f_8(u_1)$ and $n$ be the length of $v$.
  - If $x = 5$ then $f_8(u) = 567v_11234567v_1234567v_13\ldots v_n1234$
  - If $x = 6$ then $f_8(u) = 67v_11234567v_1234567v_13\ldots v_n12345$
  - If $x = 7$ then $f_8(u) = 7v_11234567v_1234567v_13\ldots v_n12346$

Now it is clear that each $f_8(u)$ is in $w_8$ and by a straightforward induction, no $f_8(u)$ is prefix of another. Let $S_8 = \{f_8(u)|u \in \{5, 6, 7\}^*\{1, 2, 3, 4\}\}$ Note that $f_8(u)$ is of length $8^{n-1}$. In particular we have $4 \times 3^{n-1}$ words of length $8^{n-1}$ in $S_8$.

We do the same with $w_7$, with words $u \in \{4, 5, 6\}^*\{1, 2, 3\}$, to obtain a set $S_7$ containing $3 \times 3^{n-1}$ words of length $7^{n-1}$. We can always enlarge all words in $S_7$ to obtain a set $S_7'$ containing $3 \times 3^{n-1}$ words of length $8^{n-1}$.

Now take $S = S_7' \otimes S_8$. This set contains $12 \times 9^{n-1} > 8^n$ words of size $8^{n-1}$ for each $n$ and no word of $S$ is prefix of one another. Now an enumeration in increasing order of $S$ gives the sequence $(u_n)_{n \in \mathbb{N}}$.

The whole construction is clearly effective.

**Theorem 3.3.** Given a partial computable function $\varphi$, there exists a 1-dimensional effective subshift $X_\varphi$ such that any quasi-periodic configuration $c$ in $X_\varphi$ has a quasi-periodicity function $Q_c$ such that $Q_c(n) \geq \varphi(n)$ when $\varphi(n)$ is defined.

*Proof.* Consider the subshift $X$ and the computable sequence $(u_n)_{n \in \mathbb{N}}$ that are given by Lemma 3.2. Since Lemma 3.2 ensures that $|u_n| \leq n$, a sequence $(u_n)_{n \in \mathbb{N}}$ with

\(^4\)Note that the Cartesian product of two minimal shifts is not always minimal [24].
the additional property that \(|u_n| = n\) is also computable since we can compute an extension of the words \(u_n\) in \(X\) since it is minimal and effective and the prefix-free property is retained while taking extensions. We assume this additional property in this proof.

Let \(\Sigma' = \Sigma \times \{0,1\}\). We define \(X_\varphi\) as a subshift of \(X \times \{0,1\}^Z\).

Compute in parallel all the \(\varphi(n)\). When \(\varphi(n)\) is computed we add the following additional constraints: On the \(\{0,1\}\) layer of \(\Sigma'\) we force a 1 to appear on the first letter of \(u_n\) once every \(\varphi(n) + 1\) occurrences of \(u_n\), the first letter of all other occurrences of \(u_n\) being 0. There is no ambiguity since no \(u_n\) is prefix of another one. This defines \(X_\varphi\) as an effective subshift since \(X\) is effective and \((u_n)_{n \in \mathbb{N}}\) is computable.

Every \(u_n\) appears in every configuration of \(X\) since it is minimal. If \(\varphi(n)\) is defined, then every \(u_n\) with a 1 on the \(\{0,1\}\) layer appears exactly every \(\varphi(n)\) occurrences of \(u_n\)'s with a 0 on its \(\{0,1\}\) layer in every configuration of \(X_\varphi\). Therefore, for any quasi-periodic configuration \(c\) of \(X_\varphi\) we have that \(Q_c(n) \geq \varphi(n)\) where \(\varphi(n)\) is defined which completes the proof.

**Corollary 3.4.** There exists a 1-dimensional effective subshift \(X\) such that every quasi-periodic configuration \(c\) in \(X\) has a quasi-periodicity function which is not bounded by any computable function.

**Proof.** Let \((\varphi_n)_{n \in \mathbb{N}}\) be an effective enumeration of partial computable functions.

Let \(\varphi(n) = \varphi_n(n) + 1\); \(\varphi\) is also a partial computable function; we can therefore find an effective one dimensional subshift \(X_\varphi \subseteq \Sigma^Z\) via Theorem 3.3 such that any quasi-periodic configuration \(c\) of \(X_\varphi\) is such that \(Q_c \geq \varphi\) where \(\varphi\) is defined, hence \(Q_c\) is not recursively bounded.

**Theorem 3.5.** There exists a tileset such that every quasi-periodic tiling has a quasi-periodicity function that is not recursively bounded.

**Proof.** Take the effective 1-dimensional subshift of the previous corollary (as a subshift of \(\Sigma^Z\)): \(X_\varphi\). There exists a set of tilings (or 2-dimensional SFT) \(X_\varphi^2 \subseteq (Q \times \Sigma)^2\) encoding it \([1, 10]\) in the following way:

In any configuration of \(X_\varphi^2\), the rows of the \(\Sigma\)-layer are identical, that is, if we write this configuration as \(c_Q \times c_\Sigma \subseteq Q^2 \times \Sigma^2\), for any \(i, j\) in \(\mathbb{Z}\), \(c_\Sigma(i, j) = c_\Sigma(i, j+1)\). Moreover, the projection:

\[
p: (Q \times \Sigma)^2 \rightarrow \Sigma^2 \quad \begin{array}{ccc} c_Q \times c_\Sigma & \rightarrow & \mathbb{Z} \\ n & \rightarrow & c_\Sigma(n, 0) \end{array}
\]

of \(X_\varphi^2\) is exactly \(X_\varphi\) (i.e., \(p(X_\varphi^2) = X_\varphi\)). Since the configurations of \(X_\varphi^2\) are the Cartesian product of a construction layer (the \(Q^2\) part) and the effective 1-dimensional subshift \(X_\varphi\) repeated on the rows, the quasi-periodicity function of any quasi-periodic configuration of \(X_\varphi^2\) is greater or equal to the quasi-periodicity function of the quasi-periodic 1-dimensional configuration it represents.

Note that quasi-periodicity configurations obtained in the constructions in \([1, 10]\) are rather benign. If we start from a 1-dimensional quasi-periodic configuration \(c\), then the quasi-periodic tilings \(z\) that are projected onto \(c\) have a quasi-periodicity function that is computable knowing the quasi-periodicity function of \(c\).
4. Note

Theorem 9 in [6] stated the contrary of Theorem 1.4: “there exists a tileset such that all its tilings are quasi-periodic and none of its quasi-periodicity function is computably bounded”. Besides some errors that can be easily corrected, there is a big problem in the construction they claim to give. They encode $K$, a recursively enumerable but not recursive set, in every tiling in a way such that if $i \in K$ then it must appear in every tiling in a pattern of size $g(i)$ where $g$ is a computable function. This property allows by itself to decide $K$: For an integer $i$, compute $g(i)$ and all the possible encodings of $i$ if it were to appear in a tiling; patterns that do not appear in a tiling of the plane are recursively enumerable and thus, when we have enumerated all the patterns coding $i$ we know that $i \notin K$. Since $K$ is supposed recursively enumerable, this allows to decide $K$.
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5Simply try to tile arbitrary big patterns around it and if it is not possible claim that the pattern does not appear in a tiling.


This work is licensed under the Creative Commons Attribution-NoDerivs License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nd/3.0/.