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Abstract The purpose was to compare logistic regression model (LRM) and recursive partitioning (RP) to predict pathologic complete response to preoperative chemotherapy in patients with breast cancer. The two models were built in a same training set of 496 patients and validated in a same validation set of 337 patients. Model performance was quantified with respect to discrimination (evaluated by the areas under the receiver operating characteristics curves (AUC)) and calibration. In the training set, AUC were similar for LRM and RP models (0.77 (95% confidence interval, 0.74–0.80) and 0.75 (95% CI, 0.74–0.79), respectively) while LRM outperformed RP in the validation set (0.78 (95% CI, 0.74–0.82) versus 0.64 (95% CI, 0.60–0.67). LRM model also outperformed RP model in term of calibration. In these real datasets, LRM model outperformed RP model. It is therefore more suitable for clinical use.
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Introduction

The use of adjuvant chemotherapy is influenced by three important considerations. These include estimation of risk of relapse (prognosis), probability of sensitivity to therapy (response prediction) and risk of adverse events from treatment. Several prognostic risk prediction models exist that combine various clinical and pathological variables into a prognostic score [1–13]. Adjuvant online is perhaps the most commonly employed and the most user friendly among these tools (www.adjuvantonline.org) [8]. We previously developed a similar clinical pathological variable based chemotherapy response prediction model [9]. This model was built by using data from patients who received preoperative, neoadjuvant chemotherapy and therefore tumor response to treatment could be directly measured. Our clinical response prediction nomogram was subsequently validated on two sets of independent cases from two different institutions and proved to be rather accurate [9]. However, there are several different mathematical ways to combine variables into a multivariable predictor. The most often used model is logistic regression that is a form of generalized linear models and allows one to predict a discrete outcome, such as group membership (i.e. response versus no response or recurrence versus no recurrence), from a set of dependent variables that may be continuous, discrete, dichotomous, or a mix of any of these. Variables are
combined in a linear manner. However, non-linear models may be more pertinent for some situations. Recursive partitioning is an example of nonlinear predictors. In recursive partitioning, data are divided on the basis of the possession of specified attributes. In contrast to logistic regression, recursive partitioning is a nonparametric type of analysis that repeatedly subdivides data into smaller and smaller subgroups based on characteristics that predict the desired endpoint. The goal is to construct subgroups that, ideally, consist entirely of subjects with one endpoint category or another. Recursive partitioning, unlike logistic regression is nonlinear in its parameters, and would have an advantage if the true relationship between the variables and the outcome of interest is nonlinear. However, if the true relationship is linear, then recursive partitioning may be inferior to linear models because it is based on assumptions that are too general. Several studies have compared the performance of linear and non-linear predictors in model building, however few studies compared the performance of distinct models built from the same data and tested on independent validation sets [4, 5, 11, 12]. Comparing various strategies for multivariable model development may allow a better understanding of the strengths and limitations of these models.

The goal of the current work, was to compare our previously reported logistic regression model using clinical variables to predict pathologic complete response to preoperative chemotherapy with a non-linear recursive partitioning model that was built from the same discovery set \( (n = 496) \) and tested on the same validation set \( (n = 337) \).

### Materials and methods

In institutional clinical databases, we identified 496 patients from the Institut Gustave Roussy (IGR) in Villejuif, France, and 337 women from the University of Texas M.D. Anderson Cancer Center (MDACC) in Houston, Texas, United States, diagnosed with breast cancer and treated with an anthracycline-based primary chemotherapy. All the women gave informed written consent to therapeutic procedures and to the analysis of data related to their malignancy in accordance with Institutional Review Board institutional guidelines and the Declaration of Helsinki. The cohort treated at IGR included 496 patients who received 3 or 4 courses of anthracycline-based preoperative chemotherapy and was used as training set to develop the predictive models. The second cohort included 337 patients treated at MDACC with 4 courses of anthracycline-based preoperative chemotherapy and was used as a validation set. The clinical and histological characteristics were prospectively recorded into databases. The largest tumor dimension at clinical examination was recorded as the tumor diameter. Histologic grade, defined according to the modified Scarff, Bloom, and Richardson system described by Contesso et al. [14], was used at IGR, and the modified Black’s nuclear grade was used at MDACC. All the patients underwent axillary lymph node dissection and mastectomy or segmental mastectomy. Patients without residual invasive tumor or with only strictly in situ carcinoma were classified as having pathological complete response (pCR) in the breast.

Patient characteristics and chemotherapy modalities have been reported previously [9]. Table 1 describes the characteristics of the population, as well as tumor and histological findings on the 496 patients of the training set and on the 337 patients of the validation set. Patients had operable breast cancer: 3 (1%), 293 (59%), 161 (32%) and 39 (8%) patients had T0–1, T2, T3 and T4 tumors in the training set and 13 (4%), 109 (32%), 90 (27%) and 125 (37%) patients had T0–1, T2, T3 and T4 tumors in the validation set. Forty-three percent and 25% of patients had a negative clinical nodal status in the training set and the validation set, respectively. Twenty-nine percent and 46% of patients had estrogen receptor (ER) negative tumors in the training set and the validation set, respectively. Seven percent, 57, and 36% in the training set and 5, 40, and 55% in the validation set had grade 1, grade 2, and grade 3 tumors, respectively. Eighty-nine percent and 95% of patients had ductal tumors in the training set and the validation set, respectively.

In order to develop a well-calibrated logistic regression-based nomogram and a recursive partitioning model, we built these models in a training cohort and validated them in an independent validation cohort. We tested clinicopathological characteristics (age, tumor size, nodal status, histologic type and grade, ER status, multifocality and number of courses of preoperative chemotherapy) in a multivariate analysis for association with pCR. The performance of the multivariable model was assessed with respect to discrimination and calibration.

Discrimination (i.e., whether the relative ranking of individual predictions was in the correct order) was quantified with the the area under (AUC) the receiver-operating characteristic curve (ROC) which can range from 0 to 1 (1 indicating perfect concordance, 0.5 indicating no association and 0 indicating perfect discordance) [15].

Calibration corresponds to the agreement between observed outcome frequencies and predicted probabilities. Results are displayed as a calibration curve that shows the relationship between the observed outcome frequencies and the predicted probabilities for groups of patients defined by quartiles in the logistic regression model or by the final leaf in the recursive partitioning model. A calibration curve can be approximated by a regression line with intercept \( a \) and slope \( b \). These parameters can be estimated in an LRM with the event as outcome and the linear predictor as the only covariate. Well-calibrated models have \( a = 0 \) and \( b = 1 \). Therefore, a sensible measure of calibration is a likelihood
ratio statistic testing the null hypothesis that $\alpha = 0$ and $\beta = 1$. The statistic has a $\chi^2$ distribution with 2 degrees of freedom (unreliability [U]-statistic). Individual predictions were either calculated from nomograms or were obtained from the original data for the RP model. We also evaluated average error (for quartiles) $E_{\text{average}}$ and maximal error (for individual predictions) $E_{\text{max}}$ between predictions and observations obtained from a calibration curve. This gives an idea of model performance when extrapolated to new patient populations. This is of particular importance for clinical practice because probabilities are announced to patients without a confidence interval. To indicate a probability, $\pm$maximal error or average error is more appropriate than providing only a probability.

All analyses were performed using the R package with the Design, Hmisc, Rpart and Verification libraries (http://lib.stat.cmu.edu/R/CRAN/).

Results

Models development

Both models were developed from the same data set (IGR) including 496 patients. Forty-five (9%) patients had pathological complete response (pCR) and 451 (91%) had residual disease in this training set. In multivariate logistic regression analysis, initial $T$ stage (TNM), ER status, grade, number of course of preoperative chemotherapy were independently associated with pCR. We added age to the final model because it improved the calibration of the logistic regression model. The equation of probability of achieving pCR was $P = 1/(1 + \exp(-X))$. Where $X = -5.85766 + 3 \times V1 - 0.02247 \times V2 - 0.46632 \times V3 + 0.91987 \times V4 - 0.85084 \times V5$ and $V1$ was the number of preoperative course (3 or 4), $V2$ was age in years, $V3$ was $T$ of TNM classification (0, 1, 2, 3 or 4), $V3$ was histological grade (1, 2 or 3), and $V5$ was estrogen receptor status (0 or 1).


An example of the screen is shown on Fig. 1. The website also includes a calculator to estimate probability of breast conserving surgery and probability of residual tumor less than 3 cm after neoadjuvant chemotherapy. We next developed a recursive partitioning model. Recursive partitioning analysis created a tree that used grade, ER status, age and number of cycles of preoperative chemotherapy. The tree is represented in Fig. 2.

Comparison of the two pCR prediction models

We compared the discrimination and the calibration of the two distinct models in both the original training data and independent validation data set. The validation set included
337 patients from MDACC, the rate of pCR and residual disease were 12.7% (43 patients) and 87.3% (296 patients), respectively.

**Discrimination**

In the training set, the AUC of the ROC curve obtained with the logistic regression model and with the recursive partitioning model were similar, 0.77 (95% CI, 0.74–0.80; \( P < 10^{-3} \)) and 0.75 (95% CI, 0.74–0.79; \( P < 10^{-3} \)), respectively (Table 2; Fig. 3). In the validation set, the AUC of the ROC curve for the logistic regression model remained good, 0.78 (95% CI, 0.74–0.82; \( P < 10^{-3} \)), however the AUC of the ROC curve for the recursive partitioning model was lower: 0.64 (95% CI, 0.60–0.67) (Table 2; Fig. 4).

**Calibration**

We evaluated the calibration of the two models on the validation set. The calibration of the logistic regression model was excellent with no statistical difference between predicted probability and observed probability (\( P = 0.24 \)). The average difference (\( E_{\text{aver}} \)) and maximal difference (\( E_{\text{max}} \)) in predicted and calibrated probabilities were 1.6 and 1.6.10^{-14}%, respectively. The calibration of the recursive partitioning model was less good. However, there was also no statistical difference between predicted probability by the recursive partitioning tree and observed probability (\( P = 0.12 \)). The average difference (\( E_{\text{aver}} \)) and maximal difference (\( E_{\text{max}} \)) in predicted and calibrated probabilities were 6.3 and 27.5%, respectively, (Table 2; Fig. 5).
Table 2  Comparison of logistic regression model and recursive partitioning model to predict chemotherapy response of breast cancer based on clinical pathological variables according to discrimination and calibration

<table>
<thead>
<tr>
<th>Models</th>
<th>Nb of patients</th>
<th>Discrimination</th>
<th>Calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$E_{\text{max}}$ (%)</td>
</tr>
<tr>
<td>Logistic regression model</td>
<td>496</td>
<td>0.77 (0.74–0.80)</td>
<td>Not adequate</td>
</tr>
<tr>
<td>Training set (IGR cohort)</td>
<td>337</td>
<td>0.78 (0.74–0.82)</td>
<td>0.24</td>
</tr>
<tr>
<td>Validation set (MDACC cohort)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recursive partitioning model</td>
<td>496</td>
<td>0.75 (0.74–0.79)</td>
<td>Not adequate</td>
</tr>
<tr>
<td>Training set (IGR cohort)</td>
<td>337</td>
<td>0.64 (0.60–0.67)</td>
<td>0.12</td>
</tr>
<tr>
<td>Validation set (MDACC cohort)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

These two models were built from the same training set and tested on the same validation set. IGR Institut Gustave Roussy, MDACC M.D. Anderson cancer center, Nb number, $E$ difference in predicted and calibrated probabilities between calibration and AUC, $E_{\text{max}}$ maximal error, $E_{\text{aver}}$ average error, AUC Area under the ROC curve, ROC receiver operating characteristic, CI confidence interval, $^a$ $E_{\text{max}}$ for individual predictions, $^b$ $E_{\text{aver}}$ for quartiles

![Fig. 3 Receiver operating characteristics (ROC) curves of the logistic regression model and the recursive partitioning model for the 496 patients of the training set](image1)

![Fig. 4 Receiver operating characteristics (ROC) curves of the logistic regression model and the recursive partitioning model for the 337 patients of the validation set](image2)

**Discussion**

In these real datasets, the logistic regression model predicted breast tumor chemosensitivity to primary chemotherapy was better than recursive partitioning. This finding is of particularly interest because the goal of these models is to develop a predictive model for clinical use and the highest possible accuracy should be the primary objective. Several mathematical models are available to combine variables into multivariate predictors and one method might be better than the other in particular situations [1–6, 9–13]. In his study, we compared not only discrimination but also calibration of both a logistic regression-based nomogram and a recursive partitioning-based model. The logistic regression model that we developed is based on five input variables, including age, ER status, histologic grade, $T$ stage and number of preoperative course. The recursive partitioning model includes age, ER status, grade and number of courses of preoperative chemotherapy. Age was added in the logistic regression model even though it was non significant in univariate analysis because it improved calibration of that model. The development of logistic regression is easier than recursive partitioning. On the other hand, the tree that results from recursive partitioning allows an easy visualization of the decision steps and it is more easily interpretable in the biological context. The recursive-partitioning tree in Fig. 2
probability according to the model. Therefore, the c-index reflects how accurate is the model to correctly predict, between two patients, which one will have the best outcome. In a prospective validation, calibration, or how well the predicted probabilities reflect actual risk, is another aspect of accuracy that is not captured by the c-index. A model could discriminate well but lack even internal calibration if the fitted scores do not reflect the true probability of an event. Actually, a well calibrated model will also be discriminant. Our results demonstrate these elements. In our data, the logistic regression model was better calibrated and was therefore a better predictor of the probability of pCR as shown in Figs. 4, 5 and Table 2. These observations are in keeping with previous studies that demonstrated that tree-based models do not provide an improvement in predictive accuracy over logistic or Cox regression model [4, 12].

In conclusion, we demonstrate that the logistic regression-based nomogram that we previously reported is slightly more accurate than recursive partitioning.

**Fig. 5** Calibration plot of the logistic regression model and the recursive partitioning model for the 337 patients of the validation set shows for example that ER status is useful to distinguish chemosensitive low grade tumors but not high grade tumors.

In the literature, there are reports of head-to-head comparison between logistic regression and other models such as artificial neural networks or recursive partitioning when applied to training data and used for model building [4, 12, 13]. However, few studies are able to compare the performance of such competing models in independent validation sets of patients. Our results indicate that the AUC under the ROC curve of the logistic regression-based nomogram 0.77 (95% CI, 0.74–0.80) was similar to the AUC of the recursive partitioning 0.75 (95% CI, 0.74–0.79) in the training set. The small 2% difference in predictive accuracy does not imply that the use of the nomogram instead of the recursive partitioning in 1,000 patients will result in 20 additional (2%) correctly classified patients (while this is the common belief [13]). Accuracy, or the predictive ability of a model, has two major components, discrimination and calibration. The AUC is similar to the c-index, which is a measure of discrimination, or the ability to separate two patients. The c-index is independent of the prior probability of each outcome. The c-index computation requires only that the algorithm produce an ordinarily-scaled relative predictive score, not a true probability. The c-statistic is the probability that, for a randomly selected pair of subjects, one with favorable outcome (pCR in our study) and the other with unfavorable outcome (residual disease), the person with favorable outcome will have the higher estimated probability.