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Abstract: Today, new technologies (distributed systems, networks communication) are more and more integrated for applications needing to fit real-time and critical constraints. It means that we require more and more to integrate these new technology-based components in systems or sub-systems dedicated to safety or dealing with a high level of criticality.

Control systems are generally evaluated as a function of required performances (overshoot, rising time, response time) under the condition to respect a stability condition. Reliability evaluation of such systems is not trivial, because generally classical methods do not take into account time and dynamic properties which are the bases of control systems.
The methodology proposed in this paper deals with an approach for the dependability evaluation of control systems, based on Monte-Carlo simulation, giving a contribution to the integration of automatic control and dependability constraints.
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### 1 Introduction

New technologies, in particular digital microcontrollers and communication networks [1], are now widespread, including strong real-time-constraint or critical systems (ex: X-by-wire systems in vehicles). One of the questions which arise is how it is possible or not to use a new-technology based architecture in a safe or critical system [2]. What is the level of risk of a steering-by-wire car, for instance? In order to answer to this important question, some methodologies or approaches should be used.

How to quantitatively evaluate control system is still an open problem. There have been several investigations in control community; generally control systems are treated as static systems without considering their dynamic aspect [3]. Faults are generally considered as permanent, and system failure can be defined according to the failures of the components taking into account the system architecture. In network-oriented approaches, the failure is generally defined as the non respect of the time of delivery of a message (Quality of service) [4].

Two difficulties can be identified:

- Faults affecting the network may have various effects on the control system, depending on the state of the system, when the failure occurs. For example in a closed loop distributed around a network lost messages in the transient state does not have the same
effect as in the steady state [5] [6]. Another important aspect is the fact that errors can be transient, even fugitive; it is the case with digital-based systems and communication networks. It is consequently pertinent to consider and study the influence of the Quality of Service of the communication network on the system quality control [7].

- In researches dedicated to delayed systems [8], the behaviour of the system is considered generally in the presence of a constant (or bounded) delay in the loop (study of robustness, stability [9]…). In industrial reality, the disturbances of the network are random: the elements connected to the network function in an asynchronous way and several exchanges of messages are necessary during the same sampling time. The consequences are that in the general case an analytical study of the dependability is not easily realizable.

The capacity of the control devices to compensate some consequences of component failures needs to redefine the concept of failures of the whole system: the dependability [10] [11] [12] of the whole system is dependent not only on components of the system and their architecture, but also on the evolving states of the various components and the architecture (dynamic effect). It is so very difficult to get an analytical formal evaluation. To overcome these difficulties, an approach based on simulation is proposed.

Despite of its disadvantages (calculation time [13], convergence of the results), the Monte Carlo approach is used for the statistical evaluation of the reliability parameters thanks to many simulations (or stories), and makes it possible to obtain results.

The paper focuses on the incidence of two types of fugitive failures which can be encountered when using a network, either because of outside disturbances or due to the strategy of the protocol used: the loss of a sample and the delay of a sample. The combined influence of both types of failures is then studied, highlighting the cumulative effects. Indeed
the failures injected independently can have an acceptable effect whereas their simultaneous occurrence can lead to an unacceptable consequence.

The second section of the papers deals with the modelling environment used and the models developed. The third section discusses the influence of the faults, the criteria used, and focuses on the influence of the variable delays and the messages losses, first separately and then combined. The fourth section proposes a frame for the evaluation of the dependability of controlled systems, based on overshoot, response time (not developed in this paper) and stability criteria.

2 Modelling of the control system for dependability evaluation

2.1 Modelling environment

Modelling is based on SANs (Stochastic Activity Networks). SANs [14] are a stochastic generalization of Petri nets. These models permit the representation of concurrency, timeliness, fault-tolerance and degradable performance in a single model. Structurally, they consist in activities, places, input gates, and output gates. Activities which are similar to transition in standard Petri nets, are of two types: timed and instantaneous. Timed activities represent activities of the modelled system whose duration impact the performance of the modelled system. Instantaneous activities, on the other hand, represent system activities which occur immediately. Input gates and output gates control the enabling of activities and define the marking changes that will occur when an activity completes.

SAN is defined with the express purpose of facilitating unified Performance/dependability evaluation as well as more traditional performance and dependability evaluation [15]. Dependability evaluation is performed by defining a set of measures in the model. In the context of SPN, these measures are derived from the concept of reward [16].
Our models are developed using Möbius tools [17], a tool that supports the use of SAN. Without entering deeply into details but in order to ease the following parts, some basic explanations about Möbius are now given. Any study in Möbius begins with basic models called atomic models. These atomic models can be joined to define more complex models.

Each atomic model in Möbius is made of places, activities, and gates. These components create the static part of a SAN, the tokens forming the dynamic part. Each component has various attributes (figure 1).

**Places:** can be simple or extended. In Möbius, the concept of extended place is used to represent the coloured places. Each simple place has a name and an initial marking; it is graphically represented as a blue circle. An extended place has a name and a structure: the structure will be the equivalent of the colour. A structure can be formed by the Cartesian product of various fields:

$$\text{Structure} = \{\text{int} \times \text{short} \times \text{double} \times \text{char} \times \text{float}\}$$

Example of a structure frame= \{ID (int), value (float), size (int)\}: it means that the source whose address ID (integer) sends a message on the network; the information sent has the value value (float); size (integer) is the number of bits of the message.

**Activities:** an activity can be of two types, instantaneous or timed. An instantaneous activity has a name and a number of cases. If the number of cases is greater than one, a probability is associated to each case. The sum of the probabilities of all the cases must be equal to one. A timed activity has all the attributes of an instantaneous activity plus a field dedicated to the time of activation of the activity. The time is stochastic and can be
defined according to several probability laws (exponential, normal, binomial…). Time is associated to the activities, this corresponds exactly to T-timed Petri nets in [18].

**Input gates:** Input gates are represented graphically by a red triangle whose top is oriented towards the input place and the base towards the activity. An input gate connects one or more places to only one activity. An input gate has a name and two functions: the validation function which defines the conditions of activation of an activity and a gate function which makes it possible to modify the marking of the input places once the activity has been crossed.

**Output gates:** Output gates are represented by a black triangle whose the base is oriented towards the activity and the top towards the output place. An output gate has a name and a gate function which makes it possible to modify the marking of the places after the crossing of the activity.

**Arcs:** Arcs connect input places to input gates, input gates to activities, activities to output gates and output gates to output places.

[Fig. 1. Atomic model under Möbius]

### 2.2 Modelling of the components of a control system

In digital systems, control algorithms are implemented as programs and data flow distributed on architecture of calculators and networks managed by protocols. Control systems we consider are, by nature, continuous, whereas their control is computerized and thus digital. The knowledge of the process output variables by the control system (system composed of the controller, the actuator and the sensor) is achieved only at specific moments, generally synchronized by a clock, this kind of system are called sampled systems and the
theory is well established. The sampling of a system consists in proceeding periodically to the acquisition of the process outputs and the corresponding update of its input variables. The sensor is the element in charge of the acquisition of the output of the process; this information is sent to the controller which decides the action to achieve (control) to change the states of the process. The controller does not act in general directly on the process, but through an actuator (figure 2).

[Fig. 2. Controlled system]

The network ensures the communication between the various components. The use of a network as well as shared resources (calculators carrying out several tasks) made that the acquisition times of the state of the controlled system and the update of the controls may be not really periodic. The following part shows how one can model such a system to simulate the behaviour, by taking account of the variable delays. In this work, the network mechanisms are not modelled, it is considered that the network is the source of random disturbances, for the Control and the Measurement (see figure 2). The models used here are those of the sensor, the controller, the actuator (the model is not proposed in this paper but is available in [19]), and the process.

2.2.1 Sensor

The sensor role is to send an updated image of the state of the process to the controller. The sensor is placed somewhere on the process to make it possible to take needed measurements. The sensor is a periodical component, synchronised by a clock. At each period (sampling period $T_s$), the sensor measures information concerning the process and prepares a frame to be sent to the controller through the network. The preparation of the data and the sending of information are done within the $T_s$ time, constant and small enough to be generally considered as being negligible.
The periodicity of the sensor is ensured by the timed activity \textit{period} (Figure 3), it periodically adds all \( T_s \) time units a token in \textit{Place1}. The presence of a token in \textit{Place1} validates the \textit{sensor} instantaneous activity. The \textit{sensor} activity will take an image of the state of the system and puts it in the place \textit{sensor_output}. Times of measurement and coding of information are supposed to be very short, for that the \textit{sensor} activity is instantaneous. This activity can be replaced by a timed activity with a fixed time if one wants to take into account a small delay. The extended place \textit{sensor_output} contains a structure of the type frame, this place will be shared with the model representing the network. The presence of a token in this place means that a message is ready to be sent through the network.

The shared place \textit{process} represents the state of the system. The equations describing the evolution of the process are detailed in the part 2.2.4 dedicated to the process.

\[ \text{[Fig. 3. Model of a sensor]} \]

\subsection*{2.2.2 Controller}

Controllers are used to control the system in the best way, following performance criteria. Classical performance criteria \cite{20}, \cite{21} are:

- precision, materialized for example by a maximum value of the static error,
- speed, materialized in general by a maximum value of the rising time,
- overshoot limitation.

We consider now a PID (Proportional Integral Derivative) controller because it is very classical and widespread in industry.

\begin{equation}
 s(t) = K_P e(t) + K_I \int_0^t e(t) \, dt + K_D \frac{de(t)}{dt} \tag{2.1}
\end{equation}

\( K_P \) is the proportionality factor of the proportional component.

\( K_I \) is the coefficient of the integral component.

\( K_D \) is the proportionality factor of the derived component.
If PIDs are implemented onto microprocessors, approximations are made to ensure this implementation [22]. The PID algorithm can be programmed in the following form:

\[
\begin{align*}
p(i) &= K_p (r(i) - y(i)) \\
I(i) &= I(i-1) + b_1 \cdot e(i) + b_{i1} \cdot e(i-1) \\
D(i) &= a_2 \cdot D(i-1) - b_3 \cdot (y(i) - y(i-1)) \\
\Delta u(k) &= u(i) - u(i-1) = \Delta p(i) + \Delta I(i) + \Delta D(i)
\end{align*}
\]

With:

- \( r(i) \) the setpoint at time \( i \),
- \( y(i) \) sensor output at time \( i \),
- \( e(i) \) the static error (difference between the setpoint and output at time \( i \))

\[ e(i) = r(i) - y(i), \]

\( b_{i1}, b_{i2}, a_2 \) and \( b_3 \) are parameters depending on \( K_I, K_D, \) time \( i \) and \( i-1 \), and the approximation methods, these aspects are quite classical and not further detailed here.

Controller receives the messages sent by the sensor (place received figure 4). So the controller activity is validated. The crossing of this activity launches the control algorithm coded in the Output1 output. After the crossing of the controller_activity instantaneous activity, a frame-type token is put in the controller_output place. This token contains three attributes:

- \( id \) which is the identifier associated with the controller,
- \( size \) which is the size of the message sent,
- \( value \) is the setpoint.

[Fig. 4. Model of the controller]

2.2.3 Actuator

The model of the actuator resembles the model of the controller. The complete model is available in [19].
2.2.4 Process

In a networked-control context, the sensor transmits information to the controller which finally transmits the control to the actuator (Figure 5). The only component activated in a strict periodic way is the sensor. It means that the times of transmission can be variable. The controller sends the control each time $T_i$, the actuator receives them at times $T_{a_i}$. The controller and actuator activation times are not periodic anymore and are not known in advance.

Because of these difficulties, we decide to evaluate the actual response (for each sampling time) to a succession of steps representing the variations of the control, using the Laplace-transform formalism.

We suppose that the actuator maintains a constant value until the reception of a new control value. The input signal is displayed in (figure 6). Each $a_i$ represents a control sent by the controller and $T_{a_i}$ represents the time for the application of the control $a_i$ on the process.

At $t$, the signal at the input of the process can be written as a sum of steps:

$$e(t) = a_1 U(t - T_{a_1}) + (a_2 - a_1) U(t - T_{a_2}) + (a_3 - a_2) U(t - T_{a_3}) + \ldots \quad (2.3)$$

With the step $U(t)$ defined as:

$$U(t) = \begin{cases} 1 & \text{when } t \geq 0 \\ 0 & \text{when } t < 0 \end{cases}$$

$$E(s) = \left( a_1 \frac{e^{-sT_{a_1}}}{s} \right) + \left[ (a_2 - a_1) \frac{e^{-sT_{a_2}}}{s} \right] + \left[ (a_3 - a_2) \frac{e^{-sT_{a_3}}}{s} \right] + \ldots \quad (2.4)$$
a_i gives the control value at time $T_{a_i}$. $T_{a_i}$ is the time when the control value is taken into account by the actuator.

We have:

$$S(s) = E(s)G(s)$$

(2.5)

The Laplace transform of the output $S(s)$ is classically calculated (equation 2.5), from the transform of the input $E(s)$ and the process transfer function $G(s)$.

**Case of a second order system:**

Now let us consider a system of the second order: $G(s)$ can be written as:

$$G(s) = \frac{K}{(s+x_1)(s+x_2)} = \frac{K_1}{(s+x_1)} + \frac{K_2}{(s+x_2)}$$

which gives:

$$S(s) = \left[\left(a_1 + \frac{e^{-Ts_1}}{s}\right) + \left(a_2 - a_1\right)\frac{e^{-Ts_2}}{s}\right] + \left[\left(a_3 - a_2\right)\frac{e^{-Ts_3}}{s}\right] + \ldots + \left[\frac{K_1}{(s+x_1)} + \frac{K_2}{(s+x_2)}\right]$$

(2.6)

From this equation one can deduce the output according to time:

Let's consider $\alpha_1 = \frac{K_1}{x_1}$ and $\alpha_2 = \frac{K_2}{x_2}$

$$s(t) = \alpha_1 a_1 \left(1 - e^{-x_1 t}\right) + \alpha_2 \left(a_2 - a_1\right) \left(1 - e^{-x_2 (t-T_{a_2})}\right) + \alpha_3 \left(a_3 - a_2\right) \left(1 - e^{-x_3 (t-T_{a_3})}\right) + \ldots$$

$$+ \alpha_4 \left(a_4 - a_3\right) \left(1 - e^{-x_4 (t-T_{a_4})}\right) + \ldots$$

(2.7)
Let us remind that the sensor measures information periodically. At the time $T_s$, the actuator applies the following control:

$$s(T_s) = \alpha_1.a_1(1 - e^{-x_1.T_s}) + \alpha_2.a_1(1 - e^{-x_2.T_s})$$

(2.8)

At the time $2.T_s$, there are two possibilities:

1) The sensor does not receive a new control before the time $2.T_s$, so the delay is higher than the sampling period, in this case the previous equation remains valid.

2) The actuator receives a new control before the time $2.T_s$. In this case the output can be calculated by the expression:

$$s(2.T_s) = (s_1 - a_1.a_1)e^{-(x_1.T_s)} + a_2.a_1 - (a_2 - a_1).a_1.e^{-(x_1.2.T_s-t_2)} +$$

$$+ (s_2 - a_1.a_2)e^{-(x_2.T_s)} + a_2.a_2 - (a_2 - a_1).a_2.e^{-(x_2.2.T_s-t_2)}$$

(2.9)

With the same process, at the time $i.T_s$ the actuator receives a new control between the time $(i-1).T_s$ and $i.T_s$, the output is obtained by:

$$s(i.T_s) = \left(s_1 - a_i.a_1 \right)e^{-(x_1.T_s)} + a_1.a_1 - (a_i - a_{i-1}).a_1.e^{-(x_1.(i.T_s-t_i))}} +$$

$$+ \left(s_2 - a_i.a_2 \right)e^{-(x_2.T_s)} + a_2.a_2 - (a_i - a_{i-1}).a_2.e^{-(x_2.(i.T_s-t_i))}}$$

(2.10)

These equations are implemented in the model representing the sensor (output of the sensor activity), in this case we considered useless to add another model to represent the process, since generally a sensor is associated only to one process. If it is needed, this separation can be easily applied. Let us note that this calculation is only made once every $T_s$ time units (period of the sensor), since the output is not determined on a continuous basis. We
calculate the output of the system each sampling time by taking account of the variable delays which vary from one sampling period to another.

The transfer function which will be used in the following is drawn from the work of Aström and Wittenmark [23]. This example is used since several works are available in the literature from this example, in particular in the field of Networked Control Systems, so this example can be considered as a benchmark.

\[
G(s) = \frac{1000}{s(s + 1)}
\]

The interest is that this system is known. It can be shown that this system become unstable when the delay is greater or equal to 48% \( T_s \). This important figure will be considered in the next parts.

The final model of the whole system (control system + process) can be obtained by joining the models of the four basic elements described above.

3 Influences of the faults

The goal of our study is to analyze the influence of the transient faults of the network and their consequence on the reliability of the control system. The permanent faults are not taken into account in this study.

3.1 Influence of the variable delay

To illustrate the influence of the variable delay, let us consider the example of Aström and Wittenmark presented in the end of the previous section. We know that a constant delay
equal to 48% of the sampling period on each message transmitted through the network makes the system unstable.

Let’s consider first the case when the delay is always lower than the limit. This delay is random according to a uniform law in an interval from time ranging between 0 and 40% of the sampling period. To study the influence of the variable delay on the performances, we repeated 1000 tests of the response to the step by simultaneously introducing a random delay on the delivery of information between sensor and controller on the one hand and controller and actuator on the other hand.

[Fig. 7. Distribution of the overshoot, the response time at 10% and the rising time in the presence of variable delays (the x-axis represents the value of the parameter of performance and the y-axis represents the number of stories which reached the value given in X-coordinate)]

Figure 7 shows the distribution of the parameters of performances (overshoot, response time and rising time) in the presence of a variable delay. Vertical thin black lines represent the value of the concerned parameter for a constant delay (40% $T_s$, 20% $T_s$, 0% $T_s$).

We can see that the influence of the variable delay acts on the overshoot which remains bounded by two values which correspond to the minimal and maximal constant delays. A large number of stories (400 stories) have an overshoot which approaches a particular value 1.11474 which corresponds to the value of the overshoot in the case of an average constant delay (20% $T_s$), which is quite normal. The response time takes a value among five particular class values.

For the rising time on the contrary, the variable delays improve the rising time, nearly 90% of the stories have a rising time of 0.06 for a rising time of 0.07 in the case of a minimal fixed delay. Considering the system is digitalised, the output of the system is measured only at the moments of activation of the sensor, which explains why the values of the rising time are multiples of the sampling period. For the 1000 stories no case of instability appeared. This can
be explained by the fact that all the delays are lower than the worst case (48% of the sampling period).

The following test (figure 8) aims at seeing the influence of the variable delay on the stability of the system. The delays are distributed according to a uniform law in a time interval ranging between 20% and 60% of the sampling period.

[Fig. 8. Evolution of the output in the presence of a variable delay ranging between 20% and 60% of the sampling period]

Figure 8 superimposes the outputs for a test of 1000 stories. It is noticed here that the disturbance of the system is very strongly accentuated with the increase in the variable delay range. We can also notice some cases where the system has trend to instability. It is interesting to notice that even if the system has a trend to instability, it does not become unstable, even if certain delays exceed the value of 48% $T_s$. That indicates that the system is robust with delays larger than the maximum delay, if the frequency of occurrence of these delays is sufficiently weak. This is an interesting result which shows that the system is robust to some over-delays, so what is important here is not only the value of the delays, but also the distribution of the delays during time.

3.2 Influence of message losses

We consider now that any information exchanged between the components can be lost before being received by the receiving station. We distinguish two types of messages: measurement and control.
Figure 9 shows the response of the system to a reference step, when there are some information losses. One can notice that the influence of a loss during the same time of treatment is not identical, according to whether it relates to measurement or control. In the first case, the controller does not receive information and does not calculate a new control. In the second case, a control is elaborated but it is not sent to the actuator.

Figure 10 shows the distribution of performance parameters in the presence of probabilities on the messages (for each probability: 1000 stories of response to a step).

The vertical thin black lines represent the value of the parameter concerned if there are no losses. It is noticed that in the majority of cases, the performances parameters are not affected and that the values approach the values obtained without loss. The results show that quality (in particular for the response time and the rising time) in the presence of loss can be better than in the ideal case (no loss). Although in the majority of cases the overshoot did not change, we can observe some situations where the overshoot is more than 160% of the setpoint; these situations correspond to the losses of the messages in the transient stage: that can be dangerous, when these overshoots are non tolerable by the system.
3.3 **Superposition of variable delays and losses of the messages**

This paragraph studies the simultaneous influence of the variable delays and the losses of the messages. The delay is drawn by chance according to a uniform law in a time interval ranging between 0 and 40% of the sampling period. And the probability of loss of the messages is fixed at 0.01.

[Fig. 11. Distribution of the overshoot, the response time at 10% and the rising time in presence of variable delays and the messages losses (x-axis represents the value of the parameter of performance and y axis represents the number of stories which evolved to the value given in X-coordinate)]

The results of the superposition of the two types of faults resemble those of the variable delay with a small degradation over the overshoot and the response time. The overshoot can be larger than 1.34263 (value obtained for a maximum constant delay). As in the case of a variable delay only, a large number of stories (370 stories) have an overshoot which approaches 1.11474 (overshoot obtained for a constant delay with 20% T_0). For the response time, the superposition of the two types of faults gives new values which do not appear when each case is considered separately. These results show the difficulty in evaluating the influence of the superposition of the two types of faults.

This part showed the relationship between disturbing events with a communication point of view, and the evolution of the performance parameters, with a control point of view.

4 **Towards a study of reliability**
We can define the mission of the system as being the control of a physical variable with a certain quality of control. The quality of control is defined by certain criteria: limited overshoot, minimal rising and response times, and no trend to instability. Any behaviour of the system which does not respect the specifications must be regarded as a failure of the system. The considered failures are probabilistic, so the failure of the system itself is probabilistic and can be put in relation to the concept of reliability. This may be justified by the fact that in many industrial systems, an excessive value of a physical variable may be dangerous for a part of the system and then impact the reliability of the whole system (for example over current in an electric drive, over torque on a shaft, over temperature in a semiconductor, etc.). We define the “failure by a criterion” as being the probability that this criterion is not respected, for example the failure by overshoot means that the overshoot is too high. The system will be considered as failed when at least one criterion (overshoot, response time, rising time) fails.

**Criteria of evaluation**

In order to obtain significant evaluations, it is necessary to produce several simulations to obtain a degree of confidence of the estimated variables. Let us remind that with Monte Carlo approach, it is not guaranteed to have the exact values of the parameters to be evaluated. In fact, the method guarantees only the probability that the number of stories $N$ ensures a result with a given precision.

To define the confidence in the results, two parameters are used: a precision interval and a percentage of values which belongs to this interval. Each time a new history $i$ ($i$ being the number of the history) is launched, a new average value $V_i$ is determined and the
difference \( d_i = V_i - V_{i-1} \) is calculated. If \( d_i \) belongs to the precision interval, the number of histories belonging to the precision interval increases. If the percentage of histories belonging to the precision interval reaches a given threshold, the simulation stops.

For example an accuracy of 5% of the precision interval and 95% of the percentage of membership requires that 95% of the calculated \( d_i \) be lower than \( \pm 5\% \) of the last average.

In the next sub-sections are studied the cases of the failure by overshoot and the failure by stability. Depending on the system, other cases can be studied.

### 4.1 Failure by overshoot

The failure by overshoot consists in fixing a maximum gap \( D_{ov} \) between the output and the ideal response to a step. When there are transient faults, if at a given time the overshoot is greater than the set-point \( D_{ov} \), we consider a failure by overshoot. We can physically justify this choice since in many industrial applications the overshoot of certain variables can be dangerous.

#### 4.1.1 Influence of a variable delay on the failure by overshoot

We repeated the tests of response to the step (history) by simultaneously introducing a random delay on the delivery of information between sensor and controller on the one hand and controller and actuator on the other hand. For each simulation, we detect if the criterion of overshoot is satisfied or not. With each new history, we calculate the average number of times...
where the criterion is not satisfied (overshoot higher than the threshold). Simulation is stopped when we obtain a difference between two average successive values lower than ±5% of the last average, and this at least in 90% of the stories.

[Fig. 12. Probability of failure by overshoot in the presence of variable delays, the x-axis represents the constraint of $D_{ov}$ threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure]

Figure 12 illustrates the relation between the variable delay which expresses the quality of service of the network and the failure by overshoot, representative of the quality of control. The curves show the change of the probability of failure by overshoot according to the $D_{ov}$ variation. The three curves correspond to three classes of variable delay. The delay is uniformly distributed between 10% and 30% of the sampling period for the first case, between 15% and 35% for the second case and between 20% and 40% for the third case. These values are taken to illustrate the influence of the variable delay. They are however realistic, for the first case, if the communications protocol manages the access in a priority way, we can for example imagine a situation where:

- a high priority message which is always sent before the messages relating to the application, introducing a delay of 10% of the sampling period (125 bits for a rate of 125 000 bit/s)

- after this delay the network will be temporarily unreachable for one random time between 0% and 20%.

Other causes can generate this type of delay: for example in non deterministic open networks where the traffic can vary in a random way. The best way of representing these delays is more accurately to represent the traffic and the unavailability of the network (transient failure).
4.1.2 Influence of losses on the failure by overshoot

The same step for the evaluation of the probabilities of failures is applied to estimate the influence of the losses of the messages. The tests of response to the step (history) are repeated by simultaneously introducing probabilities of losses on the delivery of information between sensor and controller on the one hand and controller and actuator on the other hand. The Monte Carlo simulation is used for the evaluation of the probability of failure by overshoot and the same criterion of stop is used as in the case of the variable delays (5% of precision and 90% of percentage of membership).

[Fig. 13. Probability of failure by overshoot in the presence of losses of information, the x-axis represents the constraint of \( D_{ov} \) threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure]

Figure 13 shows the probability of failure as a function of the threshold constraint for various probabilities of loss. These results show the existence of a relation between the probability of the losses of a message and the failure by overshoot of the system.

As we pointed out concerning the variable delay, we can wonder about the origin of the losses to characterize their probability of occurrence according to the environment and the traffic circulating on the network. We can for example take into account the probability of having two lost consecutive messages (this possibility is plausible in the case of wireless networks).
4.1.3 Influence of the superposition of variable delays and loss of messages on the failure by overshoot

The two previous paragraphs considered only one source of fault and made it possible to highlight the relation between the source of fault and the failure by overshoot. The following part aims to highlight the simultaneous influence of these two sources on the failure by overshoot.

[Fig. 14. Probability of failure by overshoot in the presence of the losses and the variable delays, the x-axis represents the constraint of $D_{ov}$ threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure]

The delay is uniformly chosen between 10% and 30% of the sampling period and the probability of loss is fixed at 0.01. On figure 14, the three curves correspond to the three cases: 1) variable delay 2) losses of messages 3) superposition delay plus losses of the messages.

A probability of loss of messages of 0.01 on a network is a rather high probability, in practice this probability is smaller; while a delay varying uniformly between 10% and 30% is more realistic. With these values we find that the overshoot is much more sensitive to the variation of the delay than to the loss of the messages (the probability of exceeding of 10% the setpoint is about 0.7 for a variable delay and of 0.009 for a probability of loss of 0.01). The results of simulation show that there are cases where the system is reliable with respect to a single source of failure but not for the superposition of two different sources.
4.2 Failure by stability

The purpose is here to identify situations where the disturbances have a trend to make the system unstable [24]. To define the failure by stability, we supervise the successive peaks of the response to the level in the presence of these transient faults. If we observe peaks of increasing amplitude, this is a situation of trend to instability.

[Figure 15: Trend to instability: example of an output in Volts as a function of the time in ms]

More precisely, the criterion is as follows: if we measure three successive amplitudes of peaks (in absolute value) increasing, the system is declared in failure by stability.

[Table 1. Probability of failure by stability]

Table 1 shows the results obtained for the probability of failure by stability. The results are given for a delay varying uniformly between 20% and 60% of the sampling period. In the general case, a first study should be achieved before to decide the unacceptable number of peaks, this parameter depending on the context of the application. In the present study, a succession of three peaks with increasing amplitude was considered.
4.3 Evaluation of reliability

According to the definition of reliability given previously, the system fails if one criterion is not satisfied. To determine the reliability:

- the probability of failure for each criterion is first calculated, under specified conditions (delay, probability of loss, or the superposition of both)

- reliability according to our definition is then determined: the calculation of reliability is done in two ways: by the theorem of Poincaré knowing the probabilities of failures for each criterion or direct simulation on the system.

To calculate reliability it is necessary to fix the thresholds for each parameter. In this paragraph the study is limited to the overshoot and the trend to instability. One fixes $D_{ov}$ at 70%. For stability the same criterion that in the previous sub-section is used (three increasing peaks).

The failure of the system will take place if a failure by stability or a failure by overshoot arises:

$$P_{failure\_system} = P (def_{overshoot} \cup def_{stability})$$

$$= P_{def_{overshoot}} + P_{def_{stability}} - P (def_{overshoot} \cap def_{stability}) \quad (4.1)$$

The probability of each of these three terms can be calculated from simulations on the SAN models (see section 2.1). For example to calculate the probability of the third term it is
enough to add two places failure_stability and failure_overshoot and to put a token in the place failure_overshoot after the occurrence of a failure by overshoot and a token in the place failure_stability in the case of a failure by stability. The probability of the term $P(\text{def_overshoot} \cap \text{def_stability})$ will be the probability of having a token in each of the two places.

Table 2 gives the evaluation of these terms for an accuracy of 5% and one percentage of membership of 90%.

[Table 2. Evaluation of the probabilities of failure]

From these probabilities, reliability can be calculated with equation 4.1 (theorem of Poincaré).

Reliability can also be evaluated directly in the following way: for each history we test whether at least one criterion is not satisfied, if it is the case, a counter concerned with unreliability $n_{\text{def}}(T)$ which represents the number of stories where the system was found in a failing state, is incremented. Reliability is estimated by the following relation:

$$R(t) = 1 - \frac{n_{\text{def}}(t)}{N}$$  \hspace{1cm} (4.2)

Where $n_{\text{def}}(t)$ is the number of stories which led to a failure state, $N$ is the total number of simulated stories, $R(t)$ is the reliability.

Table 3 compares the results of evaluation of reliability by the two methods.

[Table 3. Results of evaluation of reliability by the two methods]
Values on the variations are always lower than the precision defined at the simulation stage (5%).

To obtain the results of section 4, four simulation campaigns (a campaign gathers several studies) were launched:

- campaign_1: for the evaluation of the influence of the variable delay.
- campaign_2: for the evaluation of the influence of the losses of messages.
- campaign_3: for the evaluation of the influence of the superposition of the variable delay and losses of messages.
- campaign_4: for the direct evaluation of reliability.

The first three campaigns make it possible to evaluate the probabilities of failure by overshoot, response time and stability under various conditions (variable delay, losses, superposition). The fourth campaign makes it possible to evaluate directly reliability (section 4.3). All the campaigns can be carried out in parallel on the same machine. The time of simulation is long but acceptable: as an example in order to determine the reliability in the last paragraph, 1 158 035 stories were necessary before the stop of simulations (equivalent to 3 hours of simulation).

5 Conclusion

The work presented here is an approach for the evaluation of reliability of Networked Control System (NCS). The approach focuses in particular on transient faults which appear with digital networked components. Introduction of control loops, with some tolerant-fault mechanisms, can also improve the actual reliability of the system, but at the same time
complexifies the evaluation. When a control loop is introduced in a system, the objective is to obtain a new system defined by performance objectives: stability, response time, overshoot, static error… The presence of fugitive failures will bring more or less strong degradations of the performances being likely in certain cases to cause irreversible damages (damage or destruction of components, rejections of effluents, etc). It is important thus to force a limit not to be exceeded for the transient disturbances. The problem of reliability is thus to calculate the probability that the performances of the system remain within acceptable limits beyond whose the risk is intolerable. As it is proposed by [25], reliability becomes a vector of probabilities in order that each performance indicator remains within tolerable limits. For each probability, disturbing events or the combinations of disturbing events (cuts) can be defined. It is however not possible to provide an analytical expression of these probabilities because they depend not only on the probabilities of occurrence of the fugitive failures but also both on the thresholds fixing the limit of acceptability and on functional dynamics of the system. This is why we proposed a simulation approach.

First, it is intended to identify the incidence of two types of fugitive failures: the loss of a sample and the delay. The step response of the system is studied by Monte-Carlo simulation, by random injection of a loss or random variation of the delays [26]. We use acceptable performance threshold detectors on rising time, response time, overshoot, trend to instability. The criterion for stopping simulation is related to the probability of membership with a certain confidence interval on the result. Finally, both disturbances are used together, highlighting cumulative effects. Because the system is dynamic, the probability of non failure of the system is not the product of the probabilities of non occurrence of the failures.
This work does not intend to solve completely the problem of the evaluation of the reliability of Networked Control Systems (NCS), the resolution of this problem being not trivial. We propose a method and the tools associated to approach this evaluation by simulation and thus to bring a help to the systems design satisfying with critical requirements on certain performance parameters. Thanks to Monte Carlo simulation, the approach suggested made it possible to quantify the influence of the transient faults on reliability, and so, the influence of the quality of service of the communication function on the quality of control of the system.

One of the most interesting aspects to develop for the assistance to the design of NCS is undoubtedly the search for importance factors which are specific to these systems. In “classical” reliability, importance factors define the sensitivity of the reliability of the system to certain factors related on the component or the structure. This work showed that reliability depends also on functional parameters (pole and zeros of the transfer function…), for example it will be interesting to study the sensitivity of the reliability to a controller coefficient, in a case where the increase can improve the dynamics of the system but degrade its reliability; in this case a compromise must be required.
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Figure 4: Model of the controller
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Figure 5: Component activation times
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Figure 7: Distribution of the overshoot, the response time at 10% and the rising time in the presence of variable delays (the x-axis represents the value of the parameter of performance and the y-axis represents the number of stories which reached the value given in X-coordinate)
Figure 8: Evolution of the output in the presence of a variable delay ranging between 20% and 60% of the sampling period

Figure 9: Response of the system to a reference step: example of the loss of the third sample
Figure 10: Distribution of the overshoot, the response time to 10% and the rising time for loss probabilities 0.01, 0.02, 0.03 (the x-axis represents the value of the parameter of performance and the y-axis represents the number of stories which evolved to the value given in X-coordinate). Overshoot is expressed as 1 for normal value with no overshoot (1.1 means 10% overshoot); Response time and rising time are expressed in ms.
Figure 11: Distribution of the overshoot, the response time at 10% and the rising time in presence of variable delays and the messages losses (x-axis represents the value of the parameter of performance and y axis represents the number of stories which evolved to the value given in X-coordinate)

Figure 12: Probability of failure by overshoot in the presence of variable delays, the x-axis represents the constraint of $D_{ov}$ threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure
Figure 13: Probability of failure by overshoot in the presence of losses of information, the x-axis represents the constraint of $D_{ov}$ threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure.

Figure 14: Probability of failure by overshoot in the presence of the losses and the variable delays, the x-axis represents the constraint of $D_{ov}$ threshold (expressed in % of the setpoint), the y-axis represents the value of the probability of failure.
Figure 15: Trend to instability: example of an output in Volts as a function of the time in ms