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Abstract
In this paper, we study the uniqueness of solutions for diagonal hyperbolic systems in one space dimension. We present two uniqueness results. The first one is a global existence and uniqueness result of a continuous solution for strictly hyperbolic systems. The second one is a global existence and uniqueness result of a Lipschitz solution for hyperbolic systems not necessarily strictly hyperbolic. An application of these two results is shown in the case of one-dimensional isentropic gas dynamics.
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1 Introduction and main results

1.1 Setting of the problem
In this paper we are interested in continuous solutions to hyperbolic systems in dimension one. Our work will focus on solutions $u(t, x) = (u^i(t, x))_{i=1,...,d}$, where $d \geq 1$ is an integer, of hyperbolic systems which are diagonal, i.e.

$$\partial_t u^i + \lambda^i(u) \partial_x u^i = 0 \text{ on } (0, +\infty) \times \mathbb{R}, \text{ for } i = 1, ..., d,$$

(1.1)

with the initial data:

$$u^i(0, x) = u^i_0(x), \text{ for } i = 1, ..., d.$$

(1.2)

Here we use the notation $\partial_t = \frac{\partial}{\partial t}$ and $\partial_x = \frac{\partial}{\partial x}$. Such systems are (sometimes) called $(d \times d)$ diagonal hyperbolic systems.
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For real numbers $\alpha^i \leq \beta^i$, let us consider the box

$$U = \Pi_{i=1}^d [\alpha^i, \beta^i].$$

(1.3)

We consider a given function $\lambda = (\lambda^i)_{i=1,\ldots,d} : U \to \mathbb{R}^d$, which satisfies the following regularity assumption:

$$(H1) \quad \begin{cases} 
\lambda \in [C^\infty(U)]^d,

\text{there exists } M_0 > 0 \text{ such that for } i = 1,\ldots,d, 
|\lambda^i(u)| \leq M_0 \text{ for all } u \in U,

\text{there exists } M_1 > 0 \text{ such that for } i = 1,\ldots,d, 
|\lambda^i(v) - \lambda^i(u)| \leq M_1 |v - u| \text{ for all } v, u \in U,
\end{cases}$$

where $|w| = \sum_{i=1,\ldots,d} |w^i|$, for $w = (w^1,\ldots,w^d)$. Given any Banach space $(E, \| \cdot \|_E)$, in the rest of the paper we consider the norm on $E^d$:

$$\|w\|_{E^d} = \sum_{i=1,\ldots,d} \|w^i\|_E, \text{ for } w = (w^1,\ldots,w^d) \in E^d.$$ 

Then, we define

$$\lambda^i_j(u) = \frac{\partial \lambda^i}{\partial u^j}(u), \text{ for } i, j = 1,\ldots,d,$$

and we assume that

$$(H2) \quad \lambda^i_j(u) \geq 0 \text{ for all } u \in U, \text{ and } i = 1,\ldots,d.$$ 

In (1.2), the initial data $u_0 = (u^1_0,\ldots,u^d_0)$ is assumed to satisfy the following property:

$$\begin{cases} 
\alpha^i \leq u^i_0 \leq \beta^i, 

u^i_0 \text{ is nondecreasing}, \text{ for } i = 1,\ldots,d, 

\partial_x u^i_0 \in L \log L(\mathbb{R}),
\end{cases}$$

where $L \log L(\mathbb{R})$ is the following Zygmund space:

$$L \log L(\mathbb{R}) = \left\{ f \in L^1(\mathbb{R}) \text{ such that } \int_{\mathbb{R}} |f| \ln (e + |f|) < +\infty \right\}.$$ 

This space is equipped by the following norm:

$$\|f\|_{L \log L(\mathbb{R})} = \inf \left\{ \mu > 0 : \int_{\mathbb{R}} \frac{|f|}{\mu} \ln \left(1 + \frac{|f|}{\mu}\right) \leq 1 \right\}.$$ 

This norm is due to Luxemburg (see Adams [4], (13), Page 234).
In particular we will say that \( u_0 \) is nondecreasing if each component \( u_i^0 \), for \( i = 1, \ldots, d \), is nondecreasing and we write it as \( \partial_x u_0 \geq 0 \). Recall that nondecreasing solutions of the classical scalar Burgers equation \( \partial_t u + \partial_x \left( \frac{u^2}{2} \right) = 0 \), do not develop shocks. Notice that assumption \((H2)\) is a natural generalization of Burgers equation to systems.

For general \((d \times d)\) strictly hyperbolic systems, (including diagonal systems, like system \((1.1)\)), Bianchini and Bressan proved in \cite{4} a striking result of global existence and uniqueness of a solution assuming that the initial data has small total variation. Their existence result is a generalization of Glimm’s result \cite{12}, proved in the case of conservation laws. Let us mention that an existence result has also been obtained by LeFloch and Liu \cite{18,19} in the non-conservative case. In this paper we are interested in existence and uniqueness result of a continuous solution to system \((1.1)\).

1.2 Main results

In El Hajj, Monneau \cite{11}, we left open the question of the uniqueness of continuous solutions of system \((1.1)\). In this subsection we present two uniqueness results for system \((1.1)\) under some particular assumptions. An application of these two main results is then presented in Subsection 1.3 for the 1D gas dynamics equations.

**Theorem 1.1 (Existence and uniqueness of a continuous solution)**

Assume \((H1)\), \((H2)\), \((H3)\) and that system \((1.1)\) is strictly hyperbolic, i.e.

\[
\lambda^{i+1}(u) - \lambda^i(u) \geq \Lambda > 0, \quad \text{for all } u \in U \quad \text{and} \quad i = 1, \ldots, d - 1. \tag{1.4}
\]

Then, there exists a function \( u = (u^i)_{i=1,\ldots,d} \) which satisfies:

i) **Existence of a continuous solution:**

The function \( u \) is solution of \((1.1)-(1.2)\), such that \( u(t,\cdot) \) is nondecreasing in \( x \) for all \( t > 0 \), \( u(t,x) \in U \) for all \( (t,x) \), and \( u \) satisfies

\[
u \in [L^\infty((0, +\infty) \times \mathbb{R})]^d \quad \text{and} \quad \partial_x u \in [L^\infty((0, +\infty); L \log L(\mathbb{R}))]^d.
\]

Moreover \( u \) is continuous in time and in space and satisfies for all \( \delta, h \geq 0 \) and all \( (t,x) \in (0,T - \delta) \times \mathbb{R} \), the following estimate:

\[
|u(t + \delta, x + h) - u(t,x)| \leq C \omega(\delta, h) \quad \text{with} \quad \omega(\delta, h) = \frac{1}{\ln(\frac{1}{\delta} + 1)} + \frac{1}{\ln(\frac{1}{h} + 1)}, \tag{1.5}
\]

where \( C(T,d,M_0,M_1,\|u_0\|_{L^\infty(\mathbb{R})}^d,\|\partial_x u_0\|_{L \log L(\mathbb{R})}^d,\Lambda) \).

Furthermore \( u, \) is a continuous vanishing viscosity solution of system \((1.1)-(1.2)\), in the sense of Definition 3.6.

ii) **Uniqueness:**

Under assumptions \((H1)\), \((H2)\), \((H3)\) and \((1.4)\) every continuous vanishing viscosity solution of \((1.1)-(1.2)\) in the sense of Definition 3.6 is unique.
iii) $L^1$-stability estimate:
Let $u$ (resp. $v$) be two solutions of system (1.4), constructed in (i). Assume moreover that $u(0, \cdot) = u_0(\cdot)$ and $v(0, \cdot) = v_0(\cdot)$ such that $u_0(\pm \infty) = v_0(\pm \infty)$. Then there exists a constant $L > 0$, such that for all $t \in [0, T]$, we have
\[ \|u(t, \cdot) - v(t, \cdot)\|_{[L^1(\mathbb{R})]^d} \leq L\|u_0 - v_0\|_{[L^1(\mathbb{R})]^d}, \]
where $L$ only depends on $T$, $M_0$, $M_1$, $d$, $L$ and bounds on $\|u_0\|_{[L^\infty(\mathbb{R})]^d}$, $\|\partial_x u_0\|_{[L \log L(\mathbb{R})]^d}$, $\|v_0\|_{[L^\infty(\mathbb{R})]^d}$, $\|\partial_x v_0\|_{[L \log L(\mathbb{R})]^d}$.

Remark 1.2
(i) Notice that if $u_0 \in [W^{1, \infty}(\mathbb{R})]^d$ with $\partial_x u_0 \geq 0$ then $\partial_x u_0 \in (L^1(\mathbb{R}) \cap L^\infty(\mathbb{R}))^d \subset [L \log L(\mathbb{R})]^d$ and we can apply Theorem 1.1.
(ii) If we know moreover that the system is rich then by a result of Serre [26, Vol II], we know that the solution is indeed Lipschitz. Therefore our Theorem 1.1 can be seen as a generalization of the result of Serre to the case of diagonal non-rich systems.
(iii) The $C^\infty$ regularity of the coefficients is convenient for the proofs, but can be weakened up to the minimal regularity, i.e. Lipschitz continuous coefficients $\lambda^i$.

Let us mention that a global existence result similar to Theorem 1.1 (but without uniqueness) has been obtained in [12] for non strictly hyperbolic systems where assumptions (H2)-(1.4) are simply replaced by the following assumption
\[ (H2)' \begin{cases} \sum_{i,j=1,...,d} \xi_i \xi_j \lambda^i_j(u) \geq 0 & \text{for every } \xi = (\xi_1, ..., \xi_d) \in [0, +\infty)^d. \end{cases} \]

Notice that in the case of strictly hyperbolic systems, Theorem 1.1 only requires assumption (H2) which is weaker than (H2)' and moreover guarantees the uniqueness of the solution. Our method of proof is strongly inspired from Bianchini, Bressan [4]. First, we get an estimate in $[L^\infty((0, T); L \log L(\mathbb{R}))]^d$ for $\partial_x u$ getting some control on the interactions between different fields $\int_0^T \int_{\mathbb{R}} \partial_x u^i \partial_x u^j dx dt$ for $i \neq j$, using the strictly hyperbolic condition (1.4) similarly as in Bianchini et al. [4].

A second key point is that our $[L^\infty((0, T); L \log L(\mathbb{R}))]^d$ estimate on $\partial_x u$ implies the continuity of the solution $u$ with a controlled modulus of continuity. This implies that the solution is locally in $BV$ with small norm. Taking into account the finite speed propagation property it is then possible to localize the argument developed in Bianchini et al. [4], and finally to extend it to the case of large initial data (but monotone data).

Let us mention that, in the case $d = 2$ and under the same assumptions of Theorem 1.1, T. T. Li proved in [24], pp. 35-41 an existence and uniqueness result for $C^1$ solutions. This result is a generalization of Lax result [17], proved for Lipschitz solutions. Here, we prove a similar result considering less regularity on the solution (continuous solutions) and for all $d \geq 1$. 

Let us now introduce various assumptions on the matrix \((\lambda_{ij}(u))_{i,j=1,...,d}\) which will guarantee the existence and uniqueness of Lipschitz solutions.

(Non-negative sub-diagonal matrices)

(K1) \(\lambda_{ij}(u) \geq 0\) for all \(u \in U\) and \(j \geq i\) with \(i,j \in \{1,\ldots,d\}\).

(Non-negative matrices with non-positive off-diagonal terms)

(K2) \[
\begin{cases}
\lambda_{ij}(u) \leq 0 & \text{for all } u \in U \text{ and } j \neq i \text{ with } i,j \in \{1,\ldots,d\}, \\
A_{ij} = \inf_{u \in U} (\lambda_{ij}(u)) \text{ and } \sum_{i,j=1,...,d} A_{ij} \xi_i \xi_j \geq 0 & \text{for every } \xi = (\xi_1,\ldots,\xi_d) \in [0, +\infty)^d.
\end{cases}
\]

(Diagonally dominant)

(K3) \(\lambda_{ii}(u) \geq \sum_{i \neq j} (\lambda_{ij}(u))^-\) for all \(u \in U\) and \(i = 1,\ldots,d\),

where we note \(x^- = \max(0, -x)\).

**Theorem 1.3 (Existence and uniqueness of Lipschitz solutions)**

Assume one of the following assumptions (K1), (K2) or (K3). Let \(u_0 \in [W^{1,\infty}(\mathbb{R})]^d\) be a nondecreasing function satisfying \(u_0(x) \in U\), for all \(x \in \mathbb{R}\). Then, there exists a unique function \(u \in \bigcap_{T > 0} [W^{1,\infty}([0,T] \times \mathbb{R})]^d\) solution of \((1.1)-(1.2)\), with \(u(t,x) \in U\) for all \((t,x)\).

Moreover we have for any \(t \in (0, +\infty)\):

\[
\sum_{i=1,...,d} \|\partial_x u^i(t,\cdot)\|_{L^\infty(\mathbb{R})} \leq \sum_{i=1,...,d} \|\partial_x u_0^i\|_{L^\infty(\mathbb{R})}, \quad \text{if (K2) holds} \tag{1.7}
\]

and

\[
\max_{i=1,...,d} \|\partial_x u^i(t,\cdot)\|_{L^\infty(\mathbb{R})} \leq \max_{i=1,...,d} \|\partial_x u_0^i\|_{L^\infty(\mathbb{R})}, \quad \text{if (K3) holds}. \tag{1.8}
\]

Notice that in Theorem 1.3, we do not assume that system \((1.1)\) is strictly hyperbolic.

Theorem 1.3 is based on the fact that the solution satisfies \(\partial_x u^i \geq 0\), for \(i = 1,\ldots,d\), and then we only have to bound the maximum of the gradient from one side. Assumptions (K1), (K2) and (K3) are sufficient conditions to control the solution of the maximum of the gradient. These \textit{a priori} bounds are obtained considering a parabolic regularization of the system and then writing some differential inequalities satisfied in the sense of viscosity by the maximum of the gradient. The uniqueness of the solution is an independent result valid for Lipschitz solutions.

In the case of \((2 \times 2)\) strictly hyperbolic systems, which corresponds in \((1.1)\) to the case of \(\lambda^1(u^1, u^2) < \lambda^2(u^1, u^2)\), we refer the reader to the work of Lax [17], which has proved the
existence of Lipschitz solutions of (1.1)-(1.2) with the assumption \( \lambda_i^j (u) \geq 0 \) for the diagonal terms. As it was recalled in Remark 1.2 (ii), this result was also extended by Serre [26, Vol II] to the case of \((d \times d)\) rich strictly hyperbolic systems. We also refer the reader to the work of Poupaud [25], for a global existence and uniqueness result of a Lipschitz solution of a particular quasi-linear hyperbolic system, considering large initial data.

In the framework of viscosity solutions, Ishii, Koike [15] and Ishii [14], have shown existence and uniqueness of viscosity continuous solutions for Hamilton-Jacobi systems of the form:

\[
\begin{align*}
\partial_t u^i + H_i(u, Du^i) &= 0 \quad \text{with } u = (u^1, \ldots, u^d) \in \mathbb{R}^d, \text{ for } x \in \mathbb{R}^N, \ t \in (0, +\infty), \\
u^i(x, 0) &= u^i_0(x) \quad x \in \mathbb{R}^N, \end{align*}
\]

(1.9)

where the Hamiltonian \( H_i \) is quasi-monotone in \( u \) (see the definition in Ishii, Koike [15, Th.4.7]). Indeed system (1.1) belongs to this framework with \( N = 1 \) and \( \partial_x u^i \geq 0 \) under the assumption \( \lambda_i^j (u) \leq 0 \) for \( j \neq i \).

Let us also mention that in the case \( d = 2 \) with a matrix \( (\lambda_i^j (u))_{i,j=1,2} = \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} \), it was proved in El Hajj, Forcadel [10], the existence and uniqueness of a Lipschitz viscosity solution, and in El Hajj [11], the existence and uniqueness of a strong solution in \( W^{1,2}_{loc}((0, +\infty) \times \mathbb{R}) \).

### 1.3 Application to 1D gas dynamics

Now, we present an application of the previous results to the following 1D system of isentropic gas dynamics:

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0 \\
\partial_t (\rho u) + \partial_x (\rho u^2 + p(\rho)) &= 0, \quad \text{with } p(\rho) = \frac{(\gamma-1)^2}{4\gamma} \rho^\gamma \quad \text{on } (0, +\infty) \times \mathbb{R} \\
u(0, x) &= u_0 \quad \text{and } \rho(0, x) = \rho_0 \geq 0.
\end{align*}
\]

(1.10)

where \( \rho \) is the density, \( u \) is the speed and \( p(\rho) \) is the pressure given by a simple power law for an exponent \( \gamma > 1 \). First, we assume the following conditions, with \( \theta = \frac{\gamma-1}{2} \):

\[(J1) \quad u_0, \rho_0^\theta \in L^\infty(\mathbb{R}), \quad \text{and} \quad \partial_x u_0 \geq \left| \partial_x \rho_0^\theta \right|.
\]

\[(J2) \quad \partial_x u_0, \partial_x \rho_0^\theta \in L \log L(\mathbb{R}).
\]

\[(J2)' \quad u_0, \rho_0^\theta \in \text{Lip}(\mathbb{R}).
\]

Applying Theorems 1.1 and 1.3, we will prove the following result.

**Theorem 1.4 (Existence and uniqueness for isentropic gas dynamics)**

Assume (J1), with \( \rho_0 \geq 0 \) and \( \gamma > 1 \). Then we have
i) Existence and uniqueness of a continuous solution:
Under assumption (J2), system (1.10) has a continuous solution \((\rho, u)\) on \([0, +\infty) \times \mathbb{R}\), where \(\rho(t, \cdot)\) and \(u(t, \cdot)\) satisfy (J1) and (J2), for all \(t \geq 0\). Moreover, if
\[
\rho_0 + \rho_0^\theta \geq \Lambda_1 > \Lambda_2 \geq \rho_0 - \rho_0^\theta \quad \text{for some constants } \Lambda_1, \Lambda_2,
\]
then this solution is the unique continuous vanishing viscosity solution, in the sense of Definition 3.7.

ii) Existence and uniqueness of a Lipschitz solution:
Assume (J2)’. If \(1 < \gamma \leq 3\), then system (1.10) has a solution \((\rho, u) \in [L^\infty([0, +\infty) \times \mathbb{R})]^2\), with
\[
\rho \geq 0 \quad \text{and} \quad \rho^\theta, \ u \in W^{1,\infty}(\mathbb{R}^2).
\] (1.11)
Reciprocally any solution \((\rho, u)\) of (1.10) satisfying (1.11) is unique if we assume moreover that \(\rho \geq \Lambda > 0\) on \([0, +\infty) \times \mathbb{R}\).

Remark 1.5 (Vacuum case)
Notice that if \(\rho = 0\) on a subset \(\omega \subset (0, +\infty) \times \mathbb{R}\), then equation (1.10) is automatically satisfied and the function \(u\) can be chosen locally arbitrarily in \(\omega\). This shows that we can not expect uniqueness of the solution when there is vacuum (i.e \(\rho = 0\)).

The proof of Theorem 1.4 is an application of Theorems 1.1 and 1.3. We refer the reader to Section 5 for the proof of Theorem 1.4. Let us recall that, in the case \(\rho_0 > 0\), T. T. Li proved in [20, pp. 35-41] an existence and uniqueness result for \(C^1\) solutions. Notice that for the existence results given in (i) (continuous solutions) and in (ii) (Lipschitz solutions), we only assume that \(\rho_0 \geq 0\), which allows us to consider solutions with vacuum. In connection with Theorem 1.4, let us mention the work of Lions et al. in [22] where the existence of a solution was obtained for \(\rho_0 \geq 0\) with any \(u_0, \rho_0 \in L^\infty(\mathbb{R})\) and \(\gamma > 1\). This extended a previous result of DiPerna [7, 8]. We also refer the reader to Mercier [23] for another result with vacuum.

1.4 Organization of the paper
This paper is organized as follows: in Section 2, we prove the existence of continuous solutions (Theorem 1.1 (i)). In Section 3, we prove the uniqueness of continuous vanishing viscosity solutions (Theorem 1.1 (ii)) and the \(L^1\)-stability estimate (Theorem 1.1 (iii)). In Section 4, we prove the existence and uniqueness of Lipschitz solutions (Theorem 1.3). Finally in Section 5, we give the proof of Theorem 1.4 as an application to the 1D isentropic gas dynamics.

2 Existence of continuous solutions
In this section we prove the existence of continuous solutions of system (1.1)-(1.2) (Theorem 1.1 (i)) adapting our existence proof developed in [1] and some ideas of Bianchini, Bressan [4].

To prove the existence of continuous solutions to system (1.1)-(1.2), we need to recall the existence result proved by El Haji et al. in [1] for the following parabolic regularization of system (1.1)-(1.2):
subsequence, the function $u_{\omega}$ modulus of continuity increasing in have:

\[ \text{Assume moreover that ii) Convergence:} \]

\[ \eta_{C} \leq \int_{0}^{\infty} |(u_{\epsilon} - h_{0})(x)| dx \leq C_{\epsilon} \leq 1 \]

In [11], we have proven the following result (see [11], Theorem 2.2, Proposition 3.1, Lemma 4.3 and Theorem 4.4).

**Theorem 2.1 (Global existence for non strictly hyperbolic case)**

Assume (H1) and (H3). Then we have:

i) **Existence:**

There exists a function $u^{\epsilon} = (u^{i,\epsilon})_{i=1,...,d} \in [C^{\infty}([0, +\infty) \times \mathbb{R})]^{d}$ solution of (2.2), such that the function $u^{\epsilon}(t, \cdot)$ is nondecreasing in $x$ for all $t > 0$, $u^{\epsilon}(t, x) \in U$ for all $(t, x)$, and $u^{\epsilon}$ satisfies the following $L^{\infty}$ estimate:

\[ \|u^{i,\epsilon}\|_{L^{\infty}([0, +\infty) \times \mathbb{R})} \leq \|u_{0}^{i}\|_{L^{\infty}([0, +\infty) \times \mathbb{R})} \quad \text{for} \quad i = 1, \ldots, d. \]  

(2.2)

Moreover, we have $u^{\epsilon} \in \bigcap_{T>0} [W^{2,\infty}([0, T] \times \mathbb{R})]^{d}$ and we have for any $t \in [0, T]$ the following gradient entropy estimate:

\[ \int_{\mathbb{R}} \sum_{i=1,...,d} f \left( \partial_{x} u^{i,\epsilon}(t, x) \right) dx + \int_{0}^{t} \int_{\mathbb{R}} \sum_{i,j=1,...,d} \lambda_{ij}^{\epsilon}(u^{\epsilon}) \partial_{x} u^{i,\epsilon}(s, x) \partial_{x} u^{j,\epsilon}(s, x) dx ds \leq C_{1}, \]  

(2.3)

where

\[ f(x) = \begin{cases} 
  x \ln(x) + \frac{1}{\epsilon} & \text{if} \quad x \geq 1/\epsilon, \\
  0 & \text{if} \quad 0 \leq x \leq 1/\epsilon,
\end{cases} \]  

(2.4)

and $C_{1}(T, d, M_{1}, \|u_{0}\|_{L^{\infty}([0, +\infty) \times \mathbb{R})}^{d}, \|\partial_{x} u_{0}\|_{L^{\infty}([0, +\infty) \times \mathbb{R})}^{d})$.

ii) **Convergence:**

Assume moreover that $u^{\epsilon}$ satisfies (A) uniformly for $\epsilon \in (0, 1]$. Then up to extract a subsequence, the function $u^{\epsilon}$ converges locally uniformly, as $\epsilon$ goes to zero, to a function $u \in [L^{\infty}([0, +\infty) \times \mathbb{R})]^{d}$. Moreover $u$ is a solution to (1.1)-(1.2) and satisfies $u(t, \cdot)$ is nondecreasing in $x$ for all $t > 0$, $u \in [C([0, +\infty) \times \mathbb{R})]^{d}$, $u(t, x) \in U$ for all $(t, x)$ and there exists a modulus of continuity $\omega(\delta, h)$, such that for all $\delta, h \geq 0$ and all $(t, x) \in (0, T - \delta) \times \mathbb{R}$, we have:

\[ |u(t + \delta, x + h) - u(t, x)| \leq C_{2} \omega(\delta, h) \quad \text{with} \quad \omega(\delta, h) = \frac{1}{\ln(h + 1)} + \frac{1}{\ln(\delta + 1)} \]  

(2.5)
where $C_2(C_T, M_0)$, with $C_T$ is given in assumption (A).

Before going into the proof of the existence result of continuous solutions introduced in Theorem 1.1 (i), we recall the following lemma (deduced from Lemma 7.1 in Bianchini et al. [4]).

**Lemma 2.2 (Transversal wave interactions)**

Let $\mu, \bar{\mu} \in C_b((0, +\infty) \times \mathbb{R})$ (two continuous bounded functions) and $\varepsilon \geq 0$. Let moreover $z, \bar{z} \in L^\infty((0, +\infty); L^1(\mathbb{R}))$, be solutions of the two independent scalar equations

\[
\partial_t z + \partial_x (\mu z) = \varepsilon \partial_{xx}z \quad \text{on} \quad (0, +\infty) \times \mathbb{R} \quad (2.6)
\]

\[
\partial_t \bar{z} + \partial_x (\bar{\mu} \bar{z}) = \varepsilon \partial_{xx}\bar{z} \quad \text{on} \quad (0, +\infty) \times \mathbb{R} \quad (2.7)
\]

with two initial data $z(0, \cdot), \bar{z}(0, \cdot) \in L^1(\mathbb{R})$, where the initial data of $z$ is understood as follows

\[
\int_{\mathbb{R}} z(t, x)\psi(x)dx \to \int_{\mathbb{R}} z(0, x)\psi(x)dx \quad \text{as} \quad t \to 0, \quad \text{for every} \quad \psi \in C^\infty_c(\mathbb{R})
\]

and similarly for $\bar{z}$. Assume that, for all $T > 0$

\[
\inf_{(t,x) \in (0,T) \times \mathbb{R}} [\mu(t,x) - \bar{\mu}(t,x)] \geq \Lambda > 0.
\]

Then

\[
\int_0^T \int_{\mathbb{R}} |z(t,x)||\bar{z}(t,x)|dx dt \leq \frac{1}{\Lambda} \left( \int_{\mathbb{R}} |z(0,x)|dx \right) \left( \int_{\mathbb{R}} |\bar{z}(0,x)|dx \right).
\]

We remark that the proof of this lemma is based on the following estimate

\[
\frac{d}{dt} \left[ \int \int_{x<y} \frac{1}{\Lambda} |z(t,x)||\bar{z}(t,y)|dx dy \right] \leq - \int_{\mathbb{R}} |z(t,x)||\bar{z}(t,x)|dx.
\]

For more details see Bianchini et al. [4, Lemma 7.1].

**Proof of Theorem 1.1 (i):**

We will show that bound (A) holds for the solution $u^\varepsilon$ given in Theorem 2.1 (i). To this end, we bound from above the following quantity uniformly on $\varepsilon$

\[
I = - \int_0^t \int_{\mathbb{R}} \sum_{i,j=1,\ldots,d} \lambda^i_j(u^\varepsilon) \partial_x u^{\varepsilon,i}(s, x) \partial_x u^{\varepsilon,j}(s, x) \ dx \ ds
\]

\[
\leq - \int_0^t \int_{\mathbb{R}} \sum_{i \neq j, \ i,j=1,\ldots,d} \lambda^i_j(u^\varepsilon) \partial_x u^{\varepsilon,i}(s, x) \partial_x u^{\varepsilon,j}(s, x) \ dx \ ds
\]

\[
\leq M_1 \int_0^t \int_{\mathbb{R}} \sum_{i \neq j, \ i,j=1,\ldots,d} \left| \partial_x u^{\varepsilon,i}(s, x) \right| \left| \partial_x u^{\varepsilon,j}(s, x) \right| \ dx \ ds
\]
where to get the second line we have used \((H2)\), and we have used \((H1)\) in the third line. Now, we use \([3.3]\), Lemma \([3.3]\) and the monotonicity of \(u_0\) (as a consequence of \((H3)\)), we obtain

\[
I \leq \frac{M_1}{\Lambda} \sum_{i \neq j, i, j = 1, \ldots, d} \left( \int_{\mathbb{R}} \left| \partial_x u_{0i}^{\varepsilon,i}(x) \right| \, dx \right) \left( \int_{\mathbb{R}} \left| \partial_x u_{0j}^{\varepsilon,j}(x) \right| \, dx \right)
\]

\[
\leq \frac{4M_1}{\Lambda} \|u_0\|_{L^\infty(\mathbb{R})}^2.
\]

Then, by \((2.3)\) we get

\[
\int_{\mathbb{R}} \sum_{i=1, \ldots, d} f \left( \partial_x u^{\varepsilon,i}(t, x) \right) \, dx \leq C_1 + \frac{4M_1}{\Lambda} \|u_0\|_{L^\infty(\mathbb{R})}^2 := C_T,
\]

which implies that \(\partial_x u^{\varepsilon,i}\), for \(i = 1, \ldots, d\), are bounded in \([L^\infty((0, T); L \log L(\mathbb{R}))]^d\) uniformly on \(\varepsilon\) (with a constant only depending on \(C_T\) and on \(||u_0||_{L^\infty(\mathbb{R})}\)).

The fact that \(u\) is a vanishing viscosity solution is a consequence of Theorem \([3.7]\) that will be proven later. This ends the proof of Theorem \([1.1]\) (i).

3 Local semigroup property and uniqueness of continuous vanishing viscosity solutions

In this section, we show that the solution of system \((1.1)-(1.2)\), constructed in Theorem \([1.1]\) (i), is the unique continuous vanishing viscosity solution (in the sense of Definition \([3.6]\)). In the following subsection we show some useful estimates for the parabolic system \((2.1)\). Then using these estimates, we prove in Subsection \([3.2]\) a kind of ”finite propagation speed result” of this parabolic system in the vanishing viscosity limit. Thanks to this result, we are able to localize the argument developed in Bianchini et al. \([3]\) and then to extend it for large and continuous data.

3.1 Preliminary results

In this subsection we show some useful parabolic estimates. In Proposition \([3.2]\), we prove that the \(L^1\) norm of the second space derivative \(u_{xx}\) of the solution of parabolic system \((2.1)\) decays rapidly in space locally in time, which gives a \(L^\infty\) bound on the space derivative \(u_x\). Then, using this \(L^\infty\) bound we prove in Lemma \([3.4]\) a comparison principle result based on the maximum principle for scalar parabolic equations.

Lemma 3.1 (Properties of the heat kernel)

Let \(G(t, x) = \frac{1}{\sqrt{4\pi t}} e^{-x^2/4t}\) be the standard heat kernel. Then, for all \(t > 0\), we have:

\[
(i) \quad \|G(t, \cdot)\|_{L^1(\mathbb{R})} = 1,
\]

\[
(ii) \quad \|\partial_x G(t, \cdot)\|_{L^1(\mathbb{R})} \leq \frac{1}{\sqrt{t}}.
\]
For the proof of this lemma, we refer to Pazy [24, Th 5.2. Page 107].

**Proposition 3.2 (Local in time $L^1$ bound on $\partial_{xx} u^\epsilon$)**
Let $u^\epsilon = (u^\epsilon)_i = 1, \ldots, d$ be the solution of system (2.1), given by Theorem 2.1 (i). Then for
\begin{equation}
T_0 = \left(\frac{1}{8C_0}\right)^2 \quad \text{and} \quad C_0 = 2 \left(\|u_0\|_{L^\infty(\mathbb{R})} + M_0 + M_1\|u_0\|_{L^\infty(\mathbb{R})}\right),
\end{equation}
the following estimate holds for all $t \in [0, \epsilon T_0]$:
\begin{equation}
\|\partial_{xx} u^\epsilon, t, \cdot \|_{L^1(\mathbb{R})} \leq \frac{2C_0}{\sqrt{\epsilon t}} \quad \text{for} \quad i = 1, \ldots, d. \tag{3.1}
\end{equation}

**Proof of Proposition 3.2**
We prove the result in three steps. In the first step, we prove that the second space derivative of the solution of (2.1) with $\epsilon = 1$ is bounded in $L^\infty((0, T); L^1(\mathbb{R}))$ for some small $T$. In the second step we prove estimate (3.1) in the case $\epsilon = 1$ and then in the third step we deduce the result rescaling in time and in space.

**Step 1. (Local $L^\infty((0, T); L^1(\mathbb{R}))$ bound):** Let $v = (v^i)_i = 1, \ldots, d$ be a solution of system (2.1), with $\epsilon = 1$, given by Theorem 2.1 (i). Taking the derivative with respect to $x$ the equation (2.1) satisfied by $v \in [C^\infty((0, T) \times \mathbb{R})]^d$, we get that $w^i = \partial_x v^i$ satisfies the following equation
\begin{equation}
\partial_t w^i + \lambda^i(v) \partial_x w^i + \sum_{j=1, \ldots, d} \lambda^i_j(v) w^j w^i = \partial_{xx} w^i. \tag{3.2}
\end{equation}
The function $w^i(t) = w^i(t, \cdot)$, can be represented as
\begin{equation}
w^i(t) = G(t) * w^i(0) - \int_0^t G(t - s) * \left[\lambda^i(v) \partial_x w^i + \sum_{j=1, \ldots, d} \lambda^i_j(v) w^j w^i\right] ds \tag{3.3}
\end{equation}
where $G$ is defined in Lemma 3.3. Taking the derivative with respect to $x$ we deduce that
\begin{equation}
\partial_x w^i(t) = G(t) * \partial_x w^i(0) - \int_0^t (\partial_x G(t - s)) * \left[\lambda^i(v) \partial_x w^i + \sum_{j=1, \ldots, d} \lambda^i_j(v) w^j w^i\right] ds.
\end{equation}
Using Lemma 3.3, we obtain
\begin{align}
\|\partial_x w^i(t)\|_{L^1(\mathbb{R})} & \leq \|\partial_x w^i(0)\|_{L^1(\mathbb{R})} + M_0 \int_0^t \frac{1}{\sqrt{t - s}} \|\partial_x w^i(s)\|_{L^1(\mathbb{R})} ds \notag \\
& \quad + M_1 \int_0^t \frac{1}{\sqrt{t - s}} \|w^j(s)\|_{L^\infty(\mathbb{R})} \|w(s)\|_{L^1(\mathbb{R})} ds
\end{align}
where $w = (w^i)_{i = 1, \ldots, d}$. Using estimate (2.2) and the fact that $w^i \geq 0$, we obtain
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Using Lemma 3.1, we obtain
\[ \| \partial_x w^t(x) \|_{L^1(\mathbb{R})} \leq \| \partial_x w^t(0) \|_{L^1(\mathbb{R})} + M_0 \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds \]
\[ + 2M_1 \| u_0 \|_{[L^\infty(\mathbb{R})]^d} \int_0^t \frac{1}{\sqrt{t-s}} \| w^t(s) \|_{L^\infty(\mathbb{R})} \, ds. \]

By Sobolev injection and the fact that \( w^t(x) \to 0 \) as \( |x| \to +\infty \), we can see that
\[ \| \partial_x w^t(x) \|_{L^1(\mathbb{R})} \leq \| \partial_x w^t(0) \|_{L^1(\mathbb{R})} + M_0 \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds \]
\[ + 2M_1 \| u_0 \|_{[L^\infty(\mathbb{R})]^d} \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds. \]

This implies that
\[ \| \partial_x w^t(x) \|_{L^1(\mathbb{R})} \leq \| \partial_x w^t(0) \|_{L^1(\mathbb{R})} + \kappa \sqrt{t} \| \partial_x w^t(x) \|_{L^\infty((0,T);L^1(\mathbb{R}))} \] (3.4)
where \( \kappa = 2(M_0 + 2M_1 \| u_0 \|_{[L^\infty(\mathbb{R})]^d}) \). Using estimate (3.4), we can prove that for all \( T \leq \frac{1}{4\kappa^2} \), we have (if \( \| \partial_x w^t \|_{L^\infty((0,T);L^1(\mathbb{R}))} \) is finite)
\[ \| \partial_x w^t \|_{L^\infty((0,T);L^1(\mathbb{R}))} \leq 2 \| \partial_x w^t(0) \|_{L^1(\mathbb{R})} = 2 \| \partial_x (u_0^i \eta) \|_{L^1(\mathbb{R})}. \]

The remaining difficulty is to show that \( \| \partial_x w^t \|_{L^\infty((0,T);L^1(\mathbb{R}))} \) is finite. To this end, we multiply \( w \) by a function \( \phi_R(\cdot) = \phi(\frac{\cdot}{R}) \), where \( \phi \) is a cut-off function satisfying \( \phi \in C_c(\mathbb{R}) \) and \( \phi \equiv 1 \) on \([-1,1]\). Then, we repeat the previous argument replacing \( w \) by \( \phi_R w \) and at the end we take the limit \( R \to +\infty \) to conclude.

**Step 2. (Case \( \varepsilon = 1 \))**: We now write the derivative of equation (3.3) with respect to \( x \), as follows
\[ \partial_x w^t(x) = (\partial_x G(t)) \ast w^t(0) - \int_0^t (\partial_x G(t-s)) \ast \left[ \lambda_i^j(v) \partial_x w^t + \sum_{j=1}^d \lambda_i^j(v) w^j \right] \, ds \]
Using Lemma 3.3, we obtain
\[ \| \partial_x w^t(x) \|_{L^1(\mathbb{R})} \leq \frac{1}{\sqrt{t}} \| w^t(0) \|_{L^1(\mathbb{R})} + M_0 \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds \]
\[ + M_1 \int_0^t \frac{1}{\sqrt{t-s}} \| w^t(s) \|_{L^\infty(\mathbb{R})} \| w(s) \|_{L^1(\mathbb{R})} \, ds. \]

Similarly as in Step 1, from estimate (2.3), and the fact that \( w^j \geq 0 \), we get
\[ \| \partial_x w^t(x) \|_{L^1(\mathbb{R})} \leq \frac{2}{\sqrt{t}} \| u_0 \|_{[L^\infty(\mathbb{R})]^d} + M_0 \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds \]
\[ + 2M_1 \| u_0 \|_{[L^\infty(\mathbb{R})]^d} \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^t(s) \|_{L^1(\mathbb{R})} \, ds. \]
If we note
\[ \| \partial_x w^i(t) \|_{L^1(\mathbb{R})} \leq \frac{C_0}{\sqrt{t}} + C_0 \int_0^t \frac{1}{\sqrt{t-s}} \| \partial_x w^i(s) \|_{L^1(\mathbb{R})} ds. \]
To prove (3.1), we shall argue by contradiction. First, we remark that from Step 1 we know that \( \| \partial_x w^i(t) \|_{L^1(\mathbb{R})} \) is finite. Assume that there exists a first time \( \tau < T_0 \) such that the equality in (3.1) (with \( \varepsilon = 1 \)) holds. Then, observing that
\[ \int_0^t \frac{1}{\sqrt{s(t-s)}} ds = \pi \]
we compute
\[ \| \partial_x w^i(\tau) \|_{L^1(\mathbb{R})} \leq \frac{C_0}{\sqrt{\tau}} + 2C_0 \int_0^\tau \frac{1}{\sqrt{\tau-s}} \frac{C_0}{\sqrt{s}} ds \]
reaching a contradiction. Hence,
\[ \| \partial_x w^i(t) \|_{L^1(\mathbb{R})} < \frac{2C_0}{\sqrt{\tau}} \quad \text{for all} \quad t \in [0, T_0]. \]  

Step 3. (Case \( \varepsilon > 0 \)): We remark that if \( v \) is solution of system (2.1), with \( \varepsilon = 1 \), then \( u^\varepsilon(t, x) = v \left( \frac{t}{\varepsilon}, \frac{x}{\varepsilon} \right) \) is a solution of system (2.1), with \( \varepsilon > 0 \). Applying (3.3), we get the result. \( \square \)

**Corollary 3.3 (Global \( L^1 \) bound on \( \partial_{xx} u^\varepsilon \))**

Under the assumptions of Proposition 3.2, we have for all \( t > 0 \), and for \( i = 1, \ldots, d \)
\[ \| \partial_{xx} u^{\varepsilon,i}(t, \cdot) \|_{L^1(\mathbb{R})} \leq \begin{cases} \frac{2C_0}{\sqrt{\varepsilon t}} & \text{if} \quad t < \varepsilon T_0 \\ \frac{2C_0}{\sqrt{\varepsilon T_0}} & \text{if} \quad t \geq \varepsilon T_0 \end{cases} \]  
where \( C_0 \) is defined in Proposition 3.2.

To prove this Corollary it suffices to apply Proposition 3.2 on the time interval \([t - \varepsilon T_0, t]\).

**Lemma 3.4 (Exponential estimate)**

Let \( u \) be the solution of system (2.1), with \( \varepsilon = 1 \), given by Theorem 2.1 (i). We consider a solution \( z = (z^i)_{i=1, \ldots, d} \) of the linearized system:
\[ \partial_t z^i + \partial_x (\lambda^i(u) z^i) - \partial_{xx} z^i = \sum_{j=1, \ldots, d} \lambda_{ij}^0(u) [z^i \partial_x u^j - z^j \partial_x u^i] \quad \text{for} \quad i = 1, \ldots, d \]  
with initial data satisfying
\[ \begin{cases} |z(0, x)| \leq 1 & \text{if} \quad x \geq 0 \\ z(0, x) = 0 & \text{if} \quad x < 0. \end{cases} \]
Then, there exists two constants \(\alpha, \beta > 0\), such that for all \(t > 0\)

\[ |z(t, x)| \leq \alpha e^{\beta t + x}, \]

where \(\alpha, \beta\) only depend on \(d, M_0, M_1\) and \(\|u_0\|_{L^\infty(\mathbb{R})^d}\).

**Proof of Lemma 3.4:**

First we assume that \(z\) is a smooth function. We will show that \(z(t, x)\) becomes exponentially small on a domain of the form \(\{\beta t + x < 0\}\). Indeed, any solution of (3.7) admits the integral representation

\[ z^i(t, x) = G(t) * z^i(0) - \int_0^t (\partial_x G(t - s)) * [\chi^i(u)z^i](s) \, ds \]

\[ + \int_0^t G(t - s) * \left[ \sum_{j=1}^d \lambda^i_j(u) \left[ z^j \partial_x u^i - z^i \partial_x u^j \right] \right] \]

in terms of convolutions with standard heat kernel \(G(t) = \frac{1}{\sqrt{4\pi t}} e^{-\frac{x^2}{4t}}\). Therefore

\[ |z(t, x)| \leq \int_{\mathbb{R}} G(t, x - y)|z(0, y)| \, dy + M_0 \int_0^t \int_{\mathbb{R}} |(\partial_x G(t - s, x - y))| |z(s, y)| \, ds \, dy \]

\[ + 2M_1 \int_0^t \int_{\mathbb{R}} G(t - s, x - y) \|\partial_x u(s)\|_{L^\infty(\mathbb{R})^d} |z(s, y)| \, ds \, dy. \]

We know that there exists a function \(B\) satisfying \(B(t) \leq 2e^{Ct}\) for every \(t > 0\), for some constant \(C\) depending only on \(M_0\), such that

\[ E(t, x) = B(t) \exp \left( 4M_1 \int_0^t \|\partial_x u(s)\|_{L^\infty(\mathbb{R})^d} \, ds \right) e^{t + x}, \]

satisfies the following estimates (see Bianchini et al. [4] inequalities (12.8)-(12.9)-(12.10)):

\[
\begin{align*}
\int_{\mathbb{R}} G(t, x - y)|z(0, y)| \, dy &< \frac{1}{\sqrt{4\pi t}} \int_{\mathbb{R}} e^{-\frac{(x-y)^2}{4t}} e^y \, dy = e^{t+x} \\
M_0 \int_0^t \int_{\mathbb{R}} |(\partial_x G(t - s, x - y))E(s, y) \, ds \, dy &\leq \frac{1}{2} E(t, x) - \frac{1}{2} e^{t+x} \\
2M_1 \int_0^t \int_{\mathbb{R}} G(t - s, x - y) \|\partial_x u(s)\|_{L^\infty(\mathbb{R})^d} E(s, y) \, ds \, dy &\leq \frac{1}{2} E(t, x) - \frac{1}{2} e^{t+x}.
\end{align*}
\]

Notice that this result can also be checked directly by computation.

Thanks to the previous bounds and similarly as in the proof of (3.3), we obtain

\[ |z(t, x)| \leq E(t, x). \]
Then using Sobolev injection, we deduce that
\[ |z(t,x)| \leq E(t,x) \leq 2e^{C_1 t} \exp \left( 4M_1 \int_0^t \|\partial_{xx} u(s)\|_{L^1(\mathbb{R})} \, ds \right) e^{t+x}. \]

Finally, using Corollary 3.3 (with \( \varepsilon = 1 \)), we deduce that
\[ |z(t,x)| \leq 2e^{C_1 t} \exp \left( 8dM_1 C_0 \left( 2\sqrt{t} + \frac{t}{\sqrt{T_0}} \right) \right) e^{t+x}. \]

We observe that this estimate only depends on \( d, M_0, M_1, \) and \( \|u_0\|_{L^\infty(\mathbb{R})} \). We can prove the same bound for general \( z \), not necessarily smooth, using again an approximation argument joint to the continuity of the solution of (3.7) with respect to its initial data.

### 3.2 Propagation speed

Consider two solutions \( u^\varepsilon, v^\varepsilon \) of the same viscous system (2.1), whose initial data coincide inside a bounded interval \([a,b]\). Since the system is parabolic, at a given time \( t > 0 \) one may well have \( u^\varepsilon(t,x) \neq v^\varepsilon(t,x) \) for all \( x \in \mathbb{R} \). Yet, we want to show that the difference \( |u^\varepsilon - v^\varepsilon| \) remains small once it is confined within a bounded interval \([a + \beta t, b - \beta t]\). This result will be useful in the Subsection 3.3, because it implies the uniqueness of the continuous vanishing viscosity solutions and of the semigroup.

**Lemma 3.5 (Propagation speed)**

For some constants \( \alpha, \beta > 0 \) independent of \( \varepsilon \), the following holds. Let \( u^\varepsilon = (u^\varepsilon,i)_{i=1,...,d} \) and \( v^\varepsilon = (v^\varepsilon,i)_{i=1,...,d} \) be the two solutions of system (2.1), given by Theorem 2.1 (i), whose initial data satisfy, for all reals \( a < b \):

\[ u^\varepsilon(0,x) = v^\varepsilon(0,x) \quad \text{for} \quad x \in [a,b]. \quad (3.8) \]

Then for all \( x \in \mathbb{R}, t > 0 \) one has

\[ |u^\varepsilon(t,x) - v^\varepsilon(t,x)| \leq \alpha \|u^\varepsilon(0,\cdot) - v^\varepsilon(0,\cdot)\|_{L^\infty(\mathbb{R})} \left( e^{\frac{\beta t - (x-a)}{\varepsilon}} + e^{\frac{\beta t + (x-b)}{\varepsilon}} \right). \]

**Proof of Lemma 3.5:** We prove this lemma in three steps.

**Step 1.** As a first step we consider a solution \( z \) of system (3.7) (for \( \varepsilon = 1 \)), whose initial data satisfies

\[
\begin{align*}
|z(0,x)| &\leq M \quad \text{if} \quad x \geq b \\
\quad 
\end{align*}
\]

\[
\begin{align*}
z(0,x) &\equiv 0 \quad \text{if} \quad x < b.
\end{align*}
\]

By the linearity of system (3.7) and ”translation invariance”, an application of Lemma 3.4 to the translated solution, yields

\[ |z(t,x)| \leq M \alpha e^{\beta t + (x-b)}. \]

On the other hand, if

\[
\begin{align*}
|z(0,x)| &\leq M \quad \text{if} \quad x \leq a \\
z(0,x) &\equiv 0 \quad \text{if} \quad x > a,
\end{align*}
\]

then (using translation and the symmetry \( x \mapsto -x \))
\[ |z(t, x)| \leq M \alpha e^{\beta t - (x-a)}. \]

**Step 2. (Case \( \varepsilon = 1 \)):** In this step we prove the result in the particular case \( \varepsilon = 1 \). Let \( u \) and \( v \) be two solutions of system (2.1), with \( \varepsilon = 1 \). We consider a third solution \( w \) of (2.1) with initial data
\[
 w(0, x) = \begin{cases} 
 u(0, x) & \text{if } x \leq b \\
 v(0, x) & \text{if } x \geq b 
\end{cases}
\]
For \( 0 < \theta < 1 \), we set
\[
 u^\theta(t = 0, x) = u^\theta_0(x) = \theta u(0, x) + (1 - \theta) w(0, x)
\]
and we call \( u^\theta = (u^\theta_i)_{i=1,\ldots,d} \) the solution given by Theorem 2.1 (i), of (2.1), with \( \varepsilon = 1 \) and initial data \( u^\theta_0 \). Using system (2.1), we can check that the tangent vector
\[
 (z^\theta)_{i=1,\ldots,d} = z^\theta = \frac{du^\theta}{d\theta}
\]
is a solution of the following Cauchy problem:
\[
 \partial_t z^\theta, i + \partial_x(\lambda^i(u^\theta) z^\theta, i) + \partial_{xx} z^\theta, i = \sum_{j=1,\ldots,d} \lambda^i_j(u^\theta) \left[ z^\theta, i \partial_x u^\theta, j - z^\theta, j \partial_x u^\theta, i \right] \quad \text{for } i = 1, \cdots, d
\]
\[
 z^\theta(0, x) = u(0, x) - w(0, x).
\]
If (3.8) holds, then by previous analysis all functions \( z^\theta \) satisfy the following inequality
\[ |z^\theta(t, x)| \leq \alpha \|u(0, \cdot) - v(0, \cdot)\|_{L^\infty(\mathbb{R})} e^{\beta t + (x-b)}. \]
Therefore
\[ |u(t, x) - w(t, x)| \leq \int_0^1 |z^\theta(t, x)| d\theta \leq \alpha \|u(0, \cdot) - v(0, \cdot)\|_{L^\infty(\mathbb{R})} e^{\beta t + (x-b)}. \]  
(3.9)
Similarly, we can prove that
\[ |v(t, x) - w(t, x)| \leq \alpha \|u(0, \cdot) - v(0, \cdot)\|_{L^\infty(\mathbb{R})} e^{\beta t - (x-a)}. \]  
(3.10)
Collecting (3.9) with (3.10), we get
\[ |u(t, x) - v(t, x)| \leq \alpha \|u(0, \cdot) - v(0, \cdot)\|_{L^\infty(\mathbb{R})} \left( e^{\beta t - (x-a)} + e^{\beta t + (x-b)} \right). \]

**Step 3. (Case \( \varepsilon > 0 \)):** Rescaling in time and in space, with \( u^\varepsilon(t, x) = u \left( \frac{t}{\varepsilon}, \frac{x}{\varepsilon} \right) \) and \( v^\varepsilon(t, x) = v \left( \frac{t}{\varepsilon}, \frac{x}{\varepsilon} \right) \), we obtain the result (for new \( a \) and \( b \)).
\[ \Box \]
3.3 Continuous vanishing viscosity solutions and $L^1$-stability estimate

In this subsection we give the definition of continuous vanishing viscosity solutions and we prove that the solution of system $\{1.1\} - \{1.2\}$, constructed in Theorem 1.1 (i), is the unique continuous vanishing viscosity solution (Theorem 1.1 (ii)). The proof of $L^1$-stability estimate (Theorem 1.1 (iii)) is done at the end of this subsection. The idea of the proof is the following: our solution is continuous with a control on the modulus of continuity. This implies that the total variation of the solution is locally small. Taking into account the finite propagation speed property, it is then possible to localize the argument developed in Bianchini et al. $[4]$, and finally to extend it to the case of large initial data.

Definition 3.6 (Continuous vanishing viscosity solutions)

Let $T > 0$. A function $u \in C((0, +\infty) \times \mathbb{R})$ is a viscosity solution of system $\{1.1\}$ if for any small $\nu > 0$ there exists a constant $\eta > 0$ such that, for all $t \in [0, T]$ the function $u(t, \cdot)$ has a total variation smaller than $\nu$ on any interval $[a, b]$ where $b - a \leq \eta$ and moreover the following integral estimate hold.

There exist constants $C, \gamma > 0$ (depending on $\eta$) such that, for every $\tau \geq 0$ and $a < \xi < b$ with $b - a \leq \eta$, one has

$$\limsup_{h \to 0^+} \frac{1}{h} \int_{a+\gamma h}^{b-h \gamma} |u(\tau + h, x) - U^\nu_{(u, \tau, \xi)}(h, x)| dx \leq C \left( TV[u(\tau); (a, b)] \right)^2$$

(3.11)

where $TV[u(\tau); (a, b)]$ is the total variation of $u(\tau, \cdot)$ on the interval $(a, b)$ and $U^\nu_{(u, \tau, \xi)}$ is the solution of the linear hyperbolic Cauchy problem with constant coefficients:

$$\partial_t w^i + \lambda^i(u(\tau, \xi)) \partial_x w^i = 0, \quad w^i(0, x) = u^i(\tau, x).$$

Now, we prove that our solution constructed in Theorem 1.1 (i) is a continuous vanishing viscosity solutions in the sense of this definition.

Theorem 3.7 (Existence of continuous vanishing viscosity solutions)

The solution of system $\{1.1\}$, given by Theorem 1.1 (i), is a continuous vanishing viscosity solutions, in the sense of Definition 3.6.

To prove this Theorem, we need to recall the following Lemma.

Lemma 3.8 (Solution with small total variation)

For all $\xi \in \mathbb{R}$, let $v^\varepsilon = (v^{\varepsilon, i})_{i=1,...,d}$, $w^\varepsilon = (w^{\varepsilon, i})_{i=1,...,d}$ be respectively the two solutions of the viscous systems

$$\partial_t v^{\varepsilon, i} + \lambda^i(v^\varepsilon) \partial_x v^{\varepsilon, i} = \varepsilon \partial_{xx} v^{\varepsilon, i},$$

(3.12)

$$\partial_t w^{\varepsilon, i} + \lambda^i(w^\varepsilon(0, \xi)) \partial_x w^{\varepsilon, i} = \varepsilon \partial_{xx} w^{\varepsilon, i}$$

(3.13)

with the same initial data $v^\varepsilon(0, x) = v^\varepsilon(0, x) = u(0, x)$, where $u$ is a function with total variation smaller than $\nu > 0$. If $\nu$ is small enough, then for all $h > 0$, there exists a positive constant $C$ independent of $\varepsilon$, such that

$$\|v^\varepsilon(h, \cdot) - w^\varepsilon(h, \cdot)\|_{[L^1(\mathbb{R})]^d} \leq C h (TV[u])^2.$$
For the proof of this Lemma see Bianchini et al. [4, Lemma 15.2] (Necessity).

**Proof of Theorem 3.7:**
Because the solution $u$ given by Theorem 1.1 (i) has a modulus of continuity controlled by (1.5), we can choose a constant $\eta > 0$ such that for $a < b$ with $b - a \leq \eta$, we have

$$TV[u(\tau); (a, b)] \leq \delta$$

(i.e. $u(\tau, \cdot)$ has small total variation on $(a, b)$). To prove estimate (3.11), first, we fix $\tau$ and $\xi \in (a, b)$ and we define the following truncate function

$$\bar{u}^\varepsilon(\tau)(x) = \bar{u}^\varepsilon(\tau, x) = \begin{cases} u^\varepsilon(\tau, a) & \text{if } x \leq a, \\ u^\varepsilon(\tau, x) & \text{if } a < x < b, \\ u^\varepsilon(\tau, b) & \text{if } b \leq x, \end{cases} \quad (3.14)$$

where $u^\varepsilon$ is the solution of (2.1), constructed in Theorem 2.1 (i). Call $v^\varepsilon = (v^\varepsilon, i)_{i=1,...,d}$, $w^\varepsilon = (w^\varepsilon, i)_{i=1,...,d}$ respectively the solutions of (3.12) and (3.13) with the same initial data $v^\varepsilon(0, x) = u^\varepsilon(0, x) = \bar{u}^\varepsilon(\tau, x)$. Let $U^{\varepsilon, b}_{(u, \tau, \xi)} = (U^{\varepsilon, b, i}_{(u, \tau, \xi)})_{i=1,...,d}$ be the solution of the parabolic Cauchy problem (3.13) with $U^{\varepsilon, b}_{(u, \tau, \xi)}(0, x) = u^\varepsilon(\tau, x)$. Let $\beta$ be the positive constant defined in Lemma 3.5. Then by definition of $u$ and $U^{\varepsilon, b}_{(u, \tau, \xi)}$, we can see that

$$\frac{1}{h} \int_{a+\beta h}^{b-\beta h} |u(\tau + h, x) - U^{\varepsilon, b}_{(u, \tau, \xi)}(h, x)|\,dx \leq \lim_{\varepsilon \to 0} \frac{1}{h} \int_{a+\beta h}^{b-\beta h} |\bar{u}^\varepsilon(\tau + h, x) - U^{\varepsilon, b}_{(u, \tau, \xi)}(h, x)|\,dx \leq \lim_{\varepsilon \to 0} \frac{1}{h} \int_{a+\beta h}^{b-\beta h} |u^\varepsilon(\tau + h, x) - v^\varepsilon(h, x)|\,dx.$$

This implies that

$$\frac{1}{h} \int_{a+\beta h}^{b-\beta h} |u(\tau + h, x) - U^{\varepsilon, b}_{(u, \tau, \xi)}(h, x)|\,dx \leq \lim_{\varepsilon \to 0} \frac{1}{h} \int_{a+\beta h}^{b-\beta h} |u^\varepsilon(\tau + h, x) - v^\varepsilon(h, x)|\,dx \leq \lim_{\varepsilon \to 0} \frac{1}{h} \int_{a+\beta h}^{b-\beta h} |u^\varepsilon(\tau + h, x) - w^\varepsilon(h, x)|\,dx \leq \lim_{\varepsilon \to 0} \frac{1}{h} \int_{a+\beta h}^{b-\beta h} |w^\varepsilon(h, x) - U^{\varepsilon, b}_{(u, \tau, \xi)}(h, x)|\,dx.$$

Using Lemma 3.3 on the finite propagation speed and estimate (2.2), we obtain, for $h$ small enough, that $\lim_{\varepsilon \to 0} I^\varepsilon_1 + I^\varepsilon_3 = 0$. Moreover, by Lemma 3.8, we know that,

$$\limsup_{\varepsilon \to 0} I^\varepsilon_2 \leq \limsup_{\varepsilon \to 0} C(TV[\bar{u}^\varepsilon(\tau)])^2 \leq C(TV[u(\tau); (a, b)])^2$$
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which ends the proof of Theorem 3.7.

Before going into the proof of Theorem 1.1 (ii) and (iii), we first recall in Lemma 3.9 the continuous $L^1$ estimate, proved by Bianchini et al. in [4]. Then we prove Proposition 3.10 that claims that our solution coincides locally with the semigroup vanishing viscosity solutions defined by Bianchini et al. in [4]. Let us underline that the semigroup of Bianchini-Bressan is defined for initial data which are not necessarily continuous, but with small total variation.

**Lemma 3.9 (L^1 estimate for initial data with small total variation)**

Let $S_t$ be the semigroup of vanishing viscosity solutions, constructed by Bianchini et al. in [4] as the limit in $L^1_{loc}(\mathbb{R})$ of a sequence $S^\varepsilon$ (see [4, (13.9)]). Consider any interval $[a,b]$ and two initial data $\bar{u}, \bar{v} \in L^1_{loc}(\mathbb{R})$ with small total variation. Then, the following continuous $L^1$ estimate holds.

\[
\int_a^b |(S_t \bar{u})(x) - (S_t \bar{v})(x)| \, dx \leq L_0 \int_a^b |\bar{u}(x) - \bar{v}(x)| \, dx \quad \text{for all} \quad 0 \leq t \leq \frac{b-a}{4\beta},
\]

(3.15)

\[
\| (S_t^\varepsilon \bar{u})(x) - (S_t^\varepsilon \bar{v})(x) \|_{L^1(\mathbb{R})} \leq L_0 \| \bar{u}(x) - \bar{v}(x) \|_{L^1(\mathbb{R})} \quad \text{for all} \quad t \geq 0,
\]

(3.16)

where $\beta$ is the constant defined in Lemma 3.5 and $L_0$ is a positive constant independent of $\varepsilon$.

For the proof of this lemma see Bianchini et al. [4, (13.13), (13.5)].

Now we prove the following proposition, which shows that our solution is locally a semigroup.

**Proposition 3.10 (Semigroup for continuous vanishing viscosity solutions)**

Let $u$ be a solution of system (1.1), given by Theorem 1.1 (i). Then, for all $T > 0$, there exists $\eta > 0$ only depending on $T$, $d$, $M_0$, $M_1$, $\Lambda$ and bounds on $\| u_0 \|_{L^\infty(\mathbb{R})}$ and $\| \partial_x u_0 \|_{L^{\log L}(\mathbb{R})}$, such that for all $0 < b - a \leq \eta$ and $\tau \in [0,T]$, we have

\[
\int_{a+\beta t}^{b-\beta t} |u(\tau + t, x) - (S_t \bar{u})(\tau)(x)| \, dx = 0, \quad \text{for all} \quad 0 \leq t \leq \frac{b-a}{4\beta},
\]

(3.17)

where $\beta$ is the constant defined in Lemma 3.3, $S_t$ is the semigroup of vanishing viscosity solution defined by Bianchini et al. in [4] and $\bar{u}$ is the following truncate function

\[
\bar{u}(\tau)(x) = \begin{cases} 
  u(\tau, a) & \text{if } x \leq a, \\
  u(\tau, x) & \text{if } a < x < b, \\
  u(\tau, b) & \text{if } b \leq x.
\end{cases}
\]

**Proof of Proposition 3.10:**

First we remark that the solution $u$, given by Theorem 1.1 (i) satisfies (1.3), and then we can choose a constant $\eta > 0$ such that for all $b - a \leq \eta$ the function $\bar{u}(\tau)$ has small total variation on $(a,b)$. Then, adopting the semigroup notation, we can write the vanishing viscosity solution defined by Bianchini et al. in [4] as $S_t(\bar{u}(\tau))$. The fact that $S_t$ is a semigroup is a consequence of the theory of Bianchini-Bressan developed in [4]. By construction of the solutions, we can write
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\[
\int_{a + \beta t}^{b - \beta t} |u(\tau + t, x) - S_t(\bar{u}(\tau))(x)| \, dx \leq \lim_{\varepsilon \to 0} \int_{a + \beta t}^{b - \beta t} |u^\varepsilon(\tau + t, x) - S_t^\varepsilon(\bar{u}(\tau))(x)| \, dx \tag{3.18}
\]

where \(u^\varepsilon\) is the solution of (2.1), constructed in Theorem 2.1 (i). Here \(S_t^\varepsilon(\bar{u}(\tau))\) is the semigroup solution of (3.14) with initial data \(\bar{u}\), constructed by Bianchini-Bressan in [4]. Now, we add and we subtract in (3.18) the function \(S_t^\varepsilon(\bar{u}(\tau))\), where \(\bar{u}(\tau)\) is the truncate function of \(u^\varepsilon\) defined in (3.14), we deduce that, there exists two positive constants \(C\) and \(L_0\) independent of \(\varepsilon\) such that

\[
\int_{a + \beta t}^{b - \beta t} |u(\tau + t, x) - S_t(\bar{u}(\tau))(x)| \, dx \leq \lim_{\varepsilon \to 0} \int_{a + \beta t}^{b - \beta t} |u^\varepsilon(\tau + t, x) - S_t^\varepsilon(\bar{u}(\tau))(x)| \, dx
\]

\[
+ \lim_{\varepsilon \to 0} \int_{a + \beta t}^{b - \beta t} |S_t^\varepsilon(\bar{u}(\tau))(x) - S_t^\varepsilon(\bar{u}(\tau))(x)| \, dx
\]

\[
\leq \lim_{\varepsilon \to 0} C \int_{a + \beta t}^{b - \beta t} \left( e^{\beta t - (x-a)/\varepsilon} + e^{\beta t + (x-b)/\varepsilon} \right) \, dx
\]

\[
+ \lim_{\varepsilon \to 0} L_0 \|\bar{u}(\tau) - \bar{u}^\varepsilon(\tau)\|_{L^1(\mathbb{R})}^\varepsilon
\]

where we have used in the second inequality the finite propagation speed Lemma 3.5 with estimate (2.2) and estimate (3.16). Using the fact that \(u^\varepsilon\) converges, as \(\varepsilon \to 0\), to \(u\) in \(L^\infty_{loc}([0, +\infty) \times \mathbb{R})\) and

\[
\lim_{\varepsilon \to 0} C \left( e^{\beta t - (x-a)/\varepsilon} + e^{\beta t + (x-b)/\varepsilon} \right) = 0 \quad \text{on} \quad [a + \beta t, b - \beta t]
\]

we obtain the result.

Now, we prove that the solution \(u\) constructed in Theorem 1.1 (i), is the unique continuous vanishing viscosity solution of system (1.1)-(1.2), in the sense of Definition 3.6.

**Proof of Theorem 1.1 (ii):**

**Step 1. (Short time):** Let \(w = w(t,x)\) be a continuous vanishing viscosity solution of (1.1) and \(u\) be a solution of (1.1) constructed in Theorem 1.1 (i). Assume \(w(0,x) = u(0,x)\). By Definition 3.6, we know that there exists two constants \(\gamma\) and \(\eta\) such that \(w\) satisfies (3.11). Let us call \((\eta_0, \beta)\) the parameters given by Proposition 3.10. Then up to decreasing \(\eta_0\) and increasing \(\beta\), we can assume that \(\eta_0 = \eta\) and \(\beta = \gamma\). Given any interval \([a,b]\), such that \(b - a = \eta\), thanks to identity (3.17) (with \(\tau = 0\)) and \(w(0,x) = u(0,x)\) we have

\[
\int_{a + \beta t}^{b - \beta t} |w(t,x) - u(t,x)| \, dx = \int_{a + \beta t}^{b - \beta t} |\bar{w}(t,x) - (S_t\bar{w}(0))(x)| \, dx, \quad \text{for all} \quad t \leq \frac{\eta}{4\beta}
\]

where

\[
\int_{a + \beta t}^{b - \beta t} |w(t,x) - u(t,x)| \, dx \leq \lim_{\varepsilon \to 0} \int_{a + \beta t}^{b - \beta t} |w^\varepsilon(t,x) - u^\varepsilon(t,x)| \, dx
\]

\[
+ \lim_{\varepsilon \to 0} \int_{a + \beta t}^{b - \beta t} |w^\varepsilon(t,x) - w^\varepsilon(t,x)| \, dx
\]

\[
\leq \lim_{\varepsilon \to 0} C \int_{a + \beta t}^{b - \beta t} \left( e^{\beta t - (x-a)/\varepsilon} + e^{\beta t + (x-b)/\varepsilon} \right) \, dx
\]

\[
+ \lim_{\varepsilon \to 0} L_0 \|\bar{w}(\tau) - \bar{w}^\varepsilon(\tau)\|_{L^1(\mathbb{R})}^\varepsilon
\]

where we have used in the second inequality the finite propagation speed Lemma 3.5 with estimate (2.2) and estimate (3.16). Using the fact that \(w^\varepsilon\) converges, as \(\varepsilon \to 0\), to \(w\) in \(L^\infty_{loc}([0, +\infty) \times \mathbb{R})\) and

\[
\lim_{\varepsilon \to 0} C \left( e^{\beta t - (x-a)/\varepsilon} + e^{\beta t + (x-b)/\varepsilon} \right) = 0 \quad \text{on} \quad [a + \beta t, b - \beta t]
\]

we obtain the result.

\[
\square
\]

**Proof of Theorem 1.1 (ii):**

**Step 1. (Short time):** Let \(w = w(t,x)\) be a continuous vanishing viscosity solution of (1.1) and \(u\) be a solution of (1.1) constructed in Theorem 1.1 (i). Assume \(w(0,x) = u(0,x)\). By Definition 3.6, we know that there exists two constants \(\gamma\) and \(\eta\) such that \(w\) satisfies (3.11). Let us call \((\eta_0, \beta)\) the parameters given by Proposition 3.10. Then up to decreasing \(\eta_0\) and increasing \(\beta\), we can assume that \(\eta_0 = \eta\) and \(\beta = \gamma\). Given any interval \([a,b]\), such that \(b - a = \eta\), thanks to identity (3.17) (with \(\tau = 0\)) and \(w(0,x) = u(0,x)\) we have

\[
\int_{a + \beta t}^{b - \beta t} |w(t,x) - u(t,x)| \, dx = \int_{a + \beta t}^{b - \beta t} |\bar{w}(t,x) - (S_t\bar{w}(0))(x)| \, dx, \quad \text{for all} \quad t \leq \frac{\eta}{4\beta}
\]

where
Let $L_0$ be the Lipschitz constant of the semigroup $S_t$, defined in (3.15). Using estimate (3.15) (and the fact that $S_t(\bar{w}(0))$ is continuous in $t$ with values in $L^1(\mathbb{R})$), we get the following error estimate

$$
\int_{a\pm t\beta}^{b-t\beta} |\bar{w}(t, x) - (S_t \bar{w}(0))(x)| dx 
\leq L_0 \int_0^t \left[ \limsup_{h \to 0^+} \frac{1}{h} \int_{a+(\tau+h)\beta}^{b-(\tau+h)\beta} |\bar{w}(\tau + h, x) - S_h(\bar{w}(\tau))(x)| dx \right] d\tau
$$

(3.19)

as in Bianchini et al. [4, (15.9)]. Now, to prove the uniqueness it thus suffices to show that the integrand on the right hand side of (3.19) vanishes for $\tau \in [0, t]$. Fix any $\tau \in [0, t]$ and let $\varepsilon > 0$ be given. We can choose finitely many points

$$a + \tau \beta = x_0 < x_1 < \cdots < x_N = b - \tau \beta,$$

such that, for every $j = 1, \ldots, N$,

$$TV[\bar{w}(\tau, \cdot); (x_{j-1}, x_j)] \leq \varepsilon.$$ (3.20)

By Theorem 3.7 and Proposition 3.10, the function $t \mapsto S_{t-\tau} \bar{w}(\tau)$ is itself a continuous vanishing viscosity solution and hence it also satisfies estimate (3.11). We now consider the mid point $y_j = \frac{x_{j-1} + x_j}{2}$. Using the estimate (3.11) with $\xi = y_j$ on each interval $(x_{j-1}, x_j)$, we compute

$$\limsup_{h \to 0^+} \frac{1}{h} \int_{a+(\tau+h)\beta}^{b-(\tau+h)\beta} |\bar{w}(\tau + h, x) - S_h(\bar{w}(\tau))(x)| dx$$

$$\leq \sum_{j=1}^N \limsup_{h \to 0^+} \frac{1}{h} \int_{x_{j-1}+h\beta}^{x_j-h\beta} |\bar{w}(\tau + h, x) - U_{(\bar{w}, \tau, y_j)}^\phi(h, x)| dx$$

$$+ \sum_{j=1}^N \limsup_{h \to 0^+} \frac{1}{h} \int_{x_{j-1}+h\beta}^{x_j-h\beta} |U_{(\bar{w}, \tau, y_j)}^\phi(h, x) - S_h(\bar{w}(\tau))(x)| dx.$$

Using (3.20), we obtain

$$\limsup_{h \to 0^+} \frac{1}{h} \int_{a+(\tau+h)\beta}^{b-(\tau+h)\beta} |\bar{w}(\tau + h, x) - S_h(\bar{w}(\tau))(x)| dx \leq C_1 \sum_{j=1}^N (TV[\bar{w}(\tau, \cdot); (x_{j-1}, x_j)])^2$$

$$\leq C_1 \varepsilon TV[\bar{w}(\tau, \cdot); (a + \tau \beta, b - \tau \beta)]$$

$$\leq C_1 \varepsilon,$$
because $TV[\hat{w}(\tau, \cdot); (a + \tau \beta, b - \tau \beta)] \leq \nu \leq 1$ (for a suitable choice of $\nu$ in Definition 3.6).

Since $\varepsilon > 0$ was arbitrary, the integrand on the right hand side of (3.19) must vanish at time $\tau \in [0, t]$, with $t \leq \frac{\eta}{4\beta}$.

**Step 2. (Long time):** Since the constants $L_0$ and $C_1$ are uniform on $(0, T)$, for all $T > 0$ we can find $n_0 \in \mathbb{N}$, such that $\frac{n_0 + 2 \eta}{4\beta} \geq T$. We repeat the same argument, for all $n = 1, \ldots, n_0$ on the interval $\left[\frac{n + 2 \eta}{4\beta}, \frac{n + 2 \eta}{4\beta}\right]$, we prove the uniqueness for all $t \in [0, T]$. This completes the proof.

In the following we prove the $L^1$-stability estimate announced in Theorem 1.1 (iii).

**Proof of Theorem 1.1 (iii):** From Proposition 3.10, we know that, there exist two positive constants $\beta$ and $\eta$ depending only on $T$, $M_0$, $M_L$, $d$, $\Lambda$ and bounds on $\|u_0\|_{L^\infty(\mathbb{R}^d)}$, $\|\partial_x u_0\|_{L^{10}(\mathbb{R})}$, $\|v_0\|_{L^\infty(\mathbb{R}^d)}$, $\|\partial_x v_0\|_{L^{10}(\mathbb{R})}$, such that, for all $0 < t \leq \frac{\eta}{4\beta}$, we have

$$\int_{a+\beta t}^{a+\eta-\beta t} |u(t, x) - v(t, x)| dx = \int_{a+\beta t}^{a+\eta-\beta t} |\bar{u}_0(x) - S_t \bar{v}_0(x)| dx$$

where $\bar{u}_0$ and $\bar{v}_0$ are the following truncate functions

$$\bar{u}_0(x) = \begin{cases} u_0(a) & \text{if } x \leq a, \\ u_0(x) & \text{if } a < x < a + \eta, \\ u_0(a + \eta) & \text{if } a + \eta \leq x, \end{cases}$$

and

$$\bar{v}_0(x) = \begin{cases} v_0(a) & \text{if } x \leq a, \\ v_0(x) & \text{if } a < x < a + \eta, \\ v_0(a + \eta) & \text{if } a + \eta \leq x. \end{cases}$$

Using the continuous $L^1$ estimate (3.15), we get

$$\int_{a+\beta t}^{a+\eta-\beta t} |u(t, x) - v(t, x)| dx \leq L_0 \int_{a}^{a+\eta} |\bar{u}_0(x) - \bar{v}_0(x)| dx = L_0 \int_{a}^{a+\eta} |u_0(x) - v_0(x)| dx.$$  

This leads to the following local estimate:

$$\|u(h, \cdot) - v(h, \cdot)\|_{L^1(I^\eta)} \leq L_0 \|u_0 - v_0\|_{L^1(I^\eta)} \quad \text{for all } 0 < t \leq \frac{\eta}{4\beta},$$  

(3.21)

where $I^\eta_\eta = [a + \beta t, a + \eta - \beta t]$.

**Step 2. (Global estimate):** For all $k \in \mathbb{Z}$, we note $I_k = \left[\frac{k}{2}, \frac{k}{2} + \frac{1}{2}\right]$ and $J_k = \left[\frac{2k+1}{4}, \frac{2k+3}{4}\right]$. We apply the local estimate (3.21), we obtain

$$\|u(t, \cdot) - v(t, \cdot)\|_{L^1(I^\eta_\eta)} \leq L_0 \|u_0 - v_0\|_{L^1(I^\eta_\eta)} \quad \text{for all } 0 < t \leq \frac{\eta}{4\beta}.$$

Taking the sum over $k \in \mathbb{Z}$, we deduce that

$$\|u(t, \cdot) - v(t, \cdot)\|_{L^1(\mathbb{R})} \leq 2L_0 \|u_0 - v_0\|_{L^1(\mathbb{R})} \quad \text{for all } 0 < t \leq \frac{\eta}{4\beta}.$$
Now for all $T > 0$, we know that there exists $n_0 \in \mathbb{N}$, where $\frac{n_0+2}{2} \geq T$. We repeat the previous estimate, for all $n = 1, \ldots, n_0$ on the interval $[\frac{n}{2} \leq \frac{n_0+2}{2} \geq T]$, we obtain that there exists $L = L(\eta, \beta, n_0)$ such that
\[
\|u(t, \cdot) - v(t, \cdot)\|_{[L^1(\mathbb{R})]^{\epsilon}} \leq L\|u_0 - v_0\|_{[L^1(\mathbb{R})]^{\epsilon}} \quad \text{for all} \quad 0 < t \leq T
\]
which proves the result. \hfill \Box

\section{Existence and uniqueness of Lipschitz solution}

This section is devoted to the proof of Theorem 1.3. We study Lipschitz solutions of system (1.1)-(1.2) and we show some uniqueness results for some particular matrices ($\lambda_i^j(u)_{i,j=1,\ldots,d}$ with $d \geq 2$. In the following subsection, we first recall the definition of viscosity solutions (different from Definition 3.6 for continuous vanishing viscosity solutions) and some well-known results in this framework. The proof of Theorem 1.3 is done in Subsection 4.2

\subsection{Some useful results for viscosity solutions}

The notion of viscosity solutions has been introduced by Crandall and Lions [6] in 1980, to solve first-order Hamilton-Jacobi equations. Let us mention that this theory has also been extended to the second order equations (see for instance the work of Jensen [16] and Ishii [13]). For a good introduction to this theory, we refer the reader for instance to Barles [2] and Bardi, Capuzzo-Dolcetta [2].

Now, we recall the definition of the viscosity solution for the following problem for all $0 < t \leq T$.

\begin{equation}
\partial_t u + H(t, x, v, \partial_x v) - \epsilon \partial_{xx} v = 0 \quad \text{for} \quad x \in \mathbb{R}, \ t \in (0, +\infty).
\end{equation}

where $H : (0, +\infty) \times \mathbb{R}^3 \rightarrow \mathbb{R}$ is the Hamiltonian and is supposed to be continuous. We introduce the following set of functions, for a set $\Omega \subset \mathbb{R}^N$:

\[USC(\Omega) = \{f : \Omega \rightarrow \mathbb{R}, \text{with } f \text{ upper semicontinuous}\},\]
\[LSC(\Omega) = \{f : \Omega \rightarrow \mathbb{R}, \text{with } f \text{ lower semicontinuous}\} .\]

\begin{definition}[(Viscosity subsolution, supersolution and solution)]
A function $v \in USC((0, +\infty) \times \mathbb{R})$ is a viscosity subsolution of (4.1) if for every $(t_0, x_0) \in (0, +\infty) \times \mathbb{R}$ and for every test function $\phi \in C^2((0, +\infty) \times \mathbb{R})$, that is tangent from above to $v$ at $(t_0, x_0)$, the following holds:
\[\partial_t \phi(t_0, x_0) + H(t_0, x_0, v(t_0, x_0), \partial_x \phi(t_0, x_0)) - \epsilon \partial_{xx} \phi(t_0, x_0) \leq 0.\]

A function $v \in LSC((0, +\infty) \times \mathbb{R})$ is a viscosity supersolution of (4.1) if for every $(t_0, x_0) \in (0, T) \times \mathbb{R}$ and for every test function $\phi \in C^2((0, +\infty) \times \mathbb{R})$, that is tangent from below to $v$ at $(t_0, x_0)$, the following holds:
\[\partial_t \phi(t_0, x_0) + H(t_0, x_0, v(t_0, x_0), \partial_x \phi(t_0, x_0)) - \epsilon \partial_{xx} \phi(t_0, x_0) \geq 0.\]
\end{definition}
A continuous function $v$ is a viscosity solution of (4.1) if, and only if, it is a sub and a supersolution of (4.1).

**Remark 4.2** When $v$ is a subsolution (resp. supersolution) of (4.1), we write

$$
\partial_t v + H(t, x, v, \partial_x v) - \varepsilon \partial_{xx} v \leq 0 \quad (\text{resp. } \partial_t v + H(t, x, v, \partial_x v) - \varepsilon \partial_{xx} v \geq 0).
$$

Let us now recall some well-known results.

**Remark 4.3 (Classical solution-viscosity solution)**

If $v$ is a $C^2$ solution of (4.1), then $v$ is a viscosity solution of (4.1).

We now consider solutions of the following ODE for $\alpha \in \mathbb{R}$:

$$
\frac{dv}{dt} = \alpha v \quad \text{on } (0, +\infty). \quad (4.2)
$$

A function $v : (0, +\infty) \rightarrow \mathbb{R}$ is said to be viscosity subsolution (resp. supersolution) if $v(t, x) = v(t)$ is a viscosity subsolution (resp. supersolution) of (4.1) with $H = -\alpha v, \varepsilon = 0$ in the sense of Definition 4.1.

**Lemma 4.4 (Gronwall lemma for viscosity solution)**

Let us consider a function $v \in USC[0, +\infty)$, which is a viscosity subsolution of (4.2). Assume that $v(0) \leq v_0$ then $v(t) \leq v_0 e^{\alpha t}$ for all $t \geq 0$.

The proof of this Lemma is a direct application of the comparison principle, (see Barles [3, Th 2.4]).

4.2 Uniqueness results for $W^{1,\infty}$ solutions

In this subsection we prove Theorem 1.3. Before going on, we recall below in Theorem 4.5 a well-known uniqueness result for $W^{1,\infty}$ solutions of (1.1).

**Theorem 4.5 (Existence and uniqueness of $W^{1,\infty}$ solution)**

Assume (H1). Let $u_0 \in [W^{1,\infty}(\mathbb{R})]^d$, such that $\partial_x u_0 \geq 0$.

i) Then, for any $0 < \varepsilon \leq 1$, there exists a function $u^\varepsilon \in \bigcap_{T>0} \left( [W^{2,\infty}(0, T) \times \mathbb{R})]^d \cap [C^{\infty}(0, T) \times \mathbb{R})]^d \right)$ solution of (2.4), such that for every fixed $t \in [0, +\infty)$ the function $u^\varepsilon(t, \cdot)$ is nondecreasing.

ii) If the solution $u^\varepsilon$ of (2.4) satisfies (for all $T > 0$)

$$
\|u^\varepsilon(t, \cdot)\|_{W^{1,\infty}(\mathbb{R})} \leq C_T \quad \text{for all } t \in [0, T] \quad (4.3)
$$

with $C_T$ independent on $\varepsilon$, then $u^\varepsilon$ converges locally uniformly, as $\varepsilon \rightarrow 0$, to a function $u$ with $u \in \bigcap_{T>0} [W^{1,\infty}(0, T) \times \mathbb{R})]^d$. Moreover, this function $u$ is the unique solution of system (1.1) in the sense of distributions, assuming the solutions in $\bigcap_{T>0} [W^{1,\infty}(0, T) \times \mathbb{R})]^d$.
The lines of the proof of this theorem are very standard (see for instance Cannone et al. [3] for a similar problem). For this reason, we skip the details of the proof, and notice that Theorem 4.3 follows from Remark 1.2 (i) and Theorem 2.1.

**Proof of Theorem 1.3:**
Using Theorem 4.3, it is enough to show that system (1.1)-(1.2) admits a solution satisfying (1.3). Indeed, we then get the same property for $\partial_t u$, where $u$ is the limit of $u^\varepsilon$ as $\varepsilon \to 0$. Moreover, from system (1.1) satisfied by $u^\varepsilon$ and for all $i = 1, \ldots, d$

$$|u^\varepsilon|^i + |\partial_x u^\varepsilon|^i + |\partial_t u^\varepsilon|^i + |\partial_{xx} u^\varepsilon|^i + |\partial_t u^\varepsilon|^i \leq C_T^\varepsilon,$$

which implies in particular that

$$\int_{\mathbb{R}} |w^\varepsilon(t, x)| \, dx \leq 2C_T^\varepsilon.$$

We are interested in the quantity

$$m_i(t) = \sup_{x \in \mathbb{R}} w^\varepsilon,i(t, x).$$

which also satisfies $|\partial_t m_i| \leq C_T^\varepsilon$. This supremum is reached at least at some point $x_i(t)$, because $w^\varepsilon,i \in W^{1,\infty}(0, T) \cap L^1([0, T] \times \mathbb{R})$ and then for each $t \in [0, T)$, $w^\varepsilon,i(t, x) \to 0$ as $|x| \to +\infty$.

In the following we prove that $m_i$ is bounded uniformly in $\varepsilon$ for all $i = 1, \ldots, d$ which will imply the first point of the Theorem.

First, taking the derivative with respect to $x$, equation (2.1) satisfied by $u^\varepsilon \in [C^\infty((0, T) \times \mathbb{R})]^d$, we can see that $w^\varepsilon$ satisfies the following equation

$$\partial_t w^\varepsilon,i + \lambda^i(u^\varepsilon) \partial_x w^\varepsilon,i + \sum_{j=1,\ldots,d} \lambda^i_j(u^\varepsilon) w^\varepsilon,j w^\varepsilon,i = \varepsilon \partial_{xx} w^\varepsilon,i.$$  (4.5)

Now, we prove that $m_i$ is a viscosity subsolution of the following equation

$$\frac{d}{dt} m_i(t) + \sum_{j=1,\ldots,d} \lambda^i_j(u^\varepsilon(t, x_i(t))) w^\varepsilon,j(t, x_i(t)) w^\varepsilon,i(t, x_i(t)) = 0.$$  (4.6)

Indeed, let $\phi \in C^2((0, T))$ be a test function, such that $\phi \geq m_i$ and $\phi(t_0) = m_i(t_0)$ for some $t_0 \in (0, T)$. From the definition of $m_i$, we can easily check that $\phi(t) \geq w^\varepsilon,i(t, x)$ for all $(t, x) \in [0, T) \times \mathbb{R}$ and $\phi(t_0) = w^\varepsilon,i(t_0, x_i(t_0))$. From the fact that $w^\varepsilon,i \in C^\infty((0, T) \times \mathbb{R})$, by
Remark 4.3 we know that \( w^{\varepsilon,i} \) is a viscosity solution of \( (4.3) \). We apply Definition 4.1, and using the fact that \( \partial_x \phi = \partial_{x^i} \phi = 0 \), we get

\[
\frac{d}{dt} \phi(t_0) + \sum_{j=1,...,d} \lambda_{i,j}^{1}(u_{\varepsilon}(t_0,x_i(t_0)))w^{\varepsilon,j}(t_0,x_i(t_0))w^{\varepsilon,i}(t_0,x_i(t_0)) \leq 0.
\]

This proves that \( m_i \) is a viscosity subsolution of \( (4.6) \).

Notice that in the case \( d = 1 \) each assumption \( (K1) \), \( (K2) \) or \( (K3) \) reduces to \( \lambda_{i,j}^{1}(u) \geq 0 \) which corresponds to the well-known case of scalar Burgers equation with non shocks when the initial data is non-decreasing. For this reason in the following we consider the case \( d \geq 2 \). We will establish estimates on \( m_i \) at the level \( \varepsilon \), and the result for \( \varepsilon = 0 \) is then a straightforward consequence passing to the limit in \( \varepsilon \). Three cases may occur:

1- The case where \((K1)\) holds: We see that \( m_1 \), satisfies (in the viscosity sense)

\[
\frac{d}{dt} m_1(t) \leq - \sum_{j=1,...,d} \lambda_{i,j}^{1}(u_{\varepsilon}(t,x_1(t)))w^{\varepsilon,j}(t,x_1(t))w^{\varepsilon,i}(t,x_1(t)) \leq 0,
\]

where we have used the fact that, for \( j = 1,...,d \), \( \lambda_{i,j}^{1}(u_{\varepsilon}) \geq 0 \) and \( w^{\varepsilon,j} \geq 0 \). This proves by Lemma 4.4 (with \( \alpha = 0 \)) that,

\[
m_1(t) \leq m_1(0) = w^{\varepsilon,1}(0,x_1(0)) \leq \| \partial_x u_{\varepsilon}^{i} \|_{L^\infty(\mathbb{R})} \leq \| \partial_x u_{\varepsilon}^{i} \|_{L^\infty(\mathbb{R})} := C_1(t).
\]

By recurrence, we assume that \( m_j(t) \leq C_i(t) \) for all \( j \leq i \), where \( C_i \) is a positive function independent of \( \varepsilon \), and we prove that \( m_{i+1} \) is bounded uniformly in \( \varepsilon \). Indeed, we know that

\[
\frac{d}{dt} m_{i+1}(t) \leq - \sum_{j=1,...,d} \lambda_{i,j}^{i+1}(u_{\varepsilon}(t,x_{i+1}(t)))w^{\varepsilon,j}(t,x_{i+1}(t))w^{\varepsilon,i+1}(t,x_{i+1}(t)),
\]

\[
\leq - \sum_{j \leq i} \lambda_{i,j}^{i+1}(u_{\varepsilon}(t,x_{i+1}(t)))w^{\varepsilon,j}(t,x_{i+1}(t))w^{\varepsilon,i+1}(t,x_{i+1}(t))
\]

\[- \sum_{i+1 \leq j \leq d} \lambda_{i,j}^{i+1}(u_{\varepsilon}(t,x_{i+1}(t)))w^{\varepsilon,j}(t,x_{i+1}(t))w^{\varepsilon,i+1}(t,x_{i+1}(t)).
\]

We use that \( \lambda_{i,j}^{i+1}(u_{\varepsilon}) \geq 0 \), for \( i + 1 \leq j \leq d \) and we obtain that

\[
\frac{d}{dt} m_{i+1}(t) \leq - \sum_{j \leq i} \lambda_{i,j}^{i+1}(u_{\varepsilon}(t,x_{i+1}(t)))w^{\varepsilon,j}(t,x_{i+1}(t))w^{\varepsilon,i+1}(t,x_{i+1}(t)),
\]

\[
\leq dM_1 m_{i+1}(t)C_i(t).
\]

where we have used the assumption \( m_j \leq C_i \) for all \( j \leq i \). This implies by Lemma 4.4, with \( \alpha = dM_1 \), that

\[
m_{i+1}(t) \leq m_{i+1}(0)e^{\alpha \int_0^t C_i(s)ds},
\]

\[
\leq \| \partial_x u_{0}^{i+1} \|_{L^\infty(\mathbb{R})} e^{\alpha \int_0^t C_i(s)ds} := C_{i+1}(t).
\]
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This proves that, for all \(i = 1, \ldots, d\), \(m_i\) is bounded uniformly in \(\varepsilon\), on each time interval \([0, T]\).

2- **The case where \((K2)\) holds:** From \((4.6)\), we obtain that,

\[
\frac{d}{dt} m_i(t) \leq - \sum_{j=1}^{d} \lambda^i_{j}(u^\varepsilon(t, x_i(t)))w^\varepsilon,j(t, x_i(t))w^\varepsilon,i(t, x_i(t)) \\
\leq - \sum_{j=1}^{d} A_{ij}w^\varepsilon,j(t, x_i(t))w^\varepsilon,i(t, x_i(t)) \\
\leq - \sum_{j=1}^{d} A_{ij}w^\varepsilon,j(t, x_j(t))w^\varepsilon,i(t, x_i(t))
\]

where we have used the fact that \(\lambda^i_{j} \leq 0\) for \(i \neq j\). Applying the comparison principle (see Barles [3, Th 2.4]), we deduce that

\[
m_i(t) \leq m_i(0) - \int_0^t \sum_{j=1}^{d} A_{ij}m_j(s)m_i(s) \, ds.
\]  

(4.7)

Taking the sum over the index \(i\), from \((4.7)\) we get that the quantity \(m(t) = \sum_{i=1}^{d} m_i(t)\) satisfies the following

\[
m(t) \leq m(0) - \sum_{i,j=1}^{d} A_{ij}m_j(s)m_i(s) \, ds, \\
\leq m(0) = \sum_{i=1}^{d} \|\partial_x u^\varepsilon_i\|_{L^\infty(\mathbb{R})} \leq \sum_{i=1}^{d} \|\partial_x u_{i0}\|_{L^\infty(\mathbb{R})},
\]

where we have used assumption \((K2)\) and \(w^\varepsilon,i \geq 0\), for \(i = 1, \ldots, d\). This proves \((1.7)\).

3- **The case where \((K3)\) holds:** We are interested in the following quantity:

\[
m(t) = \max_{i=1, \ldots, d} m_i(t) = m_{i_0}(t) \text{ for some } i_0 = i_0(t).
\]

We remark that \(m \in USC(0, T)\) and that \(m\) is a viscosity subsolution of \((4.6)\), which implies (in the viscosity sense) that

\[
\frac{d}{dt} m(t) \leq - \sum_{j=1}^{d} \lambda^{i_0}_{j}(u^\varepsilon(t, x_{i_0}(t)))w^\varepsilon,j(t, x_{i_0}(t))m_{i_0}(t) \\
\leq - \lambda^{i_0}_{i_0}(u^\varepsilon(t, x_{i_0}(t)))(m_{i_0}(t))^2 - \sum_{j=1}^{d, j \neq i_0} \lambda^{i_0}_{j}(u^\varepsilon(t, x_{i_0}(t)))w^\varepsilon,j(t, x_{i_0}(t))m_{i_0}(t).
\]

By definition of \(m_{i_0}\), we deduce that
Here we present an application of the results proved previously. More precisely, we study the system of isentropic gas dynamics, defined as follows:

\[
\begin{align*}
\frac{d}{dt} m(t) &\leq -\lambda_i \left( u^i(t, x_{i_0}(t)) \right) \left( m_{i_0}(t) \right)^2 + \sum_{j=1,\ldots,d, \ j \neq i_0} \left[ \lambda_j \left( u^j(t, x_{j_0}(t)) \right) \right] \left( m_{j_0}(t) \right) m_j(t) \\
&\leq \left( m_{i_0}(t) \right)^2 \left( -\lambda_i \left( u^i(t, x_{i_0}(t)) \right) + \sum_{j=1,\ldots,d, \ j \neq i_0} \left( \lambda_j \left( u^j(t, x_{j_0}(t)) \right) \right) \right) \leq 0,
\end{align*}
\]

where we have used (K3) and the fact that \( u^{i,j} \geq 0 \). Finally, we integrate in time and obtain that

\[
m(t) \leq m(0) = \max_{i=1,\ldots,d} \| \partial_x u_i^0 \|_{L^\infty(\mathbb{R})} \leq \max_{i=1,\ldots,d} \| \partial_x u_i^0 \|_{L^\infty(\mathbb{R})}.
\]

This proves (L8).

Remark 4.6 (Miscellaneous extensions)
In Theorem 1.3 we have considered the study of a particular system only to simplify the presentation. This result could be generalized to the following system

\[
\partial_t u^i + \lambda^i(u, x, t) \partial_x u^i = h^i(u, x, t) \quad \text{on} \quad (0, +\infty) \times \mathbb{R} \quad \text{for} \quad i = 1, \ldots, d,
\]

with \( \lambda^i, \ h^i \in W^{1,\infty}(\mathbb{R}^d \times \mathbb{R} \times (0, +\infty)), \ \partial_x h^i \geq 0 \) and \( h_{ij} \geq 0 \) for \( i \neq j \) and with moreover one of the following conditions:

\begin{enumerate}
\item[(K1)′] \( \lambda_j(u, x, t) \geq 0 \) and \( h_{ij}(u, x, t) \geq 0 \)
\item[(K2)′] \( \lambda_j(u, x, t) \leq 0 \) for all \( (u, x, t) \in \mathbb{R}^d \times \mathbb{R} \times [0, +\infty) \) and \( j \neq i \) with \( i, j \in \{1, \ldots, d\} \),
\item[(K3)′] \( \lambda_{ij}(u, x, t) \geq \sum_{i \neq j} \lambda_{ij}(u, x, t)^{-} \) for all \( (u, x, t) \in \mathbb{R}^d \times \mathbb{R} \times [0, +\infty) \) and \( i = 1, \ldots, d \).
\end{enumerate}

5 Application to the 1D system of isentropic gas dynamics

In this section we present an application of the results proved previously. More precisely, we study the system of isentropic gas dynamics, defined as follows

\[
\begin{align*}
\partial_t \rho + \partial_x (\rho u) &= 0 \\
\partial_t (\rho u) + \partial_x (\rho u^2 + p(\rho)) &= 0, \quad \text{with} \quad p(\rho) = \frac{(\gamma-1)^2}{4\gamma} \rho^\gamma \\
u(0, x) &= u_0 \quad \text{and} \quad \rho(0, x) = \rho_0 \geq 0
\end{align*}
\]

(5.1)
where $\gamma > 1$ and respecting the usual notation for the physical quantities: $\rho$ represents the density of the fluid, $u$ is the velocity of the fluid and $p$ the pressure. In what follows, we present an application of Theorem 1.1 and 1.3 (proved in the present paper) on system (5.1).

First of all, we remark that system (5.1) is a diagonalizable hyperbolic system. Indeed, in the case where $\rho > 0$ and $(\rho, u)$ is a smooth solution, we can check easily that the following two variables

$$r_1 = u + \frac{2c}{\gamma - 1} \text{ and } r_2 = u - \frac{2c}{\gamma - 1},$$

where $c = \sqrt{\gamma \rho} = \frac{(\gamma - 1)}{2} \sqrt{\rho^{\gamma-1}}$, satisfy the following diagonal system:

$$\begin{cases}
\partial_t r_1 + \lambda_1(r_1, r_2) \partial_x r_1 = 0 \\
\partial_t r_2 + \lambda_2(r_1, r_2) \partial_x r_2 = 0
\end{cases}
$$

with initial data $r_1^0, r_2^0$.

where $\lambda_1$ and $\lambda_2$ are defined as follows

$$\begin{align*}
\lambda_1(r_1, r_2) &= \frac{r_1 + r_2}{2} + \frac{\gamma - 1}{4} (r_1 - r_2) = u + c \\
\lambda_2(r_1, r_2) &= \frac{r_1 + r_2}{2} - \frac{\gamma - 1}{4} (r_1 - r_2) = u - c.
\end{align*}$$

Moreover, we have

$$(\lambda^i_j(r_1, r_2))_{i,j=1,2} = \begin{pmatrix}
\frac{1}{2} + \frac{\gamma - 1}{4} & \frac{1}{2} - \frac{\gamma - 1}{4} \\
\frac{1}{2} - \frac{\gamma - 1}{4} & \frac{1}{2} + \frac{\gamma - 1}{4}
\end{pmatrix}.$$ 

In the case $\gamma > 1$, this matrix satisfies the assumptions, $(H2)$, $(K3)$ and $(H2)'$, of Theorems 1.1, 1.3 and 2.1. In the following, we show some existence and uniqueness results for system (5.1) applying Theorems 1.1, 1.3 and 2.1.

Firstly, we start with the study of system (5.2) and we consider the following assumptions

(A1) $r_1^0, r_2^0 \in L^\infty(\mathbb{R})$ and $\partial_x r_1^0, \partial_x r_2^0 \geq 0$.

(A2) $\partial_x r_1^0, \partial_x r_2^0 \in L \log L(\mathbb{R})$.

(A2)$'$ $r_1^0, r_2^0 \in \text{Lip}(\mathbb{R})$.

The following existence and uniqueness results for the diagonal system (5.2) hold.
Theorem 5.1 (Diagonal isentropic gas dynamics system)
Assume (A1) and $\gamma > 1$. Then, we have

i) Existence and uniqueness of a continuous solution:
Existence: Under assumption (A2), system (5.2) has a continuous solution $(r_1, r_2)$ on $[0, +\infty) \times \mathbb{R}$ satisfying (A1) and (A2) for all $t \geq 0$. Moreover, if $r_0^1 - r_0^2 \geq 0$, then $r^1 - r^2 \geq 0$ for all $t \geq 0$.

Uniqueness: Furthermore, if we assume (A2) and
\[
r_0^1 \geq \Lambda_1 > \Lambda_2 \geq r_0^2
\]
then the previous solution $(r_1, r_2)$ is the unique continuous vanishing viscosity solution (in the sense of Definition 3.6).

ii) Existence and uniqueness of $W^{1,\infty}$ solution:
Assume (A2)', then system (5.2) has a unique solution $(r_1, r_2) \in [W^{1,\infty}([0, +\infty) \times \mathbb{R})]^2$ satisfying (A1) and (A2)' for all $t > 0$. Moreover, if $r_0^1 - r_0^2 \geq 0$, then $r^1 - r^2 \geq 0$ for all $t \geq 0$.

Proof of Theorem 5.1:

Proof of i): We apply Theorem 2.1, which proves that, under the assumptions (A1) and (A2), system (5.2) admits a solution $(r_1, r_2) \in [C([0, +\infty) \times \mathbb{R})]^2$ satisfying (A1) and (A2) for all $t \geq 0$.

We now want to prove that, if $r_0^1 - r_0^2 \geq 0$, then $r_1 - r_2 \geq 0$ for all $t \geq 0$. To this end, we recall that by Theorem 2.1, we know that $r_1 = \lim_{\varepsilon \to 0} r_{1,\varepsilon}$ and $r_2 = \lim_{\varepsilon \to 0} r_{2,\varepsilon}$, where $(r_{1,\varepsilon}, r_{2,\varepsilon})$ is the solution of the following regularized parabolic system
\[
\partial_t r_{i,\varepsilon} + \lambda (r_{i,\varepsilon}, r_{2,\varepsilon}) \partial_x r_{i,\varepsilon} = \varepsilon \partial_{xx} r_{i,\varepsilon}, \quad \text{for } i = 1, 2
\]
with regular initial data $r_{1,\varepsilon}^0, r_{2,\varepsilon}^0$ (see Theorem 2.1). To simplify, we set $r_{i,\varepsilon} = r_{i,\varepsilon}^1 - r_{i,\varepsilon}^2$, using the regularized parabolic system, we can see that $r_{i,\varepsilon}$ satisfies the following equation
\[
\partial_t r_{i,\varepsilon} = -\left( \frac{r_{i,\varepsilon}^1 + r_{i,\varepsilon}^2}{2} \right) \partial_x r_{i,\varepsilon} - \frac{\gamma - 1}{4} r_{i,\varepsilon} \partial_x (r_{i,\varepsilon}^1 + r_{i,\varepsilon}^2) + \varepsilon \partial_{xx} r_{i,\varepsilon}.
\]
Using the maximum principle theorem for parabolic equations (see Lieberman [21], Th 2.10)), we know that the following property holds:

If $r_{i,\varepsilon}(0, x) \geq 0$, then $r_{i,\varepsilon}(t, x) \geq 0$ for all $t > 0$. (5.3)

We pass to the limit $\varepsilon \to 0$ and obtain that $r(t, x) \geq 0$. This proves the existence result announced in i). The proof of the uniqueness result is direct application of Theorem 1.1.

Proof of ii): The proof of ii) is similar to the proof of i). Indeed, we apply Theorem 2.1, which proves that, under the assumptions (A1) and (A2)', system (5.2) admits a solution $(r_1, r_2) \in [W^{1,\infty}([0, +\infty) \times \mathbb{R})]^2$ satisfying (A1) and (A2)' for all $t \geq 0$.
Moreover, we can prove as in the proof of i) that if \( r_1^0 - r_2^0 \geq 0 \), then \( r_1 - r_2 \geq 0 \) for all \( t \geq 0 \). Let us mention that in the case of Lipschitz solutions, we can also prove the following result: if \( r_1^0 - r_2^0 \geq \Lambda > 0 \), then \( r_1 - r_2 \geq \Lambda e^{-\alpha t} > 0 \) for all \( t \geq 0 \), with \( \alpha = \frac{\gamma - 1}{2} \max_{i=1,2} ||\partial_x r_i^0||_{L^\infty(\mathbb{R})} \). □

Before going into the proof of Theorem 1.4, we need the following technical lemma.

**Lemma 5.2 (From Diagonal system to nondiagonal)**

Let us consider two functions \( r_1, r_2 \in C([0, +\infty) \times \mathbb{R}) \cap W_{loc}^{1,1}([0, +\infty) \times \mathbb{R}) \) satisfying \( r_1 - r_2 \geq 0 \) on \([0, +\infty) \times \mathbb{R}, \) with \((r_1, r_2)\) solution of (5.2). Then the following functions

\[
u = \frac{r_1 + r_2}{2} \quad \text{and} \quad \rho^\theta = \frac{r_1 - r_2}{2} \quad \text{where} \quad \theta = \frac{\gamma - 1}{2}
\]

solve the following system

\[
\begin{aligned}
\partial_t (\rho^\theta) + u \partial_x (\rho^\theta) + \theta \rho^\theta \partial_x u &= 0 \\
\partial_t u + u \partial_x u + \theta \rho^\theta \partial_x (\rho^\theta) &= 0.
\end{aligned}
\]

Reciprocally, if \( \rho^\theta, \ u \in C([0, +\infty) \times \mathbb{R}) \cap W_{loc}^{1,1}([0, +\infty) \times \mathbb{R}) \) (with \( \rho^\theta \geq 0 \)) is solution of (5.3) then \( r_1, r_2 \) defined in (5.4), solve (5.2).

With a simple computation we can check the result (see also Serre [26, Vol II]).

**Proof of Theorem 1.4:**

Firstly we prove the existence and uniqueness of a Lipschitz solution announced in Theorem 1.4 ii).

**Proof of ii):** We prove the result three steps.

**Step 1. (Existence and uniqueness of \((r_1, r_2)\)):** We remark that, if \( u_0 \) and \( \rho^\theta_0 \) satisfy assumptions (J1) and (J2)’, then the functions \( r_1^0 = u_0 + \rho^\theta_0 \) and \( r_2^0 = u_0 - \rho^\theta_0 \), where \( \theta = \frac{\gamma - 1}{2} \), satisfy assumptions (A1) and (A2)’. Now, we consider system (5.2) with the following initial data \( r_1^0 = u_0 + \rho^\theta_0 \) and \( r_2^0 = u_0 - \rho^\theta_0 \). We apply Theorem 5.1 ii), which proves that system (5.2) admits a unique solution \((r_1, r_2)\) in \( W^{1,\infty}([0, +\infty) \times \mathbb{R}) \).

Using the condition \( r_1^0 - r_2^0 = 2\rho^\theta_0 \geq 0 \), we can also prove, by Theorem 5.1 ii), that \( r_1 - r_2 \geq 0 \) for all \( t > 0 \).

**Step 2. (From \((r_1, r_2)\) toward \((\rho, u)\)):** By Lemma 5.2, it is equivalent to say that \( u = \frac{r_1 + r_2}{2} \) and \( \rho^\theta = \frac{r_1 - r_2}{r_1 + r_2} \geq 0 \) are in \( W^{1,\infty}([0, +\infty) \times \mathbb{R}) \) and solution of system (5.3).

We can also see that in the case \( 1 < \gamma \leq 3 \) the functions \( u \) and \( \rho \) defined above belong to \( W^{1,\infty}([0, +\infty) \times \mathbb{R}) \), and moreover solve the following system

\[
\begin{aligned}
\rho^\theta - 1 [\partial_t \rho + u \partial_x \rho + \rho \partial_x u] &= 0 \\
\rho \partial_t u + pu \partial_x u + \theta^2 \rho^2 \partial_x \rho &= 0.
\end{aligned}
\]
Using the following result:

If \( f \in W^{1,p} \) for some \( p \in [1, +\infty] \), then \( Df = 0 \) a.e. on the set \( \{ f = 0 \} \), we can rewrite (5.6) as follows

\[
\begin{align*}
\partial_t \rho + \partial_x (u \rho) &= 0, \\
\rho \partial_t u + \rho u \partial_x u + \partial_x (p(\rho)) &= 0.
\end{align*}
\]

(5.7)

This shows that \((\rho, u)\) is a solution of system (5.1).

**Step 3. (Uniqueness of \((\rho, u)\)):** Reciprocally, if \((\rho, u) \in W^{1,\infty}([0, +\infty) \times \mathbb{R})^2\) solves (5.7), with \( \rho \geq \Lambda > 0 \), we want to show that \((\rho, u)\) is unique. From Step 1, it is sufficient to show that \( r_1 = u + \rho^\theta \) and \( r_2 = u - \rho^\theta \) is solution of (5.2). This is easy to see that this is true by reversing the arguments of Step 2.

Now, we prove the existence and uniqueness of a continuous solution announced in Theorem 1.4 i).

**Proof of i):** We proceed as in the proof of ii). We consider system (5.2) with the following initial data \( r_1^0 = u_0 + \rho_0^\theta \) and \( r_2^0 = u_0 - \rho_0^\theta \). We apply Theorem 5.1 i) (Existence), we prove that, under the assumption (J1) and (J2), system (5.2) admits a continuous solution \((r_1, r_2)\) on \([0, +\infty) \times \mathbb{R}\) satisfying (A1) and (A2). Since \( r_1^0 - r_2^0 = 2\rho_0^\theta \geq 0 \), we know also that \( r_1 - r_2 = 2\rho^\theta \geq 0 \), for all \( t > 0 \).

Moreover, if we assume the condition \( r_1^0 \geq \Lambda_1 > \Lambda_2 \geq r_2^0 \) then in particular we have that \( 2\rho^\theta \geq \Lambda_1 - \Lambda_2 > 0 \). This proves that system (5.3) is equivalent to system (5.7). By Lemma 5.2, we deduce that it is equivalent to write that \( u = \frac{r_1 + r_2}{2} \) and \( \rho^\theta = \frac{r_1 - r_2}{2} \) are continuous solution of system (5.5) satisfying (J1) and (J2) for all \( t \geq 0 \). We use Theorem 5.1 i) (Uniqueness), which proves that \((\rho, u)\) is the unique continuous vanishing viscosity solution (in the sense of Definition 3.6).

\( \square \)
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