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Abstract

In this paper, we propose a new algorithm to mesh implicit surfaces which produces meshes both with a good triangle aspect ratio as well as a good approximation quality. The number of vertices of the output mesh is defined by the end-user. For this goal, we perform a two-stage processing: an initialization step followed by an iterative optimization step. The initialization step consists in capturing the surface topology and allocating the vertex budget. The optimization algorithm is based on a variational vertices relaxation and triangulation update. In addition a gradation parameter can be defined to adapt the mesh sampling to the curvature of the implicit surface. We demonstrate the efficiency of the approach on synthetic models as well as real-world acquired data, and provide comparisons with previous approaches.
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1. Introduction

Implicit modeling is a geometric interface representation where the interface is expressed as the zero level-set of an implicit function. This representation is nowadays used to represent geometrically and topologically complex shapes (see Figure 1, 10). They are also used to represent constructive solid geometric objects (referred as CSG objects), i.e. objects defined as results of Boolean operations on geometrical shapes, etc.

Implicit modeling has received a lot of interest with the recent development of 3D acquisition technologies, such as range scanner and LIDAR, etc. Indeed, implicit surface based reconstruction methods, like [1, 2], are efficient to overcome topological difficulties in a reasonable time. A brief survey is given in [3]. Implicit modeling is also widely used in medical imaging to segment disconnected components via the level-sets formalism [4, 5, 6].

While implicit surfaces are nowadays common for surface modeling, most of the current hardware cannot directly display or process them. Moreover, it is difficult to make any measurement on the shape as long as the geometry is not explicitly known. For these reasons, linear approximations, i.e. polygonal meshes are largely preferred. Consequently the conversion from the implicit surface to polygonal meshes, i.e. polygonization, has received a lot of interest. The main challenges for a polygonizer are to (i) capture the topology of the implicit surface, (ii) to provide a good approximation of the geometry and normals of the implicit surface, (iii) have a good triangle aspect ratios even in presence of sharp edges. Our objective is so to develop a method which addresses all these problems simultaneously.

1.1. Contributions

We introduce a novel meshing algorithm of implicit surfaces with a user-defined number of points, where the contribution is twofold: (i) we propose a meshing algorithm which captures efficiently the topology and geometry of the given implicit surface, and (ii) an optimization algorithm, which improves the quality of the resulting mesh, both in terms of shape approximation quality and triangle aspect ratio. The initialization algorithm is a Delaunay refinement method guided by two straightforward tests that provides a manifold mesh where the accuracy is fixed via a user defined coefficient. The optimization algorithm, based on vertex relaxation, is driven by variational and approximation quality criteria. The relaxation process deals simultaneously with the problems of implicit surface approximation and mesh quality. The resulting mesh is an accurate approximation of the shape geometry, with good triangle aspect ratios, and is guaranteed to be locally Delaunay conform. Distribution of the mesh vertices can either be uniform or adaptive to the local curvature on the implicit surface via a gradation parameter.

1.2. Related Work

Implicit surface polygonization methods can be classified into four different categories according to the generation principle: surface tracking, tessellation based, Morse theory based and Delaunay refinement methods.
Figure 1: Starting from a given implicit function, we first take few random points on the implicit surface; To capture the topology and to construct a coarse approach. Finally our method provides a mesh which is homeomorphic to the implicit surface, with a very good approximation of its geometry.

Surface tracking methods \[7, 8\] start from seeds (points or faces) and successively compute the resulting mesh by tracking the surface next to its tangent plane. In \[9\], Schreiner \textit{et al.} proposed a tracking method guided by the maximum curvature with a minimal set of samples. They assume that the gradient and the Hessian of the implicit function are provided. However, the choice of the seeds is determinant with these tracking approaches. Indeed in the case of multi-component surface, if seeds are not taken carefully some parts may not be meshed at all.

Tessellation based methods first compute a tessellation of the domain, generally a grid based one, and then analyze intersections of the implicit surface with each cell. Following the work of Wyvill \textit{et al.} \[10\], Lorensen and Cline introduced the very popular marching cubes \[11\]. It first samples the implicit function on a uniform grid and then analyzes the intersection of the grid edges with the implicit function. While this algorithm is fast and simple to implement, it faces several limitations regarding topological guarantees, difficulty to represent sharp edges, bad triangle aspect ratio, bad vertex degree distribution. For these reasons, some modified versions have been introduced in the last decade to represent sharp edges \[12\], remove topological ambiguities in the given configurations \[13, 14\]. Some post-processing methods have also been introduced to improve resulting mesh characteristics, by decimation \[15\], geometrical adaptation \[16\], and remeshing \[17, 18, 19\]. In \[20\], Karatasheva \textit{et al.} proposed to first extract a base mesh using \[21\], then apply a similar optimization to \[16\] in order to first polygonize the implicit surface before generating a volume mesh suitable for finite element analysis. Some other methods use an octree based decomposition of the domain \[22\], and/or add one vertex per cell which intersects the implicit surface \[23\]. Note that the location of this vertex can be optimized to effectively represent sharp edges \[24\].

By computing intermediate level sets and changing the topology of the mesh when critical points are encountered, Stander and Hart \[25\] proposed a solution to the problem of homeomorphic polygonization of implicit surfaces. Later, Boissonnat \textit{et al.} \[26\] provided an algorithm which updates an octree data structure (further subdivided into a tetrahedral mesh) according to smooth and discrete \textit{Morse theory}, and extracts the complex from tetrahedra which have vertices with different signs. Under the assumption that critical points are provided, this algorithm ensures that the resulting mesh and the implicit surface are isotopic; however this last algorithm does not provide an accurate approximation of the surface.

Delaunay refinement methods, first introduced for meshing 2D domains, have been extended to 3D surfaces. Chew described in \[27\] a furthest point based algorithm to construct a \textit{restricted Delaunay triangulation} of the surface by iteratively inserting the furthest intersection of all Voronoi edges and the surface. Cheng \textit{et al.} \[28\] were the first one to add the \textit{topological ball} criterion \[29\] in their refinement for a specific type of smooth surface called skin surface. Boissonnat and Oudot \[30\] introduced criteria to guarantee the resulting mesh to be homeomorphic to the surface, without using the topological ball property. They assume that the local feature size can be easily computed, or is provided. Unfortunately, the computation of the local feature size is not easy and remains computationally expensive. In \[31\], the authors ensure the homeomorphism between the surface and the resulting mesh via a Delaunay refinement method driven by the Morse theory, and the topological disk constraint. Note that these two last methods \[30, 31\] introduced and discussed the quality of the resulting mesh by the use of geometrical refinement. Even if these methods have theoretical guarantees, they can not efficiently capture sharp edges. Recently, Dey and Levine \[32\] presented a software called DelPSC which has the capability of meshing non-smooth surfaces when the feature edges are provided by the end-user.

2. Background

2.1. Restricted Delaunay Triangulation

Let \(\mathcal{P}\) be a finite set of points in \(\mathbb{R}^3\).

Voronoi Diagram. The Voronoi cell of the site \(p_i \in \mathcal{P}\) is given as \(\mathcal{V}_i = \{x \in \mathbb{R}^3 : \forall q \in \mathcal{P}, \|x - p_i\| \leq \|x - q\|\}\). The Voronoi diagram \(\text{Vor} \mathcal{P}\) of \(\mathcal{P}\) is the collection of all Voronoi cells and their intersections (see Figure 2(b)). Note that faces shared by
two Voronoi cells are called **Voronoi faces**, and edges shared by three Voronoi cells are called **Voronoi edges**.

**Delaunay Triangulation.** The Delaunay Triangulation $\text{Del} \, \mathcal{P}$ of a set of points $\mathcal{P}$ is dual to the Voronoi diagram $\text{Vor} \, \mathcal{P}$. Note that the computational complexity of building a Delaunay triangulation of $N$ points in 3D is of $O(N^3)$.

**Restricted Delaunay Triangulation.** Let $\mathcal{P}$ be a point set on a surface $\mathcal{S}$. Any Voronoi face $\mathcal{V}_\sigma \in \text{Vor} \, \mathcal{P}$ which intersects the surface, i.e., $\mathcal{V}_\sigma \cap \mathcal{S} \neq \emptyset$, is called a restricted Voronoi face (see Figure 2(c)). The restricted Voronoi diagram $\text{Vor}_{\mathcal{P}}|\mathcal{S}$ is the collection of all restricted Voronoi faces and the restricted Delaunay triangulation, $\text{Del}_{\mathcal{P}}|\mathcal{S}$, consists of the dual Delaunay simplices of the restricted Voronoi faces, that is, $\text{Del}_{\mathcal{P}}|\mathcal{S} = \{ \sigma \in \text{Del}_{\mathcal{P}} | \mathcal{V}_\sigma \cap \mathcal{S} \neq \emptyset \}$ (see Figure 2(d)).

**Topological ball property.** A restricted Voronoi diagram satisfies the topological ball property if each $k$ dimensional Voronoi face either does not intersect the surface, i.e., $\mathcal{V}_\sigma \cap \mathcal{S} = \emptyset$, or intersects it in a $(k - 1)$-ball. In [29], Edelsbrunner and Shah show that if $\text{Vor}_{\mathcal{P}}|\mathcal{S}$ satisfies the topological ball property then $\text{Del}_{\mathcal{P}}|\mathcal{S}$ is homeomorphic to $\mathcal{S}$. Note that if the sampling of $\mathcal{S}$ is “sufficiently dense”, this condition is satisfied and the restricted Delaunay triangulation is an excellent approximation of the surface with theoretical bounds on the geometrical error and normal deviation (see [28, 30]).

### 2.2. Centroidal Voronoi Tessellation

#### 2.2.1. Planar case

In the planar case, a centroidal Voronoi tessellation (CVT) is a particular tiling of the plane whose Voronoi sites are the centroids (centers of mass) of its corresponding Voronoi regions (see Figure 3). The centroid $\mathbf{p}_i$ of a Voronoi region $\mathcal{V}_i$ is computed as:

$$\mathbf{p}_i = \frac{\int_{\mathcal{V}_i} \mathbf{x} \cdot \chi(\mathbf{x}) \, d\mathbf{x}}{\int_{\mathcal{V}_i} \chi(\mathbf{x}) \, d\mathbf{x}}$$

(1)

where $\chi(\mathbf{x})$ is a given density function.

CVT construction is of great interest in many applications. One can refer to [33] for more details about CVT. There are various methods to achieve the goal of building such tessellation.

One can consider the minimization of the following functional:

$$E = \sum_{i=1}^{N} \int_{\mathcal{V}_i} \chi(\mathbf{x}) \cdot d(\mathbf{x}, \bar{\mathbf{p}}_i)^2 \, d\mathbf{x}$$

(2)

where $d$ is a distance in the plane. It can easily be shown that for a given set of sites, the functional is minimized when each region $\mathcal{V}_i$ is the Voronoi cell of its site, and for a given set of regions, the sites minimize the functional when they are the centers of mass of their Voronoi region.

Several methods have been introduced to produce such tessellation, the most known and used is the Lloyd algorithm [34]. See Figure 3 for a simple example on the square. Given an initial configuration, i.e., initial sites $\{\bar{\mathbf{p}}_i\}_{i=1}^{N}$ and initial regions $\{\mathcal{V}_i\}_{i=1}^{N}$, the algorithm iteratively updates $\bar{\mathbf{p}}_i$ and $\mathcal{V}_i$.

#### 2.2.2. 3D surface mesh case

While CVTs are well-defined on the plane, various definitions and implementations have been proposed for 3D surface meshes, mainly for remeshing or surface segmentation purpose [17, 18, 19]. In [18], Alliez et al. use the Lloyd algorithm in parametric space. This method suffers from the need to compute a mesh parameterization at a first stage which creates distortions. In [17], the authors avoid the computation of the mesh parameterization by using local parameterization instead, i.e., for each vertex the relaxation is performed onto a parameterization of its 0-ring. In [35], Valette and Chassery introduced a fully discrete algorithm for CVT construction.

### 3. Variational Isotropic Meshing

For the sake of clarity, we consider an implicit function $f$, with $\mathcal{S}$ its corresponding implicit surface (a 2-manifold) on a given finite domain $\Omega \subset \mathbb{R}^3$. Note that we only consider implicit surface $\mathcal{S}$ without boundaries, and implicit function $f$ where we can compute for any point $\mathbf{x} \in \Omega$ its value $f(\mathbf{x})$ and gradient $\nabla f(\mathbf{x})$.

We propose to compute high quality meshes from a given implicit surface $\mathcal{S}$ in two phases. First, we compute an initial mesh (see Section 3.1) which is homeomorphic to the implicit surface and approximates well its geometry via Delaunay refinement. Then, after a geometrical refinement to reach the number
of points fixed by the user, we optimize the mesh by using a relaxation algorithm (see Section 3.2) which in the same time improves the sample distribution on the surface and the approximation quality of the resulting Delaunay conform mesh.

### 3.1. Initialization

The first step of our method is to build an initial mesh which is homeomorphic to the implicit surface and provides a good approximation of the surface. Our initialization can be decomposed into two different phases. Some random points are first projected onto the surface by a Newton descent method. Then, we compute the corresponding restricted Delaunay triangulation (see Section 2.1). We then attempt to capture the topology of the implicit surface on the given domain by applying Delaunay refinement (see Section 3.1.1), and to improve the geometrical approximation and characteristics of the resulting mesh by applying geometrical refinement adapted to the user requirements (see Section 3.1.2).

#### 3.1.1. Delaunay refinement

We propose a straightforward refinement method with only two tests, in spirit with [36]. The first test is to check the topological disk condition, this proves that the resulting mesh is manifold. The second test is to measure the distance between the resulting mesh and the implicit surface, i.e. we refine the mesh until this distance is below a given parameter $L$ for all facets. Note that this test is closely related to the geometrical approximation error, and will determine the topology of the resulting mesh (see Figure 4). The parameter $L$ is directly linked to the size of the object to be meshed, via a user-defined coefficient $\lambda$. The refinement process is repeated until both conditions hold for all facets and all points of the resulting mesh.

**Face distance condition.** For any facet $\sigma \in \text{Del}_pS$, we define $DF(\sigma)$ as the distance between the circumcenter of $\sigma$ and the furthest intersection $q$ of the dual $V_\sigma$ (Voronoi edge) with the implicit surface $S$. In our refinement process, we fix a bound $L$ on $DF(\sigma)$, i.e. we refine until all facets $\sigma$ satisfy:

$$DF(\sigma) < L = \lambda \cdot d$$

where $d$ is the shortest edge of the bounding box of the domain $\Omega$, and $0 < \lambda < 1$ is a user-defined coefficient. If this condition is violated, we insert the corresponding intersection $q$, i.e. intersection between the dual of $\sigma$ and the surface into $\text{Vor}_p\mathcal{S}$ and update it.

**Topological disk condition.** Since we consider manifold implicit surfaces, the output should satisfy the topological disk condition, i.e. all facets $N_p$ incident to a vertex $p$ should form a topological disk. If this condition is not fulfilled, we find the facet $\sigma \in N_p$ which maximizes $DF(\sigma)$. Then we insert the corresponding intersection $q$, i.e. intersection between the dual of $\sigma$ and the surface into $\text{Vor}_p\mathcal{S}$ and update it.

#### 3.1.2. Geometrical Refinement

At this point, we assume that the resulting mesh $M$ is homeomorphic to the implicit surface $S$. If $M$ has enough vertices regarding to the user requirements, we skip this part; else new vertices must be added. This can be achieved by using Delaunay refinement. However, this operation remains computationally expensive, because of the need to maintain a 3D Delaunay triangulation during the refinement process, thus we prefer to process the refinement directly with the surface mesh $M$.

The geometrical refinement is guided by the user objective. In the uniform case the geometrical refinement should distribute the triangle area on the mesh as uniformly as possible. In the curvature-adapted case, the geometrical refinement should distribute the normal variation per triangle on the mesh as uniformly as possible. This is done by using one priority queue in which we push each triangle $t$ with the priority $P_t$ defined as:

$$P_t = |t| \cdot \left( 9 - \frac{|n_1 + n_2 + n_3|}{\sum_{j=1}^{3} |n_j|^2} \right)^2 + \epsilon$$

where $|t|$ is the area of $t$, $n_k$ is the estimated normal for the $k^{th}$ vertex of $t$, $i.e. n_k = \frac{\nabla f(p_k)}{\|\nabla f(p_k)\|}$; $\gamma$ is a gradation parameter allowing uniform sampling ($\gamma = 0$) and curvature-adaptive sampling ($\gamma > 0$). $\epsilon$ is an arbitrary small value used as an offset in order to deal correctly with perfectly flat regions (in our experiments, we set $\epsilon = 10^{-50}$). Intuitively, $P_t$ gives an objective measure of normal variation inside the triangle, and then provides a good indicator of curvature.
Afterwards, we pop the triangles with the highest priority $P_i$ from the queue. Each time a triangle $t$ is popped:

- a new vertex $q_i$ is added, located at the circumcenter of $t$,
- $t$ is split into three new triangles, made of the three original vertices of $t$ plus $q_i$,
- the triangulation is locally updated by means of edge flips in order to restore the local Delaunay property (see section 3.2.3),
- the priority queue is updated in order to take into account the three new triangles of the mesh.

This way, new vertices are inserted until the desired number of vertices is obtained.

3.2. Relaxation

Our relaxation algorithm is driven by two objectives:

- Isotropic sampling of the surface: we want a uniform (possibly curvature-adapted) sampling of the surface.
- Approximation quality: we want a good approximation of the implicit surface in terms of the Hausdorff distance.

Those objectives are closely related: isotropic sampling involves control of the vertex positions in their respective parametric space (i.e. the local tangent plane) and approximation quality can be improved by moving the vertices in their normal direction.

We propose a two-step relaxation algorithm which takes into account both constraints. At each relaxation iteration, isotropic sampling is achieved by approximating a geodesic CVT with a Lloyd-like relaxation step, then approximation is enhanced by means of a Quadratic Error Metrics (QEM)-based relocation strategy. After these two relaxation operations, a possible update of the triangulation is processed to maintain a local Delaunay-conforming mesh criterion, used for the computation of our geodesic Voronoi diagram approximation. The overall quality of the mesh increases with the number of relaxation iterations both in terms of shape approximation quality (geometry and normal approximation) and triangle aspect shape ratio distribution.

3.2.1. Isotropic sampling: CVT for Implicit Surfaces

CVT have been introduced for surfaces only for the case of 3D surface meshes (see Section 2.2.2). Note that Ohtake and Belyaev [16] proposed an approach to optimize the meshing of implicit surfaces, by means of vertices relaxation, but this approach operates at fixed connectivity. Instead we propose to approximate a geodesic CVT for implicit surfaces leading to an isotropic mesh.

![Figure 5: Approximation of Voronoi cells: the planar (top) and 3D mesh (bottom) are shown on the left, and their approximated Voronoi diagram on the right](image)

Functional minimization. We adapt the minimization of the functional given in Equation 2 for the case of implicit surfaces. Following our statement that the implicit surface $S$ and the mesh $\mathcal{M}$ are homeomorphic, the Euclidean distance must not be considered since it may change the topology of the resulting mesh. For this reason, we decide to deal with the geodesic distance instead and minimize the following functional:

$$E_i = \int_{x \in \mathcal{V}_i} \chi(x) \cdot d(x, \overline{p}_i)^2 \, dx$$

where $d(x, \overline{p}_i)$ is the geodesic distance between $x$ and $\overline{p}_i$, $\mathcal{V}_i$ is the geodesic Voronoi cell on $S$.

Unfortunately, since the surface is implicitly defined, computation of the geodesic distance requires assumptions on the surface curvature, and explicit knowledge of the geometry. In practice, the computation of geodesic distance can be performed via finely meshing the implicit surface. But this method is obviously related to the size of the mesh and may be time and memory intensive. For this reason, we will not consider a dense mesh, but only the dual of the geodesic Voronoi diagram, i.e. a Delaunay triangulation, and consider an approximation of the the previous functional.

Approximation of geodesic Voronoi cell. The geodesic Voronoi cell $\mathcal{V}_i$ is theoretically defined by $\mathcal{V}_i = \{ x \in S : \forall q \in \mathcal{P} - \{ p \}, d(x, p) \leq d(x, q) \}$ with $d(\cdot, \cdot)$ is the geodesic distance on $S$.

Let us consider a mesh $\mathcal{M}$ which satisfies the Delaunay criterion. Then, we approximate the geodesic Voronoi cell by piecewise linear approximations $V_i$ (see Figure 5(a-b)). For a given vertex $p$, its Voronoi cell is approximated by a set of triangles around this vertex. If the vertex has $n$ neighboring vertices, the approximation will consist of $2n$ triangles. The boundary of this approximation is a polygon with vertices being alternatively $p$’s neighbour triangle circumcenters and $p$’s neighbour edge midpoints. Note that in cases where a given triangle $t$ contains obtuse angles, the circumcenter $c$ of $t$ will be outside $t$. In this case, we constrain $c$ to lie within the boundary of $t$ to maintain consistency between neighboring Voronoi cells, and as a consequence the considered Voronoi cell approximation may contain less than $2n$ triangles.
Functional Reformulation. The previous assumption, i.e. that the geodesic Voronoi cell is approximated by piecewise linear cells, naturally leads to simplification of the expression of the geodesic distance. Indeed in such a case, the geodesic distance becomes the Euclidean distance in each linear approximation cell. Finally, we can rewrite the functional in Equation 5 by:

$$ E_i = \int_{x \in V_i} \chi(x) \cdot \|x - \mathbf{p}_i\|^2 \, dx $$  

(6)

Vertex relaxation. During the relaxation of a vertex, the first step is to change its position in order to minimize the functional in Equation 6. This improves the local sampling quality with respect to sampling adaptivity and triangle shape aspect ratio. This is simply done by moving the vertex to its Voronoi cell barycenter. Moreover, we constrain each displacement to stay inside the local tangent plane, as moving the vertex in the normal direction is done with an approximation-aware relocation scheme (see next section). The following equation gives the new vertex position \( \mathbf{p}_{i}^{t+1} \) according to the vertex previous position \( \mathbf{p}_{i}^{t} \) and the corresponding Voronoi cell barycenter \( \mathbf{P}_i \):

$$ \mathbf{p}_{i}^{t+1} = \mathbf{p}_i - \langle \mathbf{p}_i - \mathbf{p}_i, \mathbf{n}_i \rangle \cdot \mathbf{n}_i $$  

(7)

where \( \langle \cdot, \cdot \rangle \) denotes the usual dot product. The computation of the Voronoi cell barycenter is easily computed by splitting it into several triangles.

Curvature-adaptivity is easily achieved by associating individual weights to each triangle element inside the Voronoi cell. The bottom of Figure 6(top) shows two triangles adjacent to the same mesh edge. For the Voronoi cell barycenter computation, these two triangles will be given the weight \( \chi \) defined as:

$$ \chi = \left(9 - \|\mathbf{n}_0 + \mathbf{n}_1 + \mathbf{n}_2\|^2\right)^\gamma + \epsilon $$  

(8)

where \( \mathbf{n}_0 = -\frac{\mathbf{v} \cdot \mathbf{n}_0}{|\mathbf{v}|} \) is the estimated normal at \( \mathbf{p} \) on the implicit surface, \( \mathbf{n}_1 \) and \( \mathbf{n}_2 \) are the estimated normals on the adjacent triangles barycenter projected on the surface (by means of Newton’s algorithm); \( \epsilon \) and \( \gamma \) have already defined in Equation 4.

Note that here, considering the triangle circumcenters seems more natural. But in case of degenerate triangles, their circumcenter would be restricted to stay on the mesh edges, where sharp features are generally located. Normal estimation can lead to inconsistent results in the presence of sharp features. Then, Equation 8 would be inaccurate if it involved normal estimation on feature points. As a consequence, we use the triangles centers of mass as estimation location, as they are generally far from any sharp feature.

3.2.2. Approximation-effective relocation in the normal direction

While Lloyd relaxation is effective for relaxation in the planar case, it is much less efficient for our goal, since we operate in 3D. Indeed, moving every vertex towards its Voronoi cell barycenter will result in poor approximation quality. We propose to relocate the vertex position using Quadric Error Metrics (QEM) [15]. We compute the QEM Matrix of each triangle surrounding the considered vertex, and relocate the vertex according to the sum of these matrices. Note that for the computation of one QEM matrix, one needs the position and the normal direction. For each considered triangle, the chosen position is the triangle barycenter projected on the surface (using Newton’s algorithm), and the chosen normal direction is the gradient of \( f \) at this position. More importantly, QEM-based relocation allows us to easily detect whether a vertex is located on a feature or not. Indeed, during relocation, as explained in [37], the corresponding QEM matrix \( M_p \) is analyzed by means of Singular Value Decomposition (SVD). Its eigenvalues are sorted by increasing order of magnitude, and only the most significant values are considered. In this paper, we discarded any singular value smaller than one twentieth of the largest singular value. Intuitively, one can consider that when only one eigenvalue is kept, the vertex is on a relatively planar region. Two significant singular values indicate a sharp edge, and three significant eigenvalues indicate a corner. Figure 7 clearly show the advantages of QEM over a simple projection when meshing a twisted brick. The model on the left was created using only projections on the surface, while the model in the middle was created using QEM-based relocation. The right figure shows the approximation of the Voronoi diagram on the mesh, with regions colored in blue when two eigenvalues where used, and red when three
Figure 8: Uniform meshing with 27k vertices of the Stanford Bunny reconstructed with MPU [2].

eigenvalues were used. Note that when two or three eigenvalues are used, the vertex is not only displaced along the normal direction, but also along the tangent plane.

3.2.3. Triangulation update

The connectivity of the mesh resulting from the previous relaxation is updated to locally satisfy the Delaunay criterion by following [38], i.e. by removing all non local Delaunay edges. An edge $e$ is non local Delaunay if the sum of the angles opposite to $e$ on the adjacent faces to $e$ is above $\pi$ (see Figure 6(bottom)). The non local Delaunay edges are removed by flipping all edges according to a priority queue. The priority of an edge $e$ is given by the sum of the angles opposite to $e$ minus $\pi$. The process is then repeated until all the edges are Delaunay edges, and its convergence is guaranteed.

4. Results

We have tested our algorithm on a wide range of implicit surfaces, i.e. on typical algebraic surfaces used in the literature (see Figure 4, 11, 10), on CSG models available (see Figure 7, 9), and on some implicit surfaces generated from point sample models by using the Multilevel Partition of Unity (MPU) [2] (see Figure 1, 8). The user can control the meshing via few parameters: the number of points of the output mesh $N$, the coefficient $\lambda$ in the initialization stage and the curvature gradation via the parameter $\gamma$. In our experiments, we used $\lambda = 0.01$ unless another value is clearly specified. The gradation parameter $\gamma$ controls the sampling of the resulting mesh (see Figure 11). With $\gamma = 0$, the resulting mesh is uniformly sampled (see Figure 8); whereas higher $\gamma$ values increase the samples density in high curvature region on the surface.

Figure 7 and 9 demonstrate the effectiveness of our method to represent sharp edges for several CSG models. Note that for the twisted octahedron (figure 9.(c)), we used $\gamma = 2$ to obtain a curvature-adapted mesh. The vertex budget is well distributed on the smooth parts, but the vertex distribution on sharp features is approximately twice as dense as on smooth regions. This artifact is caused by the ill-definition of the gradient for sharp features. We expect such problems to be solved with a high-level handling of the features, by locally evaluating the QEM

Figure 9: (a) the Earth surface, (b) 2Torus surface (with $\lambda = 0.1$) and (c) the twisted octahedron (with $\gamma = 2$) meshed with our approach, with some parts showing the underlying Voronoi diagram approximation
| Surface     | Method          | $|v|$ | $e_{\text{max}}$ ($\times 10^{-2}$) | $e_{\text{RMS}}$ ($\times 10^{-3}$) | $\angle_{\text{min}}$ (°) | $\angle_{\text{min,Av}}$ (°) | Initialization (s) | Optimization (s) | Total Time (s) |
|-------------|-----------------|-----|-----------------------------------|----------------------------------|------------------------|-------------------------|-----------------|-----------------|-----------------|
| Twisted O.  | [Ours]          | 24389 | 1.13                              | 0.35                             | 25                      | 51                      | 1.5             | 9               | 10.5            |
| Fancy88     | [30]            | 8861  | 2.64                              | 3.04                             | 30                      | 46                      | -               | -               | 4.5             |
| Fancy88     | [Ours]          | 8000  | 1.19                              | 2.00                             | 15.8                    | 45                      | 2.1             | 3.3             | 5.4             |
| Fancy88     | [16]            | 56298 | 0.16                              | 0.33                             | 11.5                    | 41                      | -               | -               | -               |
| Fancy88     | [Ours]          | 54872 | 0.25                              | 0.32                             | 23.6                    | 49                      | 6.2             | 12.1            | 18.3            |
| Earth       | [Ours]          | 27000 | 3.15                              | 2.6                              | 4.5                     | 51.8                    | 2.9             | 19.9            | 22.8            |

Table 1: Objective measures: meshing errors ($e_{\text{max}}$ and $e_{\text{RMS}}$), minimal ($\angle_{\text{min}}$) and average minimal ($\angle_{\text{min,Av}}$) angles and computation times, for Boissonnat and Oudot’s approach [30], Ohtake and Belyaev’s approach [16] and ours for the Twisted Octahedron (see Figure 13), the Fancy88 model model (see Figure 10 and 12), and the earth model (figure 9.(a)). The last column shows the global computing times, split into Initialization and optimization steps for our approach.

To measure the approximation quality of our meshing method, we measured the approximation of the Euclidean distance $e(p)$ between the output mesh $p$ and the implicit surface $S$ [39] given by:

$$e(p) \approx |f(p)|/|\nabla f(p)|$$

To globally increase the accuracy of the error computation, we subdivide each triangle three times, which increases the number of error sampling points. Table 1 shows numerical values of the maximum error $e_{\text{max}}$, RMS error $e_{\text{RMS}}$, the output meshes minimal and average minimal angles, and the computing times (for both the initialization step and the relaxation step), measured on a 4-core CPU running at 2.6 Ghz, compared with [16] and [30]. In these examples, 50 relaxation iterations were performed.

In Figure 13-10, we compare our method with [30] for surfaces with sharp edges and smooth surfaces, for an equivalent number of vertices. Our method provides much better approximation in high curvature regions and efficiently represents sharp edges. For the twisted octahedron (figure 13), the maximal error for our approach is in a region where a vanishing feature is present and was not detected by the QEM scheme (like the case shown in figure 9.(c)).

In Figure 12, we visually compare our method with [16]. As both approaches use quadrics to enhance approximation quality, they yield similar approximation errors, but the mesh created with our approach clearly exhibits a better isotropy.

### 5. Discussion & Conclusion

Our approach aims at creating high quality meshes and results indicate that our approach outperforms recent algorithm in terms of approximation quality and is of a greater interest for offline meshing applications.

An advantage of our approach is its very low memory footprint, as no specific data is stored during the mesh optimization, the processing operates directly on the output mesh. Moreover, this algorithm is easy to implement in a parallel fashion, to efficiently exploit workstations running with multi-core processors. In the future, we plan to extend this work to variational anisotropic meshing, to further enhance the approximation quality of the produced models.
Figure 11: Orthocircle model with 5K points for various gradation values $\gamma$.
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Figure 12: Visual comparison between the approach of Ohtake and Belyaev [16] (left part) and ours (right part) for ≈ 55k points.
Figure 13: Visual and Objective quality comparison between the approach of Boissonnat and Oudot [30] (top) and ours (bottom), for the Twisted Octahedron.