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Abstract

In this report, a charge preserving numerical resolution of the 1D Vlasov-Ampère equation is achieved, with a forward Semi-Lagrangian method introduced in [10]. The Vlasov equation belongs to the kinetic way of simulating plasmas evolution, and is coupled with the Poisson’s equation, or equivalently under charge conservation, the Ampère’s one, which self-consistently rules the electric field evolution. In order to ensure having proper physical solutions, it is necessary that the scheme preserves charge numerically. B-Spline deposition will be used for the interpolation step. The solving of the characteristics will be made with a Runge-Kutta 2 method and with a Cauchy-Kovalevsky procedure.
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1 Introduction

In order to describe the dynamics of charged particles in a plasma or in a propagated beam, the Vlasov equation can be used to calculate the response of the plasma to the electromagnetic fields. The unknown $f(t, x, v)$ which depends on the time $t$, the space $x$ and the velocity $v$ represents the distribution function of the studied particles. The coupling with the self-consistent electromagnetic fields is taken into account through the Maxwell’s equations.

The numerical solution of such systems is most of the time performed using Particle In Cell (PIC) methods, in which the plasma is approximated by macro-particles (see [3]). They are advanced in time with the electromagnetic fields which are computed on a grid. However, despite their capability to treat complex problems, PIC methods are inherently noisy. This becomes problematic when low density or highly turbulent regions are studied. Hence, numerical methods which discretize the Vlasov equation on a grid of the phase space can offer a good alternative to PIC methods (see [7, 16, 17, 33, 6, 12, 27]).

An important issue for electromagnetic PIC or Vlasov solvers in which the fields are computed through the Maxwell’s equations, is the problem of discrete charge conservation. The electric and magnetic fields via Ampère and Faraday’s equations have to be computed in such a way that it satisfies a discrete Gauss law at each time step. Indeed, the charge and current densities computed from the particles (for PIC methods) or from $f$ (for Vlasov methods) do not verify the continuity equation so that the Maxwell’s equations with these sources might be ill-posed.

Two main issues have been explored in the literature, mainly in the PIC context. The first one consists in modifying the inconsistent electric field resulting from an ill-posed Maxwell solver (see [24, 25]). In the second approach, the current is computed in a specific way so as to enforce a discrete continuity equation (see [35, 1, 15, 34]). The second class of methods has the advantage of being local and does not modify the electromagnetic field away from the source, which can generate errors in some applications.

More recently, Sircombe and Arber managed to create a 4D Vlasov-Maxwell charge preserving scheme using a split Eulerian approach (VALIS code described in [29]). They take full benefits of conservative methods computing the current using the fluxes in space after each spatial advection. In addition to some specific properties that can be controled through filters (positivity, monotonicity), conservative methods applied to multidimensional problems can be solved through the succession of unidimensional problems thanks to a directional splitting. Thus, conservative methods have proven very efficient for the solving of transport equations (for details see [9, 16, 17, 37, 8]).

In this work, we also deal with a phase space grid to simulate the Vlasov equation, but using the Forward semi-Lagrangian method (FSL detailed in [10]) ; as explained in [10], since FSL bears similarities with PIC methods, we shall extend the approach of [35, 1, 13] to our FSL context. In a few words, the time-dependent current is averaged over the one-step trajectory of the particles (which correspond to the grid points in FSL).

The FSL approach has been developed on a cubic B-splines reconstruction. Different time algorithms are proposed to solve the characteristics of the Vlasov equations: Runge–Kutta or
Cauchy-Kovaleskaya algorithms. As explained in [10] the main advantages of the FSL method are: (i) it is conservative (thanks to the partition of the unity), (ii) it can be easily extended to arbitrary high order time algorithms in its unsplit form (using CK algorithms), and (iii) it is equivalent to the BSL counterpart when 1D constant advections are considered.

The coupling of FSL with charge preserving algorithms is the main goal of this work. We focus on the 1D Vlasov-Ampère and quasi-relativistic Vlasov-Maxwell models to show the feasibility and the advantages of the approach. The extension to the 2D Vlasov-Maxwell case will be the object of a future work in which we hope to present an alternative approach to the VALIS one presented in [29]. Here, we will see that if a discrete charge conservation is ensured and if the Poisson’s equation is satisfied initially, then the electric field computed by the Ampère’s equation automatically obeys the finite difference version of the Poisson’s equation to machine precision without solving it. The key point is the computation of the current. For a given time computation of the characteristics (RK, CK), a numerical integration of the time-dependent current over the affine approximation of the characteristics is done. Since cubic B-splines are used, the current is polynomial of degree 3 so that a numerical integration using a Gaussian quadrature is exact. We are then able to prove that the so-computed current: (i) satisfies the continuity equation and (ii) generates (through the Ampère’s equation) an electric field compatible with Poisson (without solving it). We then observe on numerical results that for a given time algorithms in FSL, the solution of the charge preserving scheme for the Vlasov-Ampère equation is equivalent to the solution of the Vlasov-Poisson equation. This is a first step towards more realistic 4D Vlasov-Maxwell simulations.

This paper is organized as follows. In the first part, the continuous problems of Vlasov-Poisson, Vlasov-Ampère and quasi-relativistic (QR) Vlasov-Maxwell 1D are presented. In the second part, the associated discrete problems and the numerical schemes to solve them are explained. Then, the charge preserving method will be detailed. Finally, numerical results will be displayed, especially a test case about 1D quasi relativistic Vlasov-Maxwell.

2 The continuous problem

2.1 The Vlasov-Ampère and Vlasov-Poisson models

Let us consider \( f(t, x, v) \geq 0 \) being the distribution function of electrons in phase-space, and \( E(t, x) \) the self consistent electric field. We shall also consider an initially neutralizing population of immobile ions, in order to ensure the global neutrality of the plasma. Nevertheless, only the population of electrons will be taken care of in this work. The dimensionless periodical Vlasov-Ampère (resp. Poisson) system for this population of electrons reads:

\[
\begin{align*}
\partial_t f + v \partial_x f + E(t, x) \partial_x f &= 0, \\
\partial_t E(t, x) &= -J(t, x) + \bar{J}(t) = - \int_{\mathbb{R}} v f(t, x, v) \, dv + \frac{1}{L} \int_0^L J(t, x) \, dx,
\end{align*}
\]

(resp.)

\[
\partial_x E(t, x) = \rho(t, x) = \int_{\mathbb{R}} f(t, x, v) \, dv - 1,
\]

where \( x \) and \( v \) are the phase space independent variables. Continuously, these two models are equivalent under the charge conservation condition:

\[
\partial_t \rho(t, x) + \partial_x J(t, x) = 0.
\]
A periodic plasma is considered, of period $L$ so that $x \in [0, L]$, $v \in \mathbb{R}$, $t \geq 0$. The functions $f$ and $E$ are submitted to the following conditions:

\[ f(t, 0, v) = f(t, L, v), \quad \forall v \in \mathbb{R}, \quad t \geq 0, \quad f(t, 0, v) = f(t, L, v), \]

\[ E(t, 0) = E(t, L) \iff \frac{1}{L} \int_0^L \int_\mathbb{R} f(t, x, v) dv \, dx = 1, \quad \forall t \geq 0, \]

which translate the global neutrality of the plasma. In order to get a well-posed problem, a zero-mean electrostatic condition has to be added, which corresponds to a periodic electric potential:

\[ \int_0^L E(t, x) \, dx = 0, \quad \forall t \geq 0, \]

and an initial condition:

\[ f(0, x, v) = f_0(x, v), \quad \forall x \in [0, L], v \in \mathbb{R}. \]

Assuming that the electric field is smooth enough, equations (2.1), (2.2) and (2.4) can be solved in the classical sense as follows. For the existence, the uniqueness and the regularity of the solutions of the following differential system, the reader is refered to [4].

The motion of the particles is solved through the following first order differential system

\[ \frac{dX}{dt}(t; (x, v), s) = V(t; (x, v), s), \]
\[ \frac{dV}{dt}(t; (x, v), s) = E(t; X(t; (x, v), s)), \]

where $(X(t; (x, v), s), V(t; (x, v), s))$ are the characteristic curves at time $t$ which value at time $s$ was $(x, v)$. These characteristics are the solutions of (2.7) at time $t$ with the initial conditions:

\[ X(s; (x, v), s) = x, \quad V(s; (x, v), s) = v. \]

The solution of problem (2.1), (2.4) is given by

\[ f(t, x, v) = f_0(X(0; (x, v), t), V(0; (x, v), t)), \quad \forall x \in [0, L], v \in \mathbb{R}, t \geq 0. \]

Since $\partial(X, V)/\partial(x, v) = 1$, it follows

\[ \frac{1}{L} \int_0^L \int_\mathbb{R} f(t, x, v) \, dv \, dx = \frac{1}{L} \int_0^L \int_\mathbb{R} f_0(x, v) \, dv \, dx = 1. \]

According to previous considerations, an equivalent form of the periodic Vlasov-Poisson problem is to find $(f, E)$, smooth enough, periodic with respect to $x$, with period $L$, and to solve the equations (2.2), (2.7), (2.8) and (2.9).

Introducing the electrostatic potential $\varphi = \varphi(t, x)$ such that $E(t, x) = -\partial_x \varphi(t, x)$, and setting $G = G(x, y)$ the fundamental solution of the Laplacian operator in one dimension, that is $-\partial_x^2 G(x, y) = \delta_0(x - y)$ with periodic boundary conditions, it comes

\[ E(t, x) = \int_0^L K(x, y) \left( \int_\mathbb{R} f(t, y, v) \, dv - 1 \right) dy, \]

where

\[ K(x, y) = -\partial_x G(x, y) = \begin{cases} 
  y/L - 1, & \text{if } 0 \leq x < y, \\
  y/L, & \text{if } y < x \leq L. 
\end{cases} \]
2.2 The quasi-relativistic Vlasov-Maxwell model

This model describes the motion of the electrons in the laser-plasma interaction context and has been recently introduced in the literature by the physicists [21]. To derive such a model, the key points are the following: starting from the Vlasov-Maxwell equations in one dimension in space (called x), and three dimensions in momentum, we make the assumption that the motions of interest are faster along the direction of propagation of the laser than in the associated transversal directions. Then, it is reasonable to consider that the electrons are monokinetic in the directions transversal to x. We refer the reader to [19, 23, 18, 2] for more details. In particular, for the normalizations and the mathematical study, see [5]. After some computations (see [5]) one gets the QR 1D Vlasov-Maxwell system:

$$\frac{\partial f}{\partial t} + v(p) \frac{\partial f}{\partial x} + \left( E_x - \frac{\partial |A|^2}{\partial x}/2 \right) \frac{\partial f}{\partial p} = 0,$$

where $v(p) = \frac{p}{\gamma(p)}$, $\gamma(p) = (1 + p^2)^{\frac{1}{2}}$ being the QR Lorentz factor, and $A = (0, A_y, A_z)$ being the vector potential. The Vlasov equation has to be coupled with the following 1D Maxwell’s equations:

$$\frac{\partial E_y(t, x)}{\partial t} = -\frac{\partial B_z(t, x)}{\partial x} + A_y(t, x)\rho_\gamma(t, x),$$

$$\frac{\partial E_z(t, x)}{\partial t} = -\frac{\partial B_y(t, x)}{\partial x} + A_z(t, x)\rho_\gamma(t, x).$$

Note that $\rho_\gamma = \rho$ in the QR case.

$$\frac{\partial B_y(t, x)}{\partial t} = \frac{\partial E_z(t, x)}{\partial x},$$

$$\frac{\partial B_z(t, x)}{\partial t} = -\frac{\partial E_y(t, x)}{\partial x}.$$  

The components of the vector potential are then computed:

$$\frac{\partial A_y(t, x)}{\partial t} = -E_y(t, x),$$

$$\frac{\partial A_z(t, x)}{\partial t} = -E_z(t, x).$$

The longitudinal component of the electric field is obtained through the Poisson’s equation:

$$\frac{\partial E_x(t, x)}{\partial x} = \int_\mathbb{R} f(t, x, p) dp - 1,$$

or equivalently under condition (2.3) through the Ampère’s equation:

$$\frac{\partial E_x(t, x)}{\partial t} = -\int_\mathbb{R} v(p) f(t, x, p) dp + \frac{1}{L} \int_0^L J(t, x) dx, = -J(t, x) + \overline{J}(t).$$

Initial conditions have to be added for the previous equations:

$$f(0, x, p) = f_0(x, p), \quad (x, p) \in \mathbb{R}^2,$$

$$(E, A, \partial_x A)(0, x) = (E_0, A_0, A_1)(x), \quad x \in \mathbb{R}.$$
The trajectories of the particles are solved through the following system:
\[
\frac{dX}{dt}(t; (x, p), s) = v(P(t; (x, p), s)), \\
\frac{dP}{dt}(t; (x, p), s) = (E(t, X(t; (x, p), s)) - \frac{\partial(|A|^2/2)}{\partial x}(t, X(t; (x, p), s))),
\]
(2.10)
where \((X(t; (x, p), s), P(t; (x, p), s))\) are the characteristic curves at time \(t\) which value at time \(s\) was \((x, p)\), solutions of (2.10) at time \(t\) with the initial conditions:
\[
X(s; (x, p), s) = x, \quad P(s; (x, p), s) = p.
\]

3 The discrete problems

In this section, the overall strategy of the FSL algorithm is presented. As detailed in [10], it is composed of two main steps: computation of the characteristics forwardly, and remapping of the distribution function on a phase space grid (deposition step).

First, the deposition step will be recalled. Then, time algorithms will be detailed for both models (1D Vlasov-Ampère and 1D Vlasov-Maxwell), i.e. how to advance the characteristics together with the update of the electromagnetic fields.

3.1 Deposition step

The two models have this step in common, the slight difference is that the characteristics are velocity ones for Vlasov-Ampère and impulsion ones for Vlasov-Maxwell. Thus, the deposition step shall be given for Vlasov-Ampère. Changing all \(v\) and \(V\) with \(p\) or \(P\) and solving (2.10) instead of (2.7) is merely needed to get this step for Vlasov-Maxwell.

A grid of the phase-space will be given, with \(N_x\) and \(N_v\) the number of points in the \(x\) direction \([0, L_x]\) and the \(v\) direction \([-v_{\text{max}}, v_{\text{max}}]\). We then define
\[
\Delta x = L_x/N_x, \quad \Delta v = 2v_{\text{max}}/N_v, \quad x_i = i\Delta x, \quad v_j = -v_{\text{max}} + j\Delta v.
\]

The discrete distribution function is initialized this way:
\[
f_{i,j}^0 = f_0(x_i, v_j).
\]

Then, if the values of \(f\) at time \(t^n\) are known on the grid, the discrete distribution function between time \([t^n, t^{n+1}]\) is a projection onto a cubic B-splines basis:
\[
f(t, x, v) = \sum_{k,l} \omega_{k,l}^n S(x - X(t; x_k, v_l, t^n)) S(v - V(t; x_k, v_l, t^n)).
\]
(3.11)

\((X(t; x_k, v_l, t^n), V(t; x_k, v_l, t^n))\) are the characteristics at time \(t\), solutions of the two dimensional system (2.7), which origin at time \(t^n\) was the grid point \((x_k, v_l)\). The \(\omega_{k,l}^n\) are the coefficients of the projection of \(f^n\) onto the spline basis. The cubic B-spline \(S\) is defined as follows
\[
6S(x) = \begin{cases} 
(2 - |x|)^3 & \text{if } 1 \leq |x| \leq 2, \\
4 - 6x^2 + 3|x|^3 & \text{if } 0 \leq |x| \leq 1, \\
0 & \text{otherwise}.
\end{cases}
\]

Knowing the end of the characteristics, the distribution function is updated this way:
\[
f(t^{n+1}, x_i, v_j) = \sum_{k,l} \omega_{k,l}^n S(x_i - X(t^{n+1}; x_k, v_l, t^n)) S(v_j - V(t^{n+1}; x_k, y_l, t^n)),
\]
\[
= \sum_{k,l} \omega_{k,l}^{n+1} S(x_i - x_k)S(y_j - y_l).
\]
Adding boundary conditions (for example the value of the normal derivative of $f$ at the boundaries), a set of linear systems in each direction is obtained, from which the weights $\omega_{n,k,l}^n$ can be computed as in [33, 20]. This phase will be called the deposition one. We detail in the next sequel two strategies to compute the characteristics numerically. Let us remark that the FSL method is conservative thanks to the partition of the unity property of B-splines. Moreover, when one-dimensional constant advections are considered, the forward approach is equivalent to the backward one, which is in turn equivalent in this case to its conservative counterpart (PSM: Parabolic Splines Method introduced in [37]). See [9] for more details about this last equivalence.

3.2 General time algorithms

3.2.1 Vlasov-Ampère

At time $t^n; x^n, v^n, E^n, f^n$ are known. We first have to solve:

$$
\frac{dX}{dt}(t; (x,v), s) = V(t; (x,v), s),
$$

$$
\frac{dV}{dt}(t; (x,v), s) = E(t, X(t; (x,v), s)),
$$

(3.12)

with $(x_k, v_l)$ as initial values.

**Runge-Kutta 2** To compute the end of the characteristics starting at $(x_k, v_l)$, a Runge-Kutta 2 algorithm can be applied. It reads

- Step 1: $\tilde{x}_{k,l}^{n+1} = x_k + \Delta t v_l$,
- Step 2: $\tilde{v}_{k,l}^{n+1} = v_l + \Delta t E(t^n, x_k)$,
- Step 3: $x_{k,l}^{n+1} = x_k + \frac{\Delta t}{2}(v_l + \tilde{v}_{k,l}^{n+1})$,
- Step 4: $v_{k,l}^{n+1} = v_l + \frac{\Delta t}{2}(E(t^n, x_k) + E(t^{n+1}, \tilde{x}_{k,l}^{n+1}))$.

In order to perform the last step of the Runge-Kutta 2 algorithm, the electric field at time $t^{n+1}$ is needed. In the classical way, $x_{k,l}^{n+1}$ is used to compute $\rho_{k,l}^{n+1}$, and then the Poisson’s equation is solved to compute the new electric field. We will see later how $E$ is advanced for a charge preserving algorithm and the resolution of the Ampère’s equation. After this step, the deposition is made.

**Cauchy-Kovalevsky procedure** The strategy was developed in [28] and more details can be found there. The idea is to get high order approximations of the characteristics using Taylor expansions in time. And then, using the charge conservation equation, and higher velocity moments of the Vlasov equation, it becomes possible to replace time derivatives with terms containing only spatial derivatives and moments at time $t^n$. All these sources can be easily computed. Up to third order these Taylor expansions in time lead to:

$$
X^{n+1} = X^n + \Delta t V^n + \frac{\Delta t^2}{2} E^n(X^n) + \frac{\Delta t^3}{6} \frac{d}{dt} E(X(t), t)|_{t=t^n},
$$

$$
V^{n+1} = V^n + \Delta t E^n(X^n) + \frac{\Delta t^2}{2} \frac{d}{dt} E(X(t), t)|_{t=t^n} + \frac{\Delta t^3}{6} \frac{d^2}{dt^2} E(X(t), t)|_{t=t^n}.
$$
In order to be able to compute all the terms of these expansions the two first total time derivatives of \( E(X(t), t) \) are needed. The first one is

\[
\frac{d}{dt} E(X(t), t) = \frac{\partial E}{\partial t}(X(t), t) + \frac{dX}{dt}(t) \frac{\partial E}{\partial x}(X(t), t),
\]

where \( \rho(x, t) = \int f(x, v, t) dv - 1, J(x, t) = \int f(x, v, t)v dv \) and \( \bar{J}(t) = 1/L \int_0^L J(x, t) \, dx \). Indeed, the Poisson’s equation yields \( \partial_x E = \rho \) and integrating the Vlasov equation with respect to velocity, yields the charge conservation equation \( \partial_t \rho + \partial_x J = 0 \). Hence taking the derivative of the Poisson’s equation with respect to time and using this equation we get

\[
\partial_x (\partial_t E + J) = 0.
\]

From which is obtained, as \( \int_0^L E(x, t) \, dx = 0 \):

\[
\partial_t E = -J + \bar{J}.
\]

The second total time derivative of \( E(X(t), t) \) writes

\[
\frac{d^2}{dt^2} E(X(t), t) = -\partial_t J(X(t), t) - V(t)\partial_x J(X(t), t) + \frac{d\bar{J}}{dt}(t),
\]

\[
+ E(X(t), t)\rho(X(t), t) + V(t)(\partial_t \rho(X(t), t) + V(t)\partial_x \rho(X(t), t)).
\]

To get rid of time derivatives, the strategy is to replace them with space derivatives. Concerning \( \rho \), the charge conservation equation (2.3) is used:

\[
\partial_t \rho(X(t), t) = -\partial_x J(X(t), t).
\]

In order to compute the time derivative of the current \( J \) in terms of spatial derivatives, the Vlasov equation (2.1) is used, multiplied with \( v \), and integrated with respect to \( v \). This leads to

\[
\partial_t J + \partial_x I_2 + E \int_\mathbb{R} \partial_v f v \, dv = 0,
\]

where \( I_2(x, t) = \int_\mathbb{R} f(x, v, t)v^2 dv \). Hence, since \( f \) vanishes at infinity an integration by parts enables to get

\[
\partial_t J(X(t), t) = -\partial_x I_2(X(t), t) + E(X(t), t)(1 + \rho(X(t), t)). \tag{3.13}
\]

Moreover, the conservation of impulsion is respected in this model, so that:

\[
\frac{d\bar{J}}{dt}(t) = 0. \tag{3.14}
\]

In conclusion, a 3\(^{rd}\) order Cauchy-Kovalevsky (CK3) time algorithm can be derived, following (2.3), (3.13), (3.14):

\[
X^{n+1} = X^n + \Delta t V^n + \frac{\Delta t^2}{2} E^n(X^n) + \frac{\Delta t^3}{6} \varphi^n(X^n, V^n).
\]

and

\[
V^{n+1} = V^n + \Delta t E^n(X^n) + \frac{\Delta t^2}{2} \varphi^n(X^n, V^n) + \frac{\Delta t^3}{6} \phi^n(X^n, V^n).
\]

where

\[
\varphi^n(X^n, V^n) = V^n \rho^n(X^n) - J^n(X^n) + \bar{J}, \tag{3.15}
\]

\[
\phi^n(X^n, V^n) = \partial_x I_2(X^n, t^n) - E^n(X^n) - 2V^n \partial_x J(X^n, t^n) + (V^n)^2 \partial_x \rho(X^n, t^n).
\]
Remark 3.1 Obviously, in order to get a second order algorithm (CK2), you just keep the terms until $\Delta t^2$ included.

With CK procedures, the characteristics can be solved immediately at the beginning of the time step, since everything needed is at once available. Once you know $x^{n+1}$, you can compute $\rho^{n+1}$ and compute $E^{n+1}$ like in RK with the Poisson’s equation.

3.2.2 QR 1D Vlasov-Maxwell

Suppose that at time $t^n$: $f^n, E^n_x, B^n_y, A^n_y, E^{-\frac{1}{2}}_n, x^n, p^n$ are known. A Yee algorithm (see [11]) will be used for the solving of the electromagnetic fields. The general time algorithm writes:

- Advance electric field $E^n_{y,z}$ on a time step:
  \[
  E^{n+\frac{1}{2}}_{y,i} = E^{n-\frac{1}{2}}_{y,i} - \frac{\Delta t}{\Delta x} (B^n_{z,i+\frac{1}{2}} - B^n_{z,i-\frac{1}{2}}) + \Delta t A^n_{y,i} \rho^n_{y,i},
  \]
  \[
  E^{n+\frac{1}{2}}_{z,i} = E^{n-\frac{1}{2}}_{z,i} + \frac{\Delta t}{\Delta x} (B^n_{y,i+\frac{1}{2}} - B^n_{y,i-\frac{1}{2}}) + \Delta t A^n_{z,i} \rho^n_{y,i}.
  \]

- Advance the magnetic field $B^n_{y,z}$ on a time step:
  \[
  B^{n+1}_{y,i-\frac{1}{2}} = B^{n}_{y,i-\frac{1}{2}} + \frac{\Delta t}{\Delta x} (E^{n+\frac{1}{2}}_{z,i} - E^{n+\frac{1}{2}}_{z,i-1}),
  \]
  \[
  B^{n+1}_{z,i-\frac{1}{2}} = B^{n}_{z,i-\frac{1}{2}} - \frac{\Delta t}{\Delta x} (E^{n+\frac{1}{2}}_{y,i} - E^{n+\frac{1}{2}}_{y,i-1}).
  \]

- Advance the vector potential $A^n_{y,z}$ on a time step:
  \[
  A^{n+1}_{y,i} = A^{n}_{y,i} - \Delta t E^{n+\frac{1}{2}}_{y,i},
  \]
  \[
  A^{n+1}_{z,i} = A^{n}_{z,i} - \Delta t E^{n+\frac{1}{2}}_{z,i}.
  \]

- First step of RK2 algorithm for the characteristics:
  \[
  \tilde{x}^{n+1}_{k,l} = x_k + \Delta t v(p_l),
  \]
  \[
  \tilde{p}_{k,l}^{n+1} = p_l + \Delta t (E^n_{x,k} + F^n(x_k)),
  \]
  \[
  x^{n+1}_{k,l} = x_k + \frac{\Delta t}{2} (v(p_l) + v(\tilde{p}_{k,l}^{n+1})).
  \]

- Compute $E^{n+1}_x$ on a time step using the Poisson’s equation.

- End of RK2 algorithm
  \[
  p^{n+1}_{k,l} = p_l + \frac{\Delta t}{2} (E^n(x_k) + F^n(x_k) + E^{n+1}(x^{n+1}_{k,l}) + F^{n+1}(x^{n+1}_{k,l})).
  \]

- Deposition,

where $F(t, x) = -A_y(t, x)B_z(t, x) + A_z(t, x)B_y(t, x)$. 

4 The charge preserving algorithms

In the previous section, it was seen that the electric field has to be updated thanks to the Poisson’s equation. In this section, we are going to explain how to update \( E \) solving the Ampère’s equation without solving the Poisson’s one, but ensuring it is satisfied thanks to charge preserving algorithms.

4.1 Solving the electric field, Ampère vs Poisson

Let us precise that for all methods, the field will be computed on the dual mesh \((x_{i+\frac{1}{2}})_{i\in\mathbb{N}}\) on which \((E(t^n, x_{i+\frac{1}{2}}))\) is supposed to be known. In order to get \((E(t^n, x_{i+\frac{1}{2}}))\), linear or cubic spline interpolation is used. The key is how \(E^{n+1}\) is computed. Let us begin with the Ampère’s equation. Up to second order accuracy in time, its approximation reads:

\[
E(t^{n+1}, x_{i+\frac{1}{2}}) = E(t^n, x_{i+\frac{1}{2}}) - \Delta t(J_{i+\frac{1}{2}}^{n+\frac{1}{2}} + \bar{J}).
\]

The way \(J\) is calculated will be explained later. The considered finite difference discrete approximation of the Poisson’s equation reads:

\[
E(t^{n+1}, x_{i+\frac{1}{2}}) = E(t^{n+1}, x_{i-\frac{1}{2}}) + \Delta x \rho_i^{n+1}.
\] (4.16)

Let us prove now that if the discrete charge conservation is enforced, the electric fields computed with Poisson or Ampère are equal.

**Proposition 1** The two methods will be actually the same if the charge and current densities verify the discrete charge conservation equation of second order derived from a Yee algorithm:

\[
\frac{\rho_i^{n+1} - \rho_i^n}{\Delta t} + \frac{J_{i+\frac{1}{2}}^{n+\frac{1}{2}} - J_{i-\frac{1}{2}}^{n+\frac{1}{2}}}{\Delta x} = 0.
\] (4.17)

**Proof:** Let us prove that if Poisson is true at time \(t^n\), i.e. \(E^n(x_{i+\frac{1}{2}}) - E^n(x_{i-\frac{1}{2}}) = \Delta x \rho_i^n\), Poisson is automatically satisfied at time \(t^{n+1}\), i.e.

\[
E^n(x_{i+\frac{1}{2}}) - E^n(x_{i-\frac{1}{2}}) = \Delta x \rho_i^n,
\]

Poisson is automatically satisfied at time \(t^{n+1}\),

\[
E^{n+1}(x_{i+\frac{1}{2}}) - E^{n+1}(x_{i-\frac{1}{2}}) = \Delta x \rho_i^{n+1},
\]

which is what was required.
### 4.2 Charge conservation

As it was proved in the last subsection, if \( E \) is initialized through Poisson, the problem can be solved on each time step with Ampère, without solving the Poisson’s equation if the charge and current densities satisfy (4.17). Now a way to compute compatible \( \rho \) and \( J \) is proposed:

**Compute \( \rho \):** Let us explain first how \( \rho \) is computed: Once \( (x_{k,l}^{n+1}) \) is known, it is possible to compute \( \rho \) on the mesh using a deposition:

\[
\rho(t^{n+1}, x_i) = \sum_{k,l} \omega_{k,l}^n S(x_i - X(t^{n+1}; (x_k, v_l), t^n)) - 1.
\]

Then, (4.16) is solved and \( E(t^{n+1}, x_{i+1/2}) \) can be computed for each \( i \), adding the zero-mean condition (2.5).

**Compute \( J \) - Discrete charge conservation:** The discrete charge conservation equation will be used in order to find \( J \); following Villasenor Buneman and Barthelmé [35, 1]:

\[
\frac{\rho_i^{n+1} - \rho_i^n}{\Delta t} = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \partial_t \rho(x_i, t),
\]

\[
= \frac{1}{\Delta t} \sum_{k,l} \omega_{k,l}^n \int_{t^n}^{t^{n+1}} \frac{d}{dt} S^3(x_i - X_{k,l}(t)) dt,
\]

\[
= -\frac{1}{\Delta t} \sum_{k,l} \omega_{k,l}^n \int_{t^n}^{t^{n+1}} \frac{dX_{k,l}(t)}{dt} S^3'(x_i - X_{i,j}(t)) dt,
\]

\[
= -\frac{1}{\Delta t} \sum_{k,l} \omega_{k,l}^n \int_{t^n}^{t^{n+1}} \frac{dX_{k,l}(t)}{dt} (S^2(x_{i+1/2} - X_{k,l}(t)) - S^2(x_{i-1/2} - X_{k,l}(t))) dt,
\]

\[
= - \left( J_{i+1/2}^{n+1} - J_{i-1/2}^{n+1} \right),
\]

where \( X_{k,l}(t) = X(t; (x_k, v_l), t^n) \), and \( S^2 \) the quadratic B-spline. \( S^2 \) and \( S^3 \) are linked using:

\[
\frac{dS^3(x)}{dx} = S^2 \left( x + \frac{1}{2} \right) - S^2 \left( x - \frac{1}{2} \right).
\]

Let us remark that this update of \( \rho \) depends on the time derivative of the characteristic curves. This is linked with the algorithm used to solve them. In the following paragraphs, we present for various time algorithms (CRK for charge Runge-Kutta, CCK for charge Cauchy-Kovalevsky) the way to compute \( J \).

**Runge-Kutta for Vlasov-Ampère: CRK2:** What has to be understood is that the only things that matter in the particle trajectory are the beginning and the ending point of it. Then, you can derive one method for each way of approaching the trajectory with the proper beginning and ending points. For the sake of simplicity, the characteristics will be linearly approached. In that purpose, let us set:

\[
X_{k,l}(t) = x_k + \frac{t - t^n}{2} \left( v_l + \tilde{v}_{k,l}^{n+1} \right),
\]

so that

\[
\frac{dX_{k,l}(t)}{dt} = \frac{1}{2} \left( v_l + \tilde{v}_{k,l}^{n+1} \right).
\]
Thus,
\[ J_{i+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{2\Delta t} \sum_{k,l} \omega_{k,l}^n (v_l + \tilde{v}_{k,l}^{n+1}) \int_{t_n}^{t_{n+1}} S^2(x_{i+\frac{1}{2}} - X_{k,l}(t)) dt. \]

The integral in (4.18) has to be computed exactly. Supposing a CFL condition \( v_{\text{max}}\Delta t \leq \Delta x \), the particle cannot get through more than one cell, so that the integrated function is a polynomial of degree 2. Thus, since the Gauss’ formula with two points remains exact on polynomials till degree 3:
\[
\int_{t_n}^{t_{n+1}} S^2(x_{i+\frac{1}{2}} - X_{k,l}(t)) dt = \frac{\Delta t}{2} \int_{-1}^{1} S^2(x_{i+\frac{1}{2}} - X_{k,l}(\frac{\Delta t}{2} u + t^{n+\frac{1}{2}})) du,
\]

allows to preserve charge.

**Cauchy-Kovalevsky for Vlasov-Ampère: CCK:**

In order to be able to follow high order algorithms easily, a linear approximation of the characteristic curve will also be applied, following (3.15):

\[ X_{k,l}(t) = x_k + (t - t^n)v_l + \Delta t(t - t^n)E^n(x_k) + \frac{\Delta t^2}{2}(t - t^n)\varphi^n(x_k, v_l), \]

so that
\[ \frac{dX_{k,l}(t)}{dt} = v_l + \Delta tE^n(x_k) + \Delta t^2\varphi^n(x_k, v_l) := D_{k,l}^n. \]

Thus,
\[ J_{i+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{4} \sum_{k,l} \omega_{k,l}^n D_{k,l}^n \int_{t_n}^{t_{n+1}} S^2(x_{i+\frac{1}{2}} - X_{k,l}(t)) dt. \]

Using the same exact computation of the integral thanks to the Gauss’ points leads to:
\[ J_{i+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{2} \sum_{k,l} \omega_{k,l}^n D_{k,l}^n (S^2(x_{i+\frac{1}{2}} - X_{k,l}(t^{n+\frac{1}{2}} + \frac{\Delta t}{2\sqrt{3}})) + S^2(x_{i+\frac{1}{2}} - X_{k,l}(t^{n+\frac{1}{2}} - \frac{\Delta t}{2\sqrt{3}}))). \]

**Runge-Kutta 2 for Vlasov-Maxwell**

This algorithm is the same as Runge-Kutta 2 for Vlasov-Ampère, changing \( v_l \) and \( \tilde{v}_{k,l}^{n+1} \) in \( v(p_l) \) and \( v(\tilde{p}_{k,l}^{n+1}) \). Therefore, the current which leads to a charge preserving algorithm writes:
\[ J_{i+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{1}{4} \sum_{k,l} \omega_{k,l}^n (v(p_l) + v(\tilde{p}_{k,l}^{n+1}))(S^2(x_{i+\frac{1}{2}} - X_{k,l}(t^{n+\frac{1}{2}} + \frac{\Delta t}{2\sqrt{3}})) + S^2(x_{i+\frac{1}{2}} - X_{k,l}(t^{n+\frac{1}{2}} - \frac{\Delta t}{2\sqrt{3}}))). \]

**Summary:**

Supposing \( x^{n+1} \) known, \( \rho \) is computed thanks to a deposition, then \( J \) is computed with the previous expressions. There, \( E \) can be advanced thanks to the Ampère’s equation, and automatically obeys the Poisson’s one.
Remark 4.1 Note that the previous algorithms can be extended to the 4D case, using the following splitting strategy:

- Solve $\partial_t f + v_x \partial_x f + E_x \partial_y f = 0$ using one of the previous charge preserving algorithm.
- Solve $\partial_t f + v_y \partial_y f + E_y \partial_v f = 0$ using one of the previous charge preserving algorithm.
- Solve $\partial_t f + v_y B_z \partial_x f - v_x B_z \partial_y f = 0$, using a Boris scheme.

Let us also remark, that no prediction will be needed using a Yee algorithm for the solving of the Maxwell’s equations, so reasonable CPU time can be hoped compared to standard algorithms.

5 Numerical results

5.1 Introduction

We will test our algorithms with the classical test cases already used in [10]. Let us give a few details about the following diagnostics. First, concerning the CFL condition, it will be said that $CFL < 1$ when $v_{\text{max}} \Delta t < \Delta x$ and $CFL > 1$ when $v_{\text{max}} \Delta t > \Delta x$. What we call charge conservation will be the difference between $\rho$ computed with the distribution function and $\rho$ computed thanks to $J$ and the charge conservation equation:

$$cc^{n+1}(i) := \int_{\mathbb{R}} f^{n+1}(x_i,v) dv - (\rho^n(x_i) + 1 - \Delta t \Delta x (J^{n+\frac{1}{2}}_{i+\frac{1}{2}} - J^{n+\frac{1}{2}}_{i-\frac{1}{2}})).$$

Finally what is called Ampère Poisson equivalence is the difference between the electric field computed with Ampère and Poisson after 1000 iterations:

$$ap^{n+1}(i) := \frac{E^{n+1}(x_{i+\frac{1}{2}}) - E^{n+1}(x_{i-\frac{1}{2}})}{\Delta x} + (\rho^n(x_i) + 1 - \Delta t \Delta x (J^{n+\frac{1}{2}}_{i+\frac{1}{2}} - J^{n+\frac{1}{2}}_{i-\frac{1}{2}})).$$

The classical Runge-Kutta 2 (resp Cauchy-Kovalevsky 2 and 3) algorithms, developed in section 3.2, coupled with a resolution of the electric field with Poisson will be called RK2 (resp CK2 and CK3). The RK2 and the Cauchy-Kovalevsky algorithms with charge conservation, developed in section 4, will be denoted respectively CRK2, CCK2 and CCK3.

5.2 Linear Landau damping

The initial condition associated to the scaled Vlasov-Poisson equation has the following form

$$f_0(x,v) = \frac{1}{\sqrt{2\pi}} \exp(-v^2/2)(1 + \alpha \cos(kx)), \quad (x,v) \in [0,2\pi/k] \times \mathbb{R},$$

where $k = 0.5$ is the wave number and $\alpha = 0.001$ is the amplitude of the perturbation, so that linear regimes are considered here. A cartesian mesh is used to represent the phase space with a computational domain $[0,2\pi/k] \times [-v_{\text{max}},v_{\text{max}}]$, $v_{\text{max}} = 6$. The number of mesh points in the spatial and velocity directions is designated by $N_x = 64$ and $N_v = 64$ respectively. For the charge conservation algorithms, $\Delta t = 0.03$ so that the CFL condition is satisfied and $\Delta t = 0.1$ are considered (the CFL is violated in this latter case).

On Fig. 1, the implemented solution of the $L^2$ norm of the electric field: $1/2 ||E(t)||^2_{L^2}$ with the Runge-Kutta algorithm without charge conservation presented in section 3.2, and the Runge-Kutta algorithm with charge conservation presented in sections 3.2 and 4 with CFL < 1 are displayed in log scale. It can be observed that the two curves are nearly the same. Moreover, the theoretical
damping associated to $k = 0.5$, which is $-0.1533$ is added in order to ensure that the solution corresponds to the predicted damping. On the same figure is plotted the same result with a CFL condition superior than 1 for RK2 and CRK2, which proves that the problem comes from the violation of the CFL condition in the charge algorithm. In particular, we also plot on Fig. 2 and on Fig. 3 the charge conservation and the Ampère-Poisson equivalence with on the left CFL < 1, and on the right CFL > 1. These results are issued from the RK algorithm and are given after 1000 iterations.

For the CK algorithm, we just plot on Fig. 4 on the left the electric energy and the theoretical damping for CK2 presented in section 3.2 and CCK2 presented in section 4, with CFL < 1, and the same on the right for CK3 and CCK3 developed in the same sections. The curves are overlayed, as it was expected.

Figure 1: Linear Landau damping for $k = 0.5$ $N_x = N_v = 64$, $\Delta t = 0.03$ (left); $\Delta t = 0.1$ (right).

Figure 2: Charge Conservation $N_x = N_v = 64$, $\Delta t = 0.03$ (left); $\Delta t = 0.1$ (right), 1000 iterations.
5.3 Two stream instability

This test case simulates two beams with opposite velocities that encounter (see [17, 26]). The corresponding initial condition can be given by

$$f_0(x, v) = \mathcal{M}(v)v^2[1 - \alpha \cos(kx)], \quad \mathcal{M}(v) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{v^2}{2}\right),$$

with $k = 0.5$ and $\alpha = 0.05$. The computational domain is $[0, 2\pi/k] \times [-9, 9]$ which is sampled by $N_x = N_v = 128$ points. For the charge conservation algorithms developed in section 4, CFL imposes $\Delta t < 0.0109$, so the case CFL $< 1$ will be made with $\Delta t = 0.01$, and CFL $> 1$ with $\Delta t = 0.1$. We are interested in the electric energy $1/2||E(t)||^2_{L^2}$, which will be displayed in log scale. The same quantities as for the previous test cases are plotted on Fig. 5, 6, 7 and 8.
results are really precise for RK and CK, even in long time, under the assumption CFL<1 with the charge algorithms presented in section 4. The results show a poor precision for the case CFL>1. On Fig. 9, the $L^2$ norm of the solution and the first moment in $v$ are displayed for $\Delta t = 0.1$. The $L^2$ norm cannot be exactly conserved by any scheme using a phase space grid as soon as the grid does not resolve anymore the filaments, but the developed algorithms perform well, and have similar precision. Differences should appear taking bigger time steps, as it will be seen in the next test case. The first moment is exactly conserved for CK, which has been proved theoretically in [28]. For RK2, there is a slight decrease of the first moment, and for RK3 a small increase which remains acceptable.

![Two Stream Instability](image1)

**Figure 5:** Electric energy: $N_x = N_v = 128$, $\Delta t = 0.01$ (left), $\Delta t = 0.1$ (right).

![Two Stream Instability](image2)

**Figure 6:** Charge conservation: $N_x = N_v = 128$, $\Delta t = 0.01$ (left), $\Delta t = 0.1$ (right), 1000 iterations.
Figure 7: Ampère-Poisson equivalence, $N_x = N_v = 128$, $\Delta t = 0.01$ (left), $\Delta t = 0.1$ (right), 1000 iterations.

Figure 8: Electric energy CK2 (left) CK3 (right) $N_x = N_v = 128$, $\Delta t = 0.01$. 

5.4 Bump on Tail

Next, we can apply the scheme to the bump-on-tail instability test case for which the initial condition writes (see [31])

\[ f_0(x, v) = \tilde{f}(v)[1 + \alpha \cos(kx)] , \]

with \( \alpha = 0.04, k = 0.3 \) and

\[ \tilde{f}(v) = \frac{n_p}{\sqrt{2\pi}} \exp(-v^2/2) + \frac{n_b}{\sqrt{2\pi}} \exp\left(-\frac{|v - u|^2}{2v_t^2}\right), \]

on the interval \([0, 20\pi]\), with periodic conditions in space. The initial condition \( f_0 \) is a Maxwellian distribution function which has a bump on the Maxwell distribution tail; the physical parameters are the following

\[ n_p = 0.9, n_b = 0.2, u = 4.5, v_t = 0.5, \]

whereas the numerical parameters are \( N_x = 128, N_v = 128, v_{\text{max}} = 9 \). For the charge conservation algorithms, CFL imposes \( \Delta t < 0.0545 \), so the cases CFL \(< 1 \) will be made with \( \Delta t = 0.05 \), and CFL \( > 1 \) with \( \Delta t = 0.2 \). We still give the same diagnostics on Fig. 10, 11, 12 and 13. For this electric energy diagnostic, we expect oscillatory behavior of frequency equal to 1.05; moreover, since an instability will be declared, the electric energy has to increase up to saturation at \( t \approx 20.95 \) and to converge for large times (see [26, 31]). The results are really precise for RK and CK, even in long time, under the assumption CFL \(< 1 \) for the charge algorithms developed in section 4.

On Fig. 14, the \( L^2 \) norm of the distribution function and the entropy \(-\int f \ln(f) \, dx \, dv\) are plotted for \( \Delta t = 0.2 \). These two quantities are known to be theoretically preserved. As it was already explained, this cannot be reached with our kind of numerical methods. The conservation properties are better for the third order CK3 and RK3 than for the second order CK2 and RK2. Let us precise that more \( \Delta t \) increases, more these differences are important, and that the RK algorithms perform a bit better, but are more expensive computationally speaking.
Figure 10: Electric energy $\Delta t = 0.05$ (left) $\Delta t = 0.2$ (right).

Figure 11: Charge Conservation $\Delta t = 0.05$ (left) $\Delta t = 0.2$ (right).
Figure 12: Ampère-Poisson equivalence $\Delta t = 0.05$ (left) $\Delta t = 0.2$ (right).

Figure 13: Electric energy $\Delta t = 0.05$, CK2 (left), CK3 (right).
5.5 QR Vlasov-Maxwell test case

The numerical method used to solve this test case was presented in section 2.2. Let us precise the numerical parameters used to perform this test case.

\[ f_0(x, p) = \frac{1}{\sqrt{2\pi}T} \exp \left( -\frac{p^2}{2T^2} \right) (1 + \cos(kx)), \]

where \( k^* = k \cdot \text{sinc}(\frac{k\Delta x}{2}) \), and \( \text{sinc}(x) = \frac{\sin(x)}{x} \). We consider a pump wave of frequency \( \omega_0 \) and wavenumber \( k_0 \) such that \( \omega_0^2 = \omega_p^2/\gamma_0 + k_0^2c^2 \) is satisfied, with \( \gamma_0 = 1 + a_0^2 \). Choosing \( k_0c/m = 1/\sqrt{2} \), we obtain \( \omega_0/\omega_p = 1 \) (i.e., a ratio \( n/n_c = 1 \)). \( \omega_p \) is the plasma frequency, \( c \) the light velocity and \( n_c \) the critical density.

These physical parameters correspond to the most unstable mode, for more details about the test case, see [21, 22]. The numerical parameters are chosen as follows: the impulsion domain is \([−p_{\text{max}}, p_{\text{max}}]\), where \( p_{\text{max}} = 8.5 \). The choice of \( k_0 \) determines the size of the periodic space domain which is taken equal to \([0, 2\pi\sqrt{2}]\), \( N_x = 256, N_p = 256, \Delta t = 0.01, \) which is under CFL condition.

We display on Fig. 15, 16, 17, 18, the distribution function at different times, for a Backward semi-Lagrangian algorithm, which shall be our reference, and our FSL charge conserving algorithm introduced in section 4. The two methods are difficult to compare with only this diagnostic, and seem to behave similarly. On Fig. 19, the mass conservation for BSL and FSL is plotted. FSL behaves far better, especially with long time scaling. Obviously, as the mass decreases, the charge cannot be conserved anymore, which is shown on Fig. 20, 21. Before the decrease of the mass, the

![Figure 14: L^2 norm (left), Entropy (right) \( \Delta t = 0.2 \).](image)
FSL algorithm preserves charge exactly, and after the decrease, remains truly better. To conclude, on Fig. 22, 23 the integration of $f$ with respect to $x$ is displayed, at different times. At the beginning, the two curves are very close, but as time goes on, the two curves separate, and FSL remains more centered than BSL. For more details about comparisons between FSL and BSL, the reader is refered to [10].

Figure 15: Distribution function at time = 10 and 22, $N_x = 256, N_p = 256, \Delta t = 0.01$.

Figure 16: Distribution function at time = 23, BSL vs FSL, $N_x = 256, N_p = 256, \Delta t = 0.01$. 

22
Figure 17: Distribution function at time = 24, BSL vs FSL, \( N_x = 256, N_p = 256, \Delta t = 0.01 \).

Figure 18: Distribution function at time = 25, BSL vs FSL, \( N_x = 256, N_p = 256, \Delta t = 0.01 \).
Figure 19: Mass, FSL vs BSL, N_x = 256, N_p = 256, Δt = 0.01.

Figure 20: Charge conservation at time 10 and 20, BSL vs FSL, N_x = 256, N_p = 256, Δt = 0.01.
Figure 21: Charge conservation at time 26 and 30, BSL vs FSL, $N_x = 256, N_p = 256, \Delta t = 0.01$.

Figure 22: Integration of $f$ along $x$, $t = 1000$ and 2000, BSL vs FSL, $N_x = 256, N_p = 256, \Delta t = 0.01$. 

5.6 Numerical Synthesis

One of our goals was to compare these different algorithms in order to choose the best one for a prospective work in view of tackling the 4D case. First, it has to be said that the CK procedure is faster than the RK one, especially when you look for high order simulation, merely because there are no intermediate deposition steps, which is one of the most expensive step. Obviously, in CCK methods, a 2D deposition is made to compute $J$, therefore the CPU time is the same as the one of RK (see Table 1). The results concerning electric energy are really difficult to compare, and seem very good whatever algorithm you choose. We observe that the conserved quantities, like the $L^2$ norm of the distribution function are a bit better with RK, so CRK seems to be a good compromise between cost and accuracy. These methods are validated by these 1D test cases, and are encouraging for prospective work.

<table>
<thead>
<tr>
<th></th>
<th>RK2</th>
<th>RK3</th>
<th>Verlet</th>
<th>CK2</th>
<th>CK3</th>
<th>CRK2</th>
<th>CCK2</th>
<th>CCK3</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 $\times$ 64</td>
<td>27.1 s.</td>
<td>42.5 s.</td>
<td>26 s.</td>
<td>19 s.</td>
<td>20.8 s.</td>
<td>27.6 s.</td>
<td>27.1 s.</td>
<td>42.5 s.</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the CPU time of the different methods. 10000 iterations.

Moreover, with the last test case, with real Maxwell’s equations, we see that a charge conserving FSL method is really better than a classical BSL one, which is entirely satisfying, and convincing for future work.

6 Conclusion

In this paper, charge preserving Forward semi-Lagrangian algorithms of second and third order for the characteristics have been developed, and the numerical results meet requirements for various test cases. In these cases, under a CFL condition, the two methods Vlasov-Poisson and Vlasov-Ampère have proven to be exactly the same, and the charge has proved to be preserved. A future
work will be to design a 4D charge preserving FSL Vlasov-Maxwell scheme, especially comparing charge preserving algorithms developed in [29] with a procedure derived from this work, using a splitting scheme.
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