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Effects of phase change on reflection in phase-measuring interference microscopy

Arnaud Dubois

We show by analytical and numerical calculations that the phase change on reflection that occurs in interference microscopy is almost independent of the numerical aperture of the objective. The shift of the microscope interferogram response due to the phase change on reflection, however, increases with the numerical aperture. Measurements of the interferogram shift are made with a Linnik interference microscope equipped with various numerical-aperture objectives and are reported and compared with theory. © 2004 Optical Society of America

OCIS codes: 180.3170, 120.5050, 120.2830, 120.6650, 120.3180.

1. Introduction

Phase-measuring interference microscopy is a powerful, widely used technique for smooth-surface profiling with micrometric and nanometric resolutions in the lateral and axial directions, respectively.\textsuperscript{1–3} When the surface to be profiled is composed of dissimilar materials, the difference in the phase change of light reflected from these different materials gives rise to height measurement offsets.\textsuperscript{4–6} This problem can be overcome by coating the surface with a thin metallic layer. This coating is, however, undesirable in most applications. Another approach involves applying compensating offset factors by the calculation of the phase change on reflection (in normal incidence). This method requires prior knowledge of the complex refractive indices of the materials. The phase change on reflection can also be measured by interferometric and microellipsometric techniques.\textsuperscript{7–12} The phase change on reflection depends on the illumination incidence angle.\textsuperscript{13} In interference microscopes the sample is illuminated with a distribution of incidence angles defined by the numerical aperture of the objective. Therefore the phase change on reflection in interference microscopy would be expected to depend on the numerical aperture. As already suggested by numerical simulations, the variation of the phase change on reflection with incidence angle of unpolarized light seems, however, to be weak.\textsuperscript{11}

We establish in this paper an analytical expression for the phase change on reflection as a function of incidence angle. We study the effect of the phase change on reflection on the interferogram response of the interference microscope, taking into account the distribution of incidence angles through the objective. Measurements are carried out with a Linnik interference microscope with various numerical apertures.

2. Illumination Angle Dependence of the Phase Change on Reflection

We establish in this section an analytical expression for the phase change on reflection as a function of incidence angle for unpolarized light. We assume that the light is reflected from the surface of a planar object placed in air. The amplitudes $r_s$, $r_p$ and the arguments $\phi_s$, $\phi_p$ of the complex reflection coefficients $r_s$ and $r_p$ of the object for the s- and p-polarization components, respectively, can be calculated as a function of incidence angle $\theta$ by use of general Fresnel equations.\textsuperscript{11,13} These quantities depend on the complex index of refraction $\hat{n} = n + ik$ of the material. The use of complex arithmetic can be avoided by the introduction of expressions involving only real quantities. These expressions are

$$|r_s(\theta)| = \left(\frac{N^2 + K^2 - 2N \cos \theta + \cos^2 \theta}{N^2 + K^2 + 2N \cos \theta + \cos^2 \theta}\right)^{1/2},$$

where $N$ and $K$ are the complex indices of refraction of the object and the medium, respectively. The phase change on reflection is then given by

$$\Delta \phi = \arg(r_s) - \arg(r_p).$$
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| $r_p(\theta)$ | $N^2 + K^2 - 2N \sin \theta \tan \theta + \sin^2 \theta \tan^2 \theta \right)^{1/2}$, \( (2) \)  
| $r_s(\theta)$ | $N^2 + K^2 + 2N \sin \theta \tan \theta + \sin^2 \theta \tan^2 \theta \right)^{1/2}$, \( (2) \)  
| $\tan \phi_s(\theta)$ | $-2K \cos \theta \over N^2 + K^2 - \cos^2 \theta$, \( (3) \)  
| $\tan \phi_p(\theta)$ | $2K \cos \theta(N^2 + K^2 - \sin^2 \theta) \over N^2 + K^2 - (n^2 + k^2)\cos^2 \theta$, \( (4) \)  

with the intermediate variables $N$ and $K$ defined as

$N = {1 \over 2} \left\{ (n^2 - k^2 - \sin^2 \theta)^2 + 4n^2k^2 \right\}^{1/2}$, \( (5) \)

$K = {1 \over 2} \left\{ (n^2 - k^2 - \sin^2 \theta)^2 + 4n^2k^2 \right\}^{1/2}$, \( (6) \)

In the case of normal incidence ($\theta = 0$), Eqs. (5) and (6) become $N = n$, $K = k$, and Eqs. (1)--(4) simplify to well-known formulas. The amplitude and phase changes on reflection for both $s$ and $p$ components are coherent with respect to each other. The total phase change $\phi$ on reflection is the argument of the vector sum of the two components:

$\phi(\theta) = \arg [r_p|\exp(i\phi_s)| + r_s|\exp(i\phi_p)|]$. \( (7) \)

Finding an explicit general expression for $\phi$ as a function of $\theta$ is not possible. Developing Eqs. (1)--(4) to order $\theta^3$, we obtain

$|r_p(\theta)| = |r_s(\theta)|[1 - \gamma \theta^2 + O(\theta^4)]$, \( (8) \)

$\phi_s(\theta) = \phi(\theta) + \varepsilon \theta^2 + O(\theta^4)$, \( (9) \)

$\phi_p(\theta) = \phi(\theta) - \varepsilon \theta^2 + O(\theta^4)$, \( (10) \)

where

$\gamma = \frac{2n}{n^2 + k^2}$, \( (11) \)

$\varepsilon = \frac{k}{n^2 + k^2}$, \( (12) \)

$\phi(0) = \arctan \left[ \frac{2k}{1 - (n^2 + k^2)} \right]$ (modulo $\pi$). \( (13) \)

The phase change in normal incidence is $\phi(0)$ (equal for $s$ and $p$ polarizations). $\varepsilon$ is the first non-zero term (second-order term) in the power expansion of $\phi_s(\theta)$ and $\phi_p(\theta)$. $\varepsilon$ characterizes the amplitude of the phase variations with incidence for the $s$- and $p$-polarization components. At third order the phase variations with incidence for the $s$ and $p$ components are strictly opposed. Substituting Eqs. (8)--(10) into Eq. (7), we obtain the expression for the total phase change on reflection of unpolarized light to third order in incidence $\theta$:

$\phi(\theta) = \phi(0) + O(\theta^4)$. \( (14) \)

We have shown here that $\phi$ does not depend on the incidence angle at the first, second, and third orders. This result is in agreement with numerical simulations that show a weak variation of $\phi$ with $\theta$ even in the case of reflection on metals (see Fig. 1 and Ref. 11).

### 3. Effect of the Phase Change on Reflection on the Interference Microscope Response

In an interference microscope, such as the Michelson, Mirau, or Linnik, the sample is illuminated by a cone of converging rays with incidence angles $\theta$ varying from $0$ to $\theta_{\text{max}}$, where $\theta_{\text{max}}$ is related to the numerical aperture (NA) of the objective by $\text{NA} = \sin \theta_{\text{max}}$ (in air). Assuming aberration-free aplanetic optics and monochromatic spatially incoherent illumination at the wavelength $\lambda = 1/\alpha$, the modulated part of the interferogram response of the microscope can be written as

$$M(z) = \int_0^{\theta_{\text{max}}} \cos(4\pi\sigma z \cos \theta + \phi(\theta)) \cos \theta \sin \theta d\theta.$$  \( (15) \)

The variable $z$ is the on-axis geometrical path difference between the object and the reference. $\phi(\theta)$ is the absolute phase change of reflected light on the object surface. The reflection on the reference surface is assumed to introduce no phase change (modulo $\pi$). This assumption does not restrict our study because the phase change on the reference surface cancels out when only the relative phase changes on the object
was assumed to be copper because metallic materials and the position of the surface (due to topography, phase change, or both, on reflection of dissimilar materials) are of interest. According to Eq. (15), the interferogram response \( M(z) \) is the weighted sum of the elementary sinusoidal functions with weight, period, and phase depending on the incident illumination angle. As the illumination angle varies from \( \theta = 0 \) to \( \theta = \theta_{\text{max}} \), the fringe spacing (the pseudoperiod) \( \Lambda \) of \( M(z) \) verifies

\[
\frac{1}{2\sigma} < \Lambda < \frac{1}{2\sigma \cos \theta_{\text{max}}},
\]

and the position \( z_0 \) of the central fringe of \( M(z) \) verifies

\[
-\frac{\phi(0)}{4\pi\sigma} < z_0 < -\frac{\phi(\theta_{\text{max}})}{4\pi\sigma \cos \theta_{\text{max}}}.
\]

We numerically calculated the function \( M(z) \) by using the general formula in Eq. (7) for \( \phi(\theta) \). The object was assumed to be copper because metallic materials (particularly copper) present a high phase change on reflection.\(^8\) \( M(z) \) is plotted in Fig. 2(a) with NAs of 0.1 and 0.9. \( M(z) \) exhibits oscillations with an envelope that also oscillates and progressively decreases with \( |z| \). The envelope narrows as the numerical aperture increases. The fringe spacing (the pseudoperiod of the oscillations) increases with the numerical aperture. The interferogram undergoes a shift that increases with the numerical aperture [see Fig. 2(b)]. The shift of the central fringe position is reported in Table 1\(^6\) for different numerical-aperture values.

To examine the influence of the dependence of \( \phi \) on \( \theta \) on the interferogram, we calculated \( M(z) \) under the assumption that \( \phi \) is constant and compared this result with that of the previous case in which \( M(z) \) was calculated with \( \phi \) dependence on \( \theta \). The interferogram \( M(z) \) is almost unchanged. The central fringe position undergoes almost the same shift with the numerical aperture (see Table 1\(^6\)). The dependence of \( \phi \) on \( \theta \) therefore has almost no influence on the interferogram response of the interference microscope even at high numerical apertures. This result is in agreement with our demonstration in Section 3 that \( \phi(\theta) \) is constant up to the third order in \( \theta \).

The integral in Eq. (15) has already been calculated analytically under the assumption that the phase change \( \phi \) is independent of the incidence angle \( \theta \).\(^15\) Assuming a quadratic variation of \( \phi \) with \( \theta \), Eq. (15) can also be solved analytically by use of the small angle approximation.\(^8\) This approach is actually incorrect because \( \phi(\theta) \) is constant up to the third order in \( \theta \), at which point the modulated part of the interferogram expressed in Eq. (15) can be simplified to

\[
M(z) = V(z) \cos[\Phi(z)],
\]

with

\[
V(z) \approx \sin(\pi \sigma \theta_{\text{max}}^2)/(\pi \sigma \theta_{\text{max}}^2),
\]

\[
\Phi(z) = 4\pi \sigma \alpha z + \phi(0),
\]

\[
\alpha = 1 - \theta_{\text{max}}^2/4.
\]

The interferogram response of the interference microscope can be regarded as a sinusoidal fringe pat-

---

**Table 1. Theoretical Shift of the Central Fringe as a Function of Numerical Aperture for Copper at \( \lambda = 650 \text{ nm} \)**

<table>
<thead>
<tr>
<th>NA</th>
<th>0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shift (nm)(^a)</td>
<td>27.7</td>
<td>27.8</td>
<td>28.0</td>
<td>28.4</td>
<td>28.9</td>
<td>29.7</td>
<td>30.7</td>
<td>32.1</td>
<td>34.1</td>
<td>36.7</td>
</tr>
<tr>
<td>Shift (nm)(^b)</td>
<td>27.7</td>
<td>27.8</td>
<td>28.0</td>
<td>28.4</td>
<td>28.9</td>
<td>29.6</td>
<td>30.6</td>
<td>31.6</td>
<td>33.3</td>
<td>35.2</td>
</tr>
<tr>
<td>Shift (nm)(^c)</td>
<td>27.7</td>
<td>27.8</td>
<td>28.0</td>
<td>28.4</td>
<td>28.9</td>
<td>29.7</td>
<td>30.8</td>
<td>32.3</td>
<td>34.5</td>
<td>37.8</td>
</tr>
<tr>
<td>Shift (nm)(^d)</td>
<td>27.7</td>
<td>27.8</td>
<td>28.0</td>
<td>28.4</td>
<td>28.9</td>
<td>29.8</td>
<td>30.9</td>
<td>32.6</td>
<td>35.3</td>
<td>40.4</td>
</tr>
</tbody>
</table>

\(^a\)The refractive indices of copper are \( n = 0.224 \) and \( k = 3.63.14\)
\(^b\)Obtained by numerical resolution of Eq. (15) with \( \phi(0) \), calculated with Eq. (7) by use of the general Fresnel equations.
\(^c\)Obtained by numerical resolution of Eq. (15) under the assumption that \( \phi(\theta) = \phi(0) = -0.536 \text{ rad} \) (modulo \( \pi \)).
\(^d\)From Eq. (18) and the Taylor expansion of Eq. (15) to the third order in \( \theta \).
\(^e\)From Eq. (23).
tern multiplied by an envelope $V(z)$, which has the shape of a $\sin(z)/z$ function. This result has already been shown elsewhere.\textsuperscript{15,16} It is justified rigorously here at the third order in the incidence angle. The $V(z)$ function is usually called the fringe visibility. The fringe spacing, equal to $1/2\alpha\sigma$, depends on the numerical aperture through the factor $\sigma$, which is usually referred to as the aperture factor. This geometrical phenomenon has been widely studied.\textsuperscript{15,18–22} In our model the fringe spacing $\Lambda$ is equal to

$$\Lambda = \frac{1}{2\alpha\sigma} = \frac{1}{2\left(1 - \frac{\theta^2_{\text{max}}}{4}\right)\sigma}.$$  \hspace{1cm} (22)

The position $z_0$ of the central fringe can be determined by numerical resolution of Eq. (18). The values are reported in Table 1 and are in excellent agreement with the values found by numerical computation of Eq. (15), which confirms the validity of the model described by Eq. (18). An (approximate) analytical expression of the position of the central fringe would, however, be useful to see the influence of both $\phi(0)$ and the numerical aperture. At third order in the incidence angle, we obtain

$$z_0 = \frac{-\phi(0)}{4\pi\alpha\sigma} = \frac{-\phi(0)}{4\pi\left(1 - \theta^2_{\text{max}}/4\right)\sigma}.$$  \hspace{1cm} (23)

When $\phi(0) = 0$, the central fringe does not shift with NA ($z_0 = 0$). When $\phi(0) \neq 0$, the central fringe undergoes a shift $z_0$, which increases nonlinearly with the numerical aperture. The values of this shift are calculated with Eq. (23) and are reported in Table 1. They are close to those obtained previously by numerical computations until NA $< 0.8$. The discrepancy for NA $> 0.8$ is due to the effect of the envelope $V(z)$ that can no longer be considered constant around $z_0$.

4. Measurements

We present an experimental study of the influence of the phase change on reflection in interference microscopy as the numerical aperture is varied. We simultaneously measured the interferogram responses by using two different materials, a metal and a dielectric (glass), as objects placed in an interference microscope. For the metal we chose copper, which is known to exhibit a high phase change on reflection. To eliminate any phase change due to topography, the two materials must be planar and be at exactly the same height. To achieve this, we adopted the method proposed by Doi et al.\textsuperscript{6} The metal was evaporated on part of a microscope glass coverslip (0.17-mm thickness) by use of a mask. The metal film, with a thickness greater than 100 $\mu$m, was thick enough to be considered to have the same optical properties as a metal substrate. The experimental setup, depicted in Fig. 3, consists of a homemade Linnik interference microscope,\textsuperscript{15,16,23} We used identical slip-corrected microscope objectives (from Olympus) in both arms of the Linnik interferometer, with NAs varying from 0.1 to 0.9. The object was moved in the axial direction ($z$) by means of a high-precision piezoelectric translation stage (Polytech PI Model P-753). The interferogram response was recorded in parallel by all pixels of the CCD camera (Dalsa CAD1). Some pixels corresponded to the image of the copper surface, others to the image of the glass surface. We measured the shift of the central fringe between the two interferograms (one corresponding to reflection on copper and the other to reflection on glass). The results, reported in Table 2, agree well with theory. The discrepancy, which is of the order of the absolute accuracy obtained in practice in phase-measuring interferometry ($\sim 1$ nm),\textsuperscript{1–3} includes the uncertainty in the numerical-aperture value marked on the objective barrel.

5. Conclusion

In profiling a surface composed of dissimilar materials by use of a phase-measuring interference microscope, the phase change on reflection is responsible for a shift of the interferograms, which leads to height measurement offsets. For accurate topographic measurements, these offsets must be corrected for by
calculating or measuring the phase change on reflection. In this paper we have shown by analytical and numerical calculations that the phase change on reflection has a very weak dependence on the incidence angle (constant up to the third order). The phase change can be considered to be under normal incidence even when high numerical-aperture objectives are used. The shift of the interferogram due to the phase change on reflection increases with the numerical aperture. This results from an increase in the fringe spacing with the numerical aperture and, to a lesser extent, from a decrease in the fringe envelope width. This paper provides an approximate expression for the height offset correction to be applied [Eq. (23)], provided that the phase change (in normal incidence) and the numerical aperture are known. A more accurate compensating factor can be obtained by numerical evaluation of Eq. (18).
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