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Apparent stress scaling for tectonic and induced seismicity: Model and observations
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Abstract

A macroscopic model of seismic sources provides a scaling relationship for the apparent stress, treated as a function of three independent parameters: seismic moment, rupture area size, and average slip acceleration. These parameters represent three different factors: kinematic, geometric and material. This relationship allows us to distinguish and explain the following statistical characteristics of the log apparent stress versus log seismic moment plot. The regional trends, represented by a series of 1/2 slope lines, are related to the averaged shape of slip velocity pulses, so they reflect kinematic characteristics of the rupture process. The global trend, represented by the 1/6 slope line, is expected to characterize sets of events of wide range of rupture area sizes and assumes dependence of rupture area size on total slip, so it is related to the rupture initiation, propagation and arrest conditions; therefore, it reflects earthquake rupture dynamics. Additional shiftings among the trend lines obtained for the smallest induced tremors, larger tectonic earthquakes, and slow tsunami earthquakes, reflect differences between the intact rock failure and the frictional slip failure, that is, between fracture energies of these different earthquake classes.
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1 Introduction

The main objective of macroscopic earthquake physics is to find relations among different earthquake source parameters, such as radiated seismic energy, $E_S$, seismic moment, $M_0$, rupture area size, $A$, or stress drop, $\Delta \sigma$. All these parameters can be understood as averaged - over the rupture area and duration - characteristics of seismic events. Since parameters of individual earthquakes deviate from any trends or mean values, the relations, if they exist, must represent statistical characteristics of earthquake sets.

Many studies have focused on statistical analysis of earthquake parameters derived from seismograms for earthquake populations. In particular, dependence of the apparent stress, $\tau_a$, expressed as the seismic energy to seismic moment ratio, on the seismic moment has been disputed. The apparent stress value reflects dynamic characteristics of the earthquake rupture processes. Therefore, character of scaling of the apparent stress with earthquake sizes conveys information about mechanisms underlying seismic events. Results of these works are not conclusive. Some data suggest that the apparent stress increases, in the statistical sense, with the increasing seismic moment over a large range of earthquake sizes (e.g., Abercrombie, 1995; Gibowicz, 1997; Izu-tani and Kanamori, 2001; Kanamori and Rivera, 2004; Abercrombie and Rice, 2005; Franceschina et al., 2006). Other data deny that such trends do exist.
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(Choy and Boatwright, 1995; McGarr, 1999). According to the more skeptical view, even the observed trends are only artifacts resulting from underestimation of the seismic energy due to the bandwidth limitation effects (Ide and Beroza, 2001).

More reliable estimations of the seismic energy and the apparent stress from seismograms and their proper corrections could help to solve the controversy. The task is not easy, however, because it is not known which of the parameters estimated by seismic or geodetic methods should be chosen as the most adequate set to define seismic sources. Another approach would be to propose a macroscopic model at first, and then to test the postulated relations by using available data.

Such an approach has been proposed in a series of papers. It consists of three steps. In the first step a microscopic model is formulated to describe details of the earthquake rupture process in terms of stress and slip fields defined over a fault plane (Senatorski, 1995; 2002; 2006). The model allows us to express earthquake source parameters as spatial and temporal averages of these fields. In the next step a kinematic model is proposed. It defines an averaged rupture process as a triangle slip velocity pulse propagating along the fault plane. Such a kinematic view, together with expressions for the source parameters implied by the microscopic model, leads to relations among these parameters. In the last step, the macroscopic model is formulated in terms of the macroscopic earthquake source parameters and statistical relations among them (Senatorski, 2005; 2006; 2007).

In particular, the apparent stress, \( \tau_a \), has been expressed as a function of three other parameters: \( M_0 \), \( A \), and the average slip acceleration, \( g \). The relation-
ship opens a new perspective for the data analysis. The same data lead to apparently contradicting conclusions, when they are considered in the apparent stress versus seismic moment space, but they do exhibit order, when other parameters, the rupture area size and the average slip acceleration (or, alternatively, the stress drop) are taken into account. Such a new look allows us to recognize two kinds of trends amid the scattered data.

The regional trend concerns sets earthquakes with similar $g/A$ ratio. The data points follow the line with slope $\approx 0.5$ in the $\log \tau_a - \log M_0$ space. Its explanation is kinematic and can be related to an average shape of the pulse-like earthquake rupture front (Senatorski, 2006). The global trend concerns earthquakes of all possible spatial sizes. It is represented by the line with a lower slope $\approx 1/6$ in the same space (if there is no systematic change in $g$). Its explanation takes into account dynamics of the rupture process (Senatorski, 2007). Dependence of the average slip on the rupture area size (so, conditions of initiation, propagation and arrest of the rupture front) is postulated to obtain this trend.

The first aim of the present work is to confront all these theoretical results with more complete sets of available observational data, including not only populations of typical tectonic earthquakes, but also the mining-induced sets of events and slow, tsunami earthquakes. All these sets of data fit well the regional trends described in the previous papers.

The second aim is to present a new result. It might be expected that all the combined data, after rescaling to remove various $g/A$ ratios effect, follow just one trend line with slope $\approx 0.5$. In fact, this is confirmed in the case of typical tectonic earthquakes and larger mining-induced events studied in
the present work. However, the smaller mining-induced tremors do not fit the expected pattern. The trend line (of the same slope $\approx 0.5$) is shifted clearly upwards in this case. On the other hand, the trend line of tsunami earthquakes (of the same slope $\approx 0.5$) is shifted clearly downwards from the main trend line of typical events. This result seems confusing at first. It occurs, however, that the additional shiftings, or the trend line splitting, can be explained in terms of the stress drop versus slip acceleration relation and differences among fracture energies of these earthquake classes, in accordance with the proposed macroscopic model. With this new result, the whole image remains consistent with observations and earthquake source physics.

The paper is organized as follows. The macroscopic earthquake source model and the scaling relationship for the apparent stress are presented in the next section. Then, the theoretical results are used to analyze the observational data. Interpretation of the proposed scaling relationship and observed trends is presented in the last section. Details of the seismic energy formulation are given in the Appendix.

2 Macroscopic model

The macroscopic model is formulated in terms of relations among earthquake source parameters. It is based on two factors: the microscopic and kinematic model. The microscopic model implies formulation of the seismic energy as a functional of the slip velocity field (see the Appendix). The kinematic model defines such a field as a fixed pulse that propagates along the fault plane. Combining these two factors leads to the searched relations that are confronted with observational data.
The next sections present such an approach in details. Some of the theoretical results have been presented in the previous paper (Senatorski, 2007). Here, they are repeated, together with new formulas concerning the kinematic model and the slip acceleration versus stress drop relation, to make presentation of the new data analysis (the first aim) and discussion of the trend line splitting (the second aim) complete and clear.

2.1 Slip velocity pulses

The kinematic model is formulated in terms of the slip velocity field, \( \dot{q}(t, r) \), defined over the fault plane. It defines an averaged slip velocity pulse by three independent parameters: geometric (size of the rupture area, \( A \)), kinematic (rise time, \( t_R \)) and material (slip acceleration, \( g \)). For simplicity, a planar strike slip fault, with only one, horizontal component of slip and shear stress is assumed.

The triangle slip velocity pulse, same at each point of the rupture area, is assumed (Fig. 1a)

\[
\dot{q}(t, r) = g\left(\frac{t_R}{2} - |t - \frac{t_R}{2}|\right)\chi_{[0,t_R]}(t),
\]

where \( t_R \) is the pulse rise time, \( \chi_{[0,t_R]} \) is the characteristic function on \([0, t_R]\), \( g \) - the slip acceleration. Since the averaged rupture process is considered, neither \( t_R \) nor \( g \) depend on location on the fault plane. The rise time is, in general, shorter than the earthquake duration, \( t_R < T \). Other parameters can be expressed in terms of \( g \) and \( t_R \). The average coseismic slip displacement at
a given point, $D$, is

$$D = g \frac{t_R^2}{4}. \tag{2}$$

and the maximum slip velocity, $V_m$, is

$$V_m = \frac{gt_R}{2}. \tag{3}$$

The local average slip velocity, $V = V_m/2$.

The same slip velocity pulse propagating along the fault plane can be obtained in the following way. Consider the slip displacement function, $q(t = 0, x)$, shown in Fig. 1b

$$q(t = 0, x) = \frac{D}{2a^2} \left\{ \begin{array}{ll}
(x - a)^2 & \text{for } x \in (0, a) \\
-(x + a)^2 + 2a^2 & \text{for } x \in (-a, 0)
\end{array} \right. \tag{4}$$

The slip displacement at time $t = 0$ decreases from the value $q = D$ (the total slip) at point $x = -a$ to $q = 0$ at point $x = a$. Its movement at velocity $V_R$ produces propagation of the triangle slip velocity pulse $\dot{q}(t, x)$ given by Eq.(1) and shown in Fig. 1a, with the rise time $t_R = 2a/V_R$ and the slip acceleration $g = D(V_R/a)^2$.

The proposed kinematic model seems simplistic. Slip velocity patterns are much more complex than the propagating triangle in real world. However, this model represents the macroscopic approach, so it should be defined by an averaged slip velocity pulse of a given shape (realistic slip and stress patterns have been obtained in computer simulations by using the corresponding microscopic model, e.g., Senatorski, 2002; 2006). Besides, it reproduces essential
characteristics of the rupture process, understood as propagation of a narrow zone of slip movement, driven by stress concentration within and ahead of this zone.

A theory of dislocations can be used to find the shear stress along the slip plane for the slip velocity pulse (1), as the integrated sum of stresses produced by smeared-out infinitesimal dislocations (e.g., Weertman and Weertman, 1980). The stress function, \( s^I \) (see the Appendix), obtained for the triangle slip velocity pulse is shown in Fig. 1c. At a given time, \( t = 0 \), the stress is negative for \( x < 0 \) and positive for \( x > 0 \). Its maximum, attained at \( x = a/\sqrt{2} \), and minimum, attained at \( x = -a/\sqrt{2} \), are proportional to \( D/a \). Also the stress values at \( x = \pm a \) (the initial and stopping stresses) are proportional to the \( D/a \) value, \( s^I(x = \pm, t = 0) = \pm(\mu \ln 2/\pi)(D/a) \) (numerical values of the initial and maximum stresses are given in Fig. 1c). Far from the slipping zone the stresses tend to zero, \( s^I(x \to \pm \infty, t = 0) = 0 \). It can be shown that different shapes of the slip velocity pulse, such as those with \( \dot{q} = const \) over the rise time, imply different macroscopic relations than these obtained in the present work, so the model can be falsified.

Another slip time function, parameterized by the maximum slip velocity, \( V_m \), and the rise time, \( t_R \), has been proposed by Beresnev and Atkinson (1997; Beresnev, 2001; 2002). In their approach the seismic source is treated as a point in space observed from the far field. Consequently they find relations between the earthquake source parameters, \( V_m \) and \( t_R \), and the point-source acceleration spectrum in the far field characteristics, the corner frequency and the seismic moment. The method of the present work is different. It assumes a spatially extended seismic source and the proposed slip velocity time function is treated as representing the earthquake rupture process which is averaged
over the source area. Consequently statistical relations between mean earth-
quake characteristics has been found and confronted with trends observed in
earthquake populations.

2.2 Seismic moment and energy

The seismic moment is defined as

\[ M_0 = \mu \int_T \int_A \dot{q}(r, t) \, dr \, dt = \mu DA, \]  

(5)

where \( A \) is the rupture area size, \( \mu \) is rigidity. The triangle slip velocity pulse
(1) substituted into Eq. (5) gives for the seismic moment

\[ M_0 = \mu Ag \frac{tR^2}{4} \]  

(6)

The seismic energy can be expressed as

\[ E_S = \frac{\mu}{2v_S} \int_T \int_A dt dr \, \dot{q}(r, t)^2. \]  

(7)

This expression assumes the slip dependent friction and negligible final over-
shooting. Validity of such an approach is discussed in the Appendix.

The triangle slip velocity pulse (1) substituted into Eq. (7) gives

\[ E_S = \frac{\mu}{2v_S} Ag^2 \frac{tR^3}{12}. \]  

(8)
2.3 Apparent stress

The apparent stress is expressed as the seismic energy to the seismic moment ratio

$$\tau_a = \frac{\mu E_S}{M_0}. \quad (9)$$

From Eqs. (8) and (9) we obtain

$$\tau_a = \frac{\mu}{2v_S} \frac{\mu}{12M_0} Ag^2t_R^3. \quad (10)$$

The apparent stress can be expressed, from Eqs. (2), (3), (6) and (10), by other parameters as

$$\tau_a = \frac{\mu}{2v_S} \frac{\mu}{3M_0} \frac{2}{3} gD^{1/2} = \frac{\mu}{2v_S} \frac{4}{3} D t_R \nonumber$$

$$= \frac{\mu}{2v_S} \frac{4}{3} V = \frac{\mu}{3v_S} \frac{1/2 g^{1/2} M_0^{1/2}}{A^{1/2}}. \quad (11)$$

The last equation has been derived previously (e.g., Senatorski, 2006) as the scaling relationship

$$\tau_a(\alpha M_0, \beta A, \gamma g) = \alpha^{1/2} \beta^{-1/2} \gamma^{1/2} \tau_a(M_0, A, g). \quad (12)$$

The slip acceleration, $g$, rupture area, $A$, and rise time, $t_R$, can be changed independently according to the kinematic model. These three parameters fix the model and other earthquake source parameters. The apparent stress, according to Eq. (11), depends on just one parameter, $V_m$, or any two of three: $g$, $D$, and $t_R$. If the apparent stress versus seismic moment relation is considered, dependence on the rupture area occurs. Therefore, for fixed $g/A$ ratio, $\tau_a$ grows as $M_0^{1/2}$. However, events with small and large $M_0$ can have similar
τ_a, if larger M_0 is due to larger area, A, only, and their total slips, D, are similar. Note that the average slip displacement, its derivatives, and the rise time, has been shown to be basic source parameters that can be derived from seismograms (Beresnev, 2001; 2002).

2.4 Slip acceleration and stress drop

According to the scaling relationship (11) and (12), the apparent stress depends on three factors: kinematic (seismic moment, slip, or rise time), geometric (rupture area or source radius), and material, related to strength of rocks (slip acceleration or rigidity). Unfortunately, the available field data do not contain information about the mean slip accelerations, g. It is assumed, therefore, that the average stress drop, ∆σ, scales in the same way as g (if the other independent factors - geometric and kinematic - are fixed) and, therefore, g can be substituted by ∆σ according to the rule:

\[ g = \xi^2 \Delta \sigma, \]  

(13)

where \( \xi > 0 \) is constant. Consequently, instead of Eq.(11) we can write

\[ \tau_a = \frac{\mu^{1/2} \xi \Delta \sigma^{1/2} M_0^{1/2}}{3 \nu_s A^{1/2}}. \]  

(14)

This assumption can be supported by the following reasoning. Consider the propagating slip displacement shown in Fig.1b. The stress drop, or the difference between the initial (before the pulse passage) and final (after the pulse passage) stress is proportional to \( D/a \) value, \( \Delta \sigma = (2\mu \ln 2\beta_2 / \pi)D/a \), where \( \beta_2 = \sqrt{1 - (V_R / v_s)^2} \) (e.g., Weertman and Weertman, 1980). On the other hand, the slip acceleration can be expressed as \( g = D(V_R/a)^2 \), so it is propor-
tional to the stress drop multiplied by the factor $V_R^2/(a\beta_2)$. Consequently, (13) is justified for constant values of $V_R$ and $a$. In this case, the slip acceleration, $g$, changes, but the rise time, $t_R$, is kept constant.

Another argument supports the assumption. In the microscopic model, the slip velocity at a given point and time is proportional to the net stress (i.e., the driving stress - caused by the tectonic plate movements and slip gradients - minus the stress resisting the fault movement; see Eq.(A.8) in the Appendix; see also Senatorski, 2006). Therefore, it can be assumed that, on an average, the maximal slip velocity of the propagating pulse, $V_m$, is proportional to $\Delta\sigma$. For the triangle slip velocity pulses, defined by two parameters, $g$ and $t_R$, $V_m = 2g/t_R$. This means that $g$ scales in the same way with $\Delta\sigma$ as $V_m$ (note that $g$ and $t_R$ are treated as independent parameters; it is assumed that $\Delta\sigma$, or the fault strength, decides about $g$, not about $t_R$).

Consequently, both parameters, $g$ and $\Delta\sigma$ can be related to the strength of rocks and, for the purpose of testing, $g$ can be substituted by $\Delta\sigma$ in the scaling relations (11, 12). It should be noticed that both arguments supporting the same scaling for $g$ and $\Delta\sigma$ assume the model used in the present work. The data analysis presented below supports the scaling relationship with $\Delta\sigma$ used instead of $g$.

An important difference between these two parameters should be noticed. The stress drop represents the difference between the stresses across the fault plane before and after the earthquake. On the other hand, the average slip acceleration (so $\xi$), unlike $\Delta\sigma$, depends on the entire stress history between these two states and, therefore, carries information about energy expended for fracturing. The same stress drop can lead to small or large slip accelerations.
depending on the rate at which the stress resisting the fault movement changes.

The slip dependent friction assumes that fault resistance decreases with increasing slip after its peak value is attained (see the Appendix, Section A.4, and Fig. 5 below). The resistance drops suddenly with slip in the case of fracture of intact rocks. Therefore, the largest $g$ and, consequently, the largest $\xi$ coefficient are expected for the smallest mining-induced tremors, representing this type of the rupture process. On the other hand, the resistance decreases gradually with slip in the case of frictional slip failure, which is representative for larger events. It can be expected, therefore, that $g$ and, consequently, $\xi$ in Eq. (13) are smaller for typical tectonic earthquakes. The smallest $\xi$ coefficient is expected for so called slow or tsunami earthquakes. The same interpretation can be expressed in terms of the energy balance. The fracture energy is represented by the area under resisting (or cohesive) stress line (see the Appendix and Fig. 5). Therefore, smaller $\xi$ corresponds to larger fracture energy. It should be noted that $g$, not $\Delta\sigma$, remains the basic parameter to be derived from seismograms (cf. Beresnev, 2001; 2002).

2.5 Total slip and rupture area

The kinematic model does not involve any average slip versus rupture area dependence: These two parameters are treated as independent. It is not so, however, that both very small and very large slip velocity pulses could propagate very short and very large distances. Different $D$ versus $A$ scalings have been proposed to explain observations of earthquake populations. For small and moderate events, for instance, the following dependence of slip displacement on earthquake source radius relation is often assumed (e.g., Kanamori
and Anderson, 1975)

\[ D = \eta^3 R = \eta^3 A^{1/2}, \]  

(15)

where \( \eta > 0 \) is constant. Relations (11) and (15) imply

\[ \tau_a = \frac{\mu^{5/6} \eta \xi^{1/2} M_0^{1/6}}{3v_S}, \]  

(16)

so \( \tau_a \propto M_0^{1/6} \) increase of the apparent stress with increasing seismic moment is expected, provided that there are no systematic variations of \( g \). By using Eq.(13), the same equation can be written as

\[ \tau_a = \frac{\mu^{5/6} \eta \xi}{3v_S} \Delta \sigma^{1/2} M_0^{1/6}, \]  

(17)

so the the same trend is expected for earthquakes representing the same class, i.e., for events with no systematic variations of \( \Delta \sigma \) and similar \( \xi \) coefficient. Therefore, the smallest mining-induced tremors and the tsunami earthquakes are expected to deviate from the trend line in opposite directions.

It should be noted that relation (15) does not assume any specific source model, but only an intuitive view on the earthquake rupture propagation and arrest condition: The slip velocity pulses characterized by larger slips are expected to cover, on an average, longer distances (e.g., Scholz, 1982; Heaton, 1990; Liu-Zeng et al., 2005). Only large barriers, which are distributed more rarely along the fault plane, can stop pulses with large slip. It is not possible that the pulse with a very small slip (say, 1 cm) cover a distance of 100 km. It can happen, however, that the pulse with quite large slip (say, 1 m) stops after covering a very small distance, if the next stronger barrier is close to the initiation place. A risk of the next larger earthquake increases in such a case.
The relation between the average slip displacement and rupture dimensions (its length and width) for larger earthquakes has been discussed intensively in recent years (e.g., Bodin and Brune, 1996; Mai and Beroza, 2000; Shaw and Scholz, 2001; Liu-Zeng et al., 2005). Details of this problem are beyond the scope of the present paper. Here, the relation (15) is used to show its implications for the apparent stress versus seismic moment scaling. More detailed studies of the slip versus rupture dimension scaling in the context of the apparent stress versus seismic moment relationship can be a subject of future works.

3 Data analysis

Theoretical results presented in previous sections can be compared with observations. Several sets of earthquakes, for which estimations of the seismic energy, \( E_S \), the seismic moment, \( M_0 \), the source radius, \( R = \sqrt{A} \), and the average stress drop, \( \Delta \sigma \), are available, have been chosen. They are characterized by different mean radii, \( \bar{R} \), from microearthquakes to large events (Table 1). Estimations of all source radii and stress drops assume the source model of Madariaga (1976; see also Gibowicz and Kijko, 1994; Abercrombie and Rice, 2005) with the rupture velocity \( V_R = 0.9v_S \). In some cases the original data have been obtained by using the model of Brune (1970); the parameter values have been recalculated in these cases, for consistency, to follow the Madariaga model (see annotations in Table 1). However, results of the present paper do not depend on the choice between the Madariaga or Brune model. Using the RMS stress drop, \( \sigma_{rms} \), instead of the average stress drop, does not change the results too (see Fig. 2b).
Figures 2, 3 and 4 illustrate trends described by Eqs. (14) and (17). At first, the data are plotted in the log $\tau_a$ versus log $M_0$ space (Figs. 2a, 3a, and 4a). It is expected that the apparent stress scales roughly with the seismic moment as $\tau_a \propto M_0^{1/2}$ in the case of sets of earthquakes representing a narrow range of the $g/A$ (or $\xi^2\Delta\sigma/A$) ratio. Therefore, this kind of statistical dependence is called regional trend in the present work for convenience. Then, the same data are plotted in the log $\tau^*_a$ versus log $M_0$ space, where $\tau^*_a = \tau_a \cdot R/\Delta\sigma^{1/2}$ is the scaled apparent stress, to exclude the effect of $\Delta\sigma/A$ ratio variation in earthquake populations (Figs. 2b, 3b, and 4b). The linear dependence $\log \tau^*_a = 0.5 \log M_0 + \log k$ is expected, where $k = \mu^{1/2}\xi/3v_S$. According to this interpretation the trend line in the scaled apparent stress versus seismic moment space is shifted downwards for earthquake populations having smaller $\xi$, i.e., larger fracture energy.

Characteristics of the data sets, a number of events, $n$, ranges of the seismic moments, $M_0$, and source radii, $R$; their mean values, $\bar{R}$, slopes of the linear regression lines in the log $\tau_a - \log M_0$ (slope_1) and log $\tau^*_a - \log M_0$ (slope_2) spaces, together with correlation coefficients, are presented in Table 1.

The following populations of tectonic earthquakes are considered. Moderate earthquakes recorded in the Friuli-Venezia Giulia (Northeastern Italy) area (Franceschina et al., 2006); local microearthquakes recorded in the Granada Basin (Southern Spain) area (Garcia et al., 2004); 4 sets of earthquakes studied by Abercrombie and Rice (2005): events recorded at 2.5 km depth at Cajon Pass, California (Abercrombie; 1995), Northridge aftershocks and Long Valley earthquakes (Mori et al., 2003; Ide et al., 2003), large California earthquakes (Boatwright et al., 2002; Kanamori et al., 1993; McGarr and Fletcher, 2000; Ide et al., 2003; Venkataraman et al., 2000, 2002; Wald and Heaton, 1994;
Besides, the following sets of mining-induced earthquakes are studied. The smallest tremors induced by excavation of a shaft at Underground Research Laboratory (URL) in Manitoba, Canada (Gibowicz et al., 1991); moderate events induced in Rudna copper mine, Poland (Gibowicz, 2007); events induced in gold mine in South Africa (McGarr, 1994); events induced in mine in Pyhäsalmi, Finland (Oye et al., 2005); events induced in Strathcona mine in Canada (Urbancic and Young, 1993; Urbancic et al., 1996). The URL and Strathcona original data have been corrected to account for the finite bandwidth effects (Di Bona and Rovelli, 1988; Ide and Beroza, 2001).

For comparison, 4 tsunami earthquakes are considered: Peru, 1996, Nicaragua, 1992, Java 1994 (Ihmlé, 1996; Ihmlé et al., 1998; Bilek et al., 2004) and the Sumatra-Andaman 2004 destructive event (Choy and Boatwright, 2007; Sørensen et al., 2007; Banerjee et al., 2007).

Three data sets (Northeastern Italy, Northridge aftershocks and Long Valley) are plotted on separate plots (Figs. 2a,b and 3a,b) to explain details of the data rescaling procedure and the regional trend concept. Then, all data sets are plotted on the same diagrams (Figs. 4a,b) to illustrate trends amid global earthquake data.

3.1 Regional trends

All the data shown in Figs. 2a, 3a, and 4a exhibit, on an average, increase of the apparent stress with increasing seismic moment. However, slopes of the linear
regression lines in the log $\tau_a$ - log $M_0$ space are different, from 0.025 to 0.65 (slope_1 column in Table 1). Moreover, the data are largely scattered along the trend lines. For instance, rejection of two points with the largest seismic moments from the Northeastern Italy data set shown in Fig. 2a would result in a steeper trend. According to some authors, the trend observed amid scattered data could be removed by proper measurement correction and rejecting the least reliable data (Ide and Beroza, 2001).

The smallest slope value is obtained, however, for the combined Northridge aftershocks and much smaller Long Valley data (slope_1=0.025, see Fig. 3a). A large difference between mean source diameters of the two earthquake populations is responsible for such a small slope value. For the separate data sets the slope_1 values are larger: 0.17 and 0.21, respectively. Also the set of large earthquakes (slope_1= 0.10) includes three clearly smaller events: one fore-shock and two aftershocks; this explains the small value of slope_1 in this case (Fig. 4a).

The scaling relationships (11) and (14) shed light on the problem. After taking into account dependence on two other parameters, the rupture area size and the average slip acceleration (or the stress drop), and after proper rescaling of the apparent stress, the trends become clear (Figs. 2b, 3b, and 4b). Slopes of trend lines tend to the $1/2$ value (slope_2 column in Table 1) and the data points focus better along the proper lines. Even the most doubtful data points with the largest seismic moments in Fig. 2 fit well the trend.

Most of these results are in good agreement with the proposed relationship

$$\tau_a \propto \Delta \sigma^{1/2} M_0^{1/2} / R.$$  

Also the less convincing data, like Northridge aftershocks, are not inconsistent with the trend. For the scaled apparent stress, $\tau_a \cdot R / \Delta \sigma^{1/2}$,
the average slope $2=0.436$ is obtained for the global data set, with two sets of the smallest tremors (URL and Strathcona mine) and the tsunami earthquakes excluded (Fig. 4b). The excluded data sets fit well the $\tau_a \cdot R/\Delta \sigma^{1/2} - M_0$ scaling, too. However, the trend lines are shifted upwards in the case of the smallest induced events. This means, according to Eq.(14), that $\xi$ is larger for these data sets. Similar effect concerns the tsunami earthquakes, with the trend line shifted downwards. Although estimation of their source diameters and average stress drops are rather rough, it can be suggested, by analogy to the smallest mining-induced tremors, that smaller value of $\xi$, or larger fracture energy, is responsible for the effect.

3.2 Global trends

Assume that there are no systematic variations of $g$ in the case of earthquakes representing a wide range of rupture area sizes. Then, the averaged (over regional data) apparent stress scales with the seismic moment as $\tau_a \propto M_0^{1/6}$, according to Eq.(16). This global trend is illustrated in Fig. 4a as the slope 1/6 solid line.

Assume then that the factor $\xi$ in Eq.(17) (and, consequently, $g$) is larger for some data sets. Such a data are shifted upwards in the log $\tau_a$ versus log $M_0$ plot. This is the case of two data sets representing the smallest induced tremors (URL and Strathcona). The tsunami events, on the other hand, are characterized by very small apparent stresses. In fact, they are situated well below the data points of large events characterized by similar seismic moments in the Fig. 4a.

The following structure can be recognized in Fig. 4a. Each of the regional
data sets is scattered roughly along the parallel lines (1/2 slope dashed lines), shifted to the right for events having larger rupture area, \( A \) (more strictly: smaller \( g/A \) ratio; assume for simplicity, however, that there are no systematic variations in \( g \)). The data sets representing events with greater \( A \) are located higher on the proper 1/2 slope line in such a way that the event characterized by average value of the apparent stress in each of the sets are located along the global trend line (1/6 slope solid line).

3.3 Trend shifting

The mining-induced earthquakes follow the same schema as the tectonic ones. After rescaling, individual data sets fit well the 1/2 slope trends, as shown in Fig. 4b. However, the trend lines found for the smallest tremors are shifted upwards. Moreover, the same data are shifted upwards in Fig. 4a, well above the 1/6 slope global trend line. Both effects can be explained by higher values of the \( \xi \) factor in the slip acceleration versus stress drop scaling (13) and, consequently, smaller fracture energy.

This leads us to the following suggestion. The propagating slip velocity pulse shown in Figs. 1a and b, and concentration of stresses ahead of the pulse, describe well general rupture mechanism of both induced and tectonic earthquakes. Linear or piecewise-linear slip velocity changes at a given point are due to the pulse passage. The scaling relation expressed by Eqs. (11) and (12) just reflects this mechanism. Earthquake rupture process on an inhomogeneous fault can be considered, however, as a mixed process between the shear fracture of intact rocks (with sudden decrease of the fault resistance) and frictional slip failure (with gradual decrease of the fault resistance towards
the residual frictional stress level; e.g., Ohnaka, 2003). The smallest induced events are closer to the former process, whereas larger earthquakes are closer to the latter one. It is well known that two types of mining-induced seismicity, related to the intact rock failure and the frictional slip failure, respectively, are observed (e.g., Richardson and Jordan, 2002). It can be expected that, for a given stress drop or rock strength, the slip acceleration is larger in the former case than in the latter one.

Four tsunami earthquakes located in the lower right part of the diagram (Fig. 4a) can be considered from the same point of view. The tsunami earthquakes are characterized by exceptionally low seismic energies, in comparison to their seismic moments. Moreover, the data follow the trend line with slope close to 1/2 (see Table 1 and Fig. 4b). The line is clearly shifted downwards from the main trend line. This is exactly opposite to the smallest tremors case and, therefore, can be explained by low values of the \( \xi \) factor in the slip acceleration versus stress drop scaling and larger fracture energy, which is consistent with the fact that such ruptures propagate slowly beneath the accretionary wedge in subduction zones (e.g., Satake and Tanioka, 1999). Since only four tsunami events are considered, the above outlined interpretation needs confirmation by further studies. In particular, the slow earthquake data, characterized by smaller seismic moments, are supposed to follow the same trend line shifted downwards from the main trend line. The whole image is, however, strikingly consistent, so even this small set of slow earthquakes seems to support it.

It is interesting that a similar view - smaller fracture energy for the smallest mining-induced tremors and the largest fracture energy for the tsunami earthquakes - is consistent with estimations of so called radiation efficiency,
\[ \eta_R = 2 \tau_a / \Delta \sigma, \] and their interpretation presented in the Appendix.

### 3.4 Image structure

Each point in the log \( \tau_a \) versus log \( M_0 \) plot (Fig. 4a) can be characterized by its \( g/A = \text{const} \) line and its position along this line, i.e., the apparent stress value, \( \tau_a \). Assume that the material characteristics of the medium (rock strengths, rigidity, slip accelerations, stress drops) exhibit no systematic variation for the studied earthquake populations. For a given \( g \) and \( A \) (which fix the 1/2 slope line) \( \tau_a \) depends on the total slip, \( D \), according to Eq.(11). This means that the regional trend is related to the proper \( g/A \) value, whereas the global trend is related to \( D \) values which are characteristic for given \( g/A \) ratios. If the total slip, \( D \), did not depend, on an average, on \( g/A \), the global trend would be represented by a horizontal line.

Thus, the global trend line can be understood as the \( D(R) \) dependence. It can be seen that the 1/6 slope line (solid line that crosses the regional stress lines in Fig. 4a), representing the global trend (16), is consistent with most plotted data. The trend assumes that \( D \propto R \), as given by Eq.(15).

Most of the data - from microearthquakes to large events - focus along the same slope \( \approx 0.5 \) line in the scaled apparent stress versus seismic moment diagram (Fig. 4b). This means that the apparent stress is proportional to the square root of the slip distance carried by the rupture front pulse, \( \tau_a \propto D^{1/2} \), with no systematic variation of rock strengths. Consequently, these events belong to the same class of earthquakes described by the scaling (11) and (12). The smallest induced tremors and the slow tsunami earthquakes belong to two other classes characterized by larger and smaller \( \xi \) factor, respectively.
4 Discussion and summary

The kinematic model with the triangle slip velocity pulse propagating along the fault plane implies that the apparent stress depends on three different factors: geometric (represented by the rupture area size, $A$), kinematic (represented by the total slip, $D$, the rise time, $t_R$, or the seismic moment, $M_0$), and material (represented by the average slip acceleration, $g$, or the stress drop, $\Delta \sigma$), which can be changed independently. The model leads to the apparent stress scaling which is consistent with the available observational data. The revealed image is as follows (Fig. 4a). For a given data point, the geometric and material factors decide about its regional trend line, i.e., one of a series of slope $1/2$ parallel lines. Lines representing larger $g/A$ are closer to the left edge of the log $\tau_a$ - log $M_0$ diagram. Next, the kinematic factor - $D$, $t_R$ or $M_0$ - decides about position of the data point along its proper trend line. The data points representing larger total slip, $D$, are located higher along such a line. The regional trends can be seen clearly in the log $\tau_a^*$ - log $M_0$ space, where $\tau_a^* = (A/\Delta \sigma)^{1/2} \tau_a$ (the $g = \xi^2 \Delta \sigma$ scaling is used), i.e., after rescaling the apparent stress to take into account the effect of different $g/A$ ratios of individual events (Fig. 4b).

This is not the whole picture, however. The above outlined structure reflects only kinematics of the earthquake rupture process. The next question concerns relation between the total slip $D$ and the rupture area size, $A$. This problem needs taking into account dynamics of the earthquake rupture process: its initiation, propagation and arrest. A simple assumption that a distance covered by the rupture pulse, or the source diameter, $R$, is proportional to its characteristic slip displacement, $D$, leads to another structure in the log $\tau_a$ - log $M_0$.
diagram: The global trend line with slope $1/6$ (assuming no systematic variations of the material factor, $g$). Most available data sets are roughly consistent with such a global trend.

The next element of the picture is provided by the induced seismicity and tsunami earthquakes. The smallest tremors are consistent with the scaling relationship suggested by the kinematic model. The rescaled data fit well the expected $1/2$ trend lines in Fig. 4b, they are shifted, however, upwards in the case of the smallest events and downwards in the case of the tsunami earthquakes, from the trend line found for the other data, including larger mining-induced events. The same sets of data are located above or below, respectively, the global trend line in the original log $\tau_a$ - log $M_0$ plot (Fig. 4a). Both characteristics can be explained by larger (for the smallest events) or smaller (for the tsunami earthquakes) values of the $\xi$ factor in the $g = \xi^2 \Delta \sigma$ scaling. Since the higher value of $\xi$ is expected to the intact rock failure, or events with smaller fracture energy, the smallest tremors can be related to such a mechanism, with the proposed macroscopic model still valid. Similarly, since the smaller value of $\xi$ is expected to the frictional slip failure, or events with larger fracture energy, the tsunami earthquakes can be related to such a process, with the proposed macroscopic model still valid, too.

The macroscopic model represents averaged view of the earthquake rupture process. It is related to the microscopic earthquake source model formulated in terms of evolution of slip and stress fields over the rupture area (Senatorski, 2002). The link between the two models is the seismic energy formulation (7), which is explained in detail in the Appendix. In the more general form, given by Eq.(A.6) in the Appendix, the seismic energy rate represents the flow out of the ruptured fault plane integrated over the earthquake duration. It assumes
that the slip velocity at a given time and location is proportional to the net stress at the same time and location. Therefore, the static Green function is used in its derivation. Equivalently, friction, not inertia, dominates fault dynamics. It has been argued that this assumption is acceptable in the case of narrow earthquake rupture pulses (e.g., Senatorski, 2002; cf. Ida, 1972). The proposed seismic energy formulation, i.e., the seismic energy rate integrated over the earthquake duration, is strictly valid and consistent with Kostrov’s solution (1974) if the rupture process is governed by the slip dependent friction and there is no overshooting. Moreover, it can be shown that the negligible overshoot and interpretation of the trend line shifting in terms of the fracture energy differences are consistent with estimations of the radiation efficiency, $\eta_R = 2\tau_a/\Delta\sigma$, for the studied sets of earthquakes (see the Appendix).

Next assumption of the macroscopic model concerns the triangle (or piecewise-linear) slip velocity pulses (1), illustrated in Fig. 1. It leads, together with the seismic energy formulation (7), to the apparent stress scaling (11, 12). Such a kinematic view is meant as representing the averaged earthquake rupture process, so it must be simplistic. Both observational data analysis and computer simulations, which are based on the microscopic seismic source model in which shapes of the slip velocity pulses are not assumed a priori (e.g., Senatorski, 2002; 2006), support this view: Statistical relations between the simulated and real earthquake parameters are consistent with the scaling relations implied by the macroscopic model.

The statistical character of the proposed scaling relationships and trends means that individual data points can deviate from revealed trends or fluctuate around them. This is because of heterogeneity of the rupture process: Parameters of the propagating pulses, such as the rise time or slip accele-
ation, can variate both in time and space. It has been shown (Senatorski, 2007) that the scaling relationship (12) represents the minimum value of the apparent stress attained for the most uniform rupture process, under the constraints of averaged values the rupture pulse parameters \((g, t_R, D, R)\), i.e., the process with the same pulses \((t_R < T)\) at each point on the fault plane.

The absolute minimum is attained for the process which is uniform both in time and in space (the same slip velocity over the whole rupture area and rupture duration, \(\dot{q}(t, r) = \text{const}, t_R = T\)). In the previous papers (Senatorski, 2005; 2006) two questions, interpretation of the apparent stress as a measure of non-uniformity of the earthquake rupture process - higher apparent stress means larger non-uniformity - and the scaling relationship resulting from the kinematic model, have been treated separately. Interpretation of the scaling in terms of the apparent stress minimalization, under proper constraints, allows us to see these two problems in the same context (Senatorski, 2007).

Summing up the present paper results, three characteristics of the apparent stress versus seismic moment scaling has been recognized and explained within the framework of the proposed model. The regional trend, reflected by 1/2 slope trend lines in the rescaled log-log apparent stress versus seismic moment plot is due to the rupture process kinematics, or its pulse like style. The global trend, or the 1/6 slope line in the original log-log apparent stress versus seismic moment plot, reflects the earthquake rupture dynamics, or its nucleation, propagation, and arrest mechanisms. Relative shifting of the regional trend lines for the smallest induced tremors, larger tectonic events, and the tsunami earthquakes, reflects differences between the intact rock failure and the frictional slip failure, or differences of the fracture energy of these three types of seismicity.
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A Seismic energy

The seismic energy formulation (7) has been derived previously (e.g., Senatorski, 1994; 1995) by using the overdamped dynamics approximation for the earthquake rupture process governed by the slip dependent friction. This Appendix shows that such a formulation is consistent with the Kostrov’s solution (Kostrov, 1974; Kostrov and Das, 1988).

A.1 Model and stress fields

Consider an earthquake source modelled as a vertical cut embedded in an elastic half-space. The earthquake rupture process is represented by evolution of the slip displacement field, \( q(r, t) \), defined over the rupture area, \( A \), and the earthquake duration, \( T \). Only horizontal components of slips and shear stresses are considered for simplicity. Distribution of slips before an earthquake, \( q_0(r) = q(r, t = 0) \), changes to \( q_1(r) = q(r, t = T) \).

Three stress fields contribute to the stress acting at a given point on the fault plane: (a) tectonic or external stress, \( s^T \), due to tectonic plate movements; (b) interaction or internal stress, \( s^I \), due to slip gradients on the fault plane; (c) cohesive and frictional stresses, \( s^F \), that resist the slip movements. A driving stress, \( s \), is defined as a sum of the tectonic and interaction stresses, \( s = s^T + s^I \). The net stress is defined as a difference between the driving and resisting stresses, \( s - s^F \).

The stress due to interactions can be expressed as a functional of slips, \( s^I[q(r, t)] \) (e.g., Okada, 1992; see also Senatorski, 2004). The final stress can be expressed
by the formula:

\[ s_1(r) = s^T + \int_A dr' G(r, r')q_0(r') + \int_A dr' G(r, r')D(r') , \quad (A.1) \]

where \( G(r, r') \) is the static Green function (note that at \( t = 0 \) and \( t = T \) the system is in equilibrium), and \( D(r') = q_1(r') - q_0(r') \) is the final coseismic slip. The first two terms on the right hand side represent the initial stress, \( s_0(r) = s(r, t = 0) \), the third one concerns the coseismic change of stress, \( s_1(r) - s_0(r) \), where \( s_1(r) = s(r, t = T) \).

A.2 Energy balance and seismic energy

The seismic energy can be defined by using the energy balance equation (e.g., Andrews, 1978; Bui, 1978; Rudnicki and Freund, 1981)

\[ E_S = -\Delta E_P - (E_G + E_H) , \quad (A.2) \]

where \( \Delta E_P \) is the potential energy change of the whole system, \( E_G \) is the fracture energy, \( E_H \) is the frictional energy. It can be represented by slip and stress fields on the fault surface (e.g., Kostrov, 1974; Kostrov and Das, 1988) as

\[ E_S = \frac{1}{2} \int_A dr\{s_0(r) + s_1(r)\}D(r) - \int_T dt \int_A drs^F(r, t)\dot{q}(r, t) , \quad (A.3) \]

where the first term on the right hand side represents the potential energy release, \( -\Delta E_P \), and the second one is the energy consumed on the fault surface, \( E_G + E_H \). Here, \( s_0 = s^T + s^I[q_0(r)] \) is the initial stress, \( s_1 = s^T + s^I[q_1(r)] \) is the final stress, in accordance with Eq.(A.1). The original Kostrov’s result contains one more term representing loss of mechanical energy at singular fracture edges.
(2γ_{eff}S in Eq. 4.4.23, Kostrov and Das, 1988). Due to the assumed cohesive forces acting along the fault surface, however, there are no singularities at the rupture front. Consequently, the fracture energy can be included in the second term on the right hand side of Eq. (A.3) (see also Rudnicki and Freund, 1981; Cocco et al., 2006).

A.3 Supplementary assumptions

Consider the following two assumptions. The overdamped dynamics (assumption 1) allows us to express the driving stress at a given time and location as a functional of slip displacements measured over the entire fault plane at the same time, \( s(r, t) = s[q(r, t)] \). The slip-dependent friction (assumption 2) means that the fault resistance to slip movements at a given time and location depends on the slip displacements at the same time and location, \( s^F(r, t) = s^F[q(r, t)] \). These two assumptions imply that the net stress at a given time and location on the fault plane, \( s - s^F \), can be represented as a functional of slip displacements measured at the same time. They also imply that the evolution equation for the slip displacements can be expressed as a gradient system, \( \dot{q} \propto s - s^F = \delta E_S/\delta q \) (Senatorski, 1995; 2004), where the last term denotes the functional derivative of the seismic energy functional, see Eqs. (A.7) and (A.8) below. Although the overdamped dynamics only approximates the full, real dynamics of the process, the seismic energy formulation (A.9) is strictly valid in the case of the slip dependent friction, as shown below.

(1) **Overdamped dynamics:** The stresses are transmitted instantaneously as compared with the slip movements. This implies that the static Green function can be used during the whole rupture history, not only at the initial
and final equilibrium states represented by Eq.(A.1). Therefore, the driving stress, \( s \), that is, the stress due to tectonic forces and slip gradients, can be written as a functional of slip displacements, \( s(r,t) = s[q(r,t)] \).

\[
s(r,t) = s^T + \int_A dr' G(r,r')q_0(r',t) + \int_A dr' G(r,r')q(r',t) .
\]  
\[(A.4)\]

(2) **Slip-dependent friction:** At a given point, the cohesive stress function depends on slip displacements only, \( s^F(r,t) = s^F[q(r,t)] \). This implies that a time integral in the second term on the right hand side of Eq.(A.3), representing \( E_G + E_H \), can be substituted by a slip integral

\[
E_G + E_H = \int_T dt \int_A ds^F[q(r,t)]\dot{q}(r,t) = \int_A dr \int_0^q dq s^F[q] .
\]  
\[(A.5)\]

According to such a view, a seismic source heterogeneity means that different \( s^F[q] \) functions are defined at different points; for instance, they can be characterized by different peak stresses and critical slip displacements, which leads to heterogeneous fault strength distributions. It is also worth noting that the rupture process is defined as evolution of slips and stresses at each point of the fault plane in the present approach, so \( \dot{q} \) denotes the partial derivative, \( \partial q / \partial t \). Another approach assumes that the cohesive stress zone moves behind a moving crack tip at a rupture velocity \( V_R \). A term proportional to \( V_R \) occurs only in the latter approach (see, for instance, Eq.5.3.16 in Freund, 1990).

Assumption 1 implies that Eq.(A.3) can be rewritten as

\[
E_S = \int_T dt \int_A [s(r,t) - s^F(r,t)]\dot{q}(r,t) .
\]  
\[(A.6)\]

In fact, it can be checked that Eq.(A.3) is obtained by substituting Eq.(A.4) into Eq.(A.6).
Assumption 2 allows us to rewrite the seismic energy as the slip integral

\[ E_S = \int_A dr \int_{q_0}^{q_f} dq \{ s[q] - s^F[q] \} dq . \]  

(A.7)

Consequently, for given \( s_F[q] \), the seismic energy, \( E_S \), depends on initial and final distributions of slips (it does depend on the rupture history through the fault resistance versus slip displacement, \( s_F[q] \), dependence). This is an essential property of the slip-dependent friction models.

On the other hand, evolution equations for the slip field can be expressed under the same overdamped dynamics approximation (assumption 1) as (e.g., Senatorski, 1995; cf. Cochard and Madariaga, 1996)

\[ \frac{\mu}{2v_S} \dot{q}(r,t) = s(r,t) - s^F(r,t) . \]  

(A.8)

The right hand side of Eq.(A.8), i.e., the net stress, is a functional of slips in the case of the slip dependent friction (assumption 2). The driving stress at a given point depends on distribution of slips over the entire fault plane, whereas the cohesive stress depends on slips at the same point. In such a case the net stress can be expressed as a functional derivative of the seismic energy function, \( \delta E_S/\delta q \), which leads to the seismic energy formulation (A.9) below (see, for instance, Senatorski, 1994; 2004; 2006).

Here, the same final expression for the seismic energy, given also by Eq.(7) in the main text, is obtained from Eqs. (A.6) and (A.8)

\[ E_S = \frac{\mu}{2v_S} \int_T \int_A dt d r \dot{q}(r,t)^2 . \]  

(A.9)

This shows that, in the case of the overdamped dynamics and slip dependent friction model (assumptions 1 and 2) the final expression for the seismic energy
is consistent with the Kostrov’s result (A.3).

A.4 Interpretation

Meaning of the evolution equation (A.8) and the energy partition (A.2) is illustrated in Fig. 5, where the stress versus slip (Fig. 5a) and the slip velocity versus slip (Fig. 5b), measured at a given point on the fault plane during three consecutive simulated earthquakes, are shown as an example. The simulations are based on the microscopic earthquake source model (see, for details, Senatorski, 2002; 2006). They were performed for the $100 \times 24$ km$^2$ strike slip fault with strengths (the peak values of the slip dependent cohesive stress) distributed randomly around 6 MPa, with two stronger barriers, and the critical slip distances of 0.6 m distributed uniformly.

The solid line in Fig. 5a is the driving shear stress, $s$, the area under this line is density of the elastic energy released during rupture, $-\Delta E_P$. The dashed line represents the cohesive stress, $s^F$, assumed at the measurement point. The fault strength (the peak stress value) is 7.5 MPa at this point. The area under this line represents density of the fracture energy, $E_G$ (the residual frictional stress assumed as zero, so $E_H = 0$). The difference between the two lines is the net stress $(s - s^F) \propto \dot{q}$, or the stress associated with the radiation resistance. The area between the two lines represents density of the seismic energy, $E_S$, radiated from a given point (see Discussion below).

If the driving stress line follows exactly the cohesive stress line, the stable, quasi-static movement, or slow creeping, takes place at the particular point (the second event shown in Fig. 5); no energy is radiated from this point, $E_S = 0$, during the second event. On the other hand, if the solid line is clearly
above the dashed line, the fast slip movement occur (the third event shown in Fig. 5). In other words, the elastic energy release and the fracture energy are equal, $-\Delta E_P = E_G$, in the quasi-static case.

A.5 Validity

The integrand in Eq.(A.9) represents approximated seismic energy rate function. The dynamics described by Eq.(A.8) ignores inertia or, equivalently, finiteness of the shear wave velocity. However, observations presented in this work seem to support the theoretical results based on this approximation, which needs an explanation.

The first explanation is as follows. It has been heuristically argued that the approximation is justified in the case of narrow slip velocity pulses (e.g., Senatorski, 2002; see also Ida, 1972). Earthquakes seem to exhibit this type of rupture style (e.g., Heaton, 1990; Wald and Heaton, 1994).

This Appendix presents another explanation. Although Eqs.(A.4) and (A.8) describe approximated evolution of slip velocities, driving stresses, and, consequently, seismic energy rate and earthquake rupture history, all based on the static Green function, the seismic energy formulations (A.6) and (A.9) are strictly valid in the case of the slip-dependent friction (assumption 2), provided that final under- and overshooting can be neglected. This is because the seismic energy depends on the initial and final distributions of slips for any assumed functional dependence of frictional and cohesive stresses on slip displacements.

The undershoot or small overshoot have been suggested in the case of tectonic
earthquakes (Smith et al., 1991; Zúñiga, 1993; Hwang et al., 2001). Large overshoot has been suggested in the case of the Cajon Pass borehole earthquakes (Beeler et al., 2003). Evidence from laboratory stick-slip friction experiments (Lockner and Okubo, 1983; Okubo and Dieterich, 1984) and observations from mining-induced events (McGarr, 1994) also indicate small or moderate overshoot.

Estimations of the overshoot values use the apparent stress to static stress drop ratio (the Savage-Wood efficiency), \( \eta_{SW} = \tau_a / \Delta \sigma \), which is one-half the percentage of the released potential energy that is radiated, or the radiation efficiency, \( \eta_R = 2 \eta_{SW} \) (see, for instance, Beeler et al., 2003). Analysis based on the energy balance and a simple, uniform, slip-weakening fault model shows that variations of the Savage-Wood efficiency arise both from overshoot, and fracture energy, \( \eta_{SW} = 0.5 - \eta^{OV} - \eta^F \), where \( \eta^{OV} \) and \( \eta^F \) denote the stress overshoot and averaged fracture stress (or the cohesive stress), respectively, to the static stress ratio. Note that both the last equation for \( \eta_{SW} \), and \( \Delta \sigma \) estimations are model dependent, so the above mentioned estimations and interpretations should be treated with caution.

It is not clear, which of the two factors, the stress overshoot or the fracture stress, is responsible for deviations of the radiation efficiency from \( \eta_R = 1 \) value. According to Beeler et al. (2003), for instance, the relatively small mean \( \eta_{SW} \) value for the Cajon Pass events is partially due to their large overshoot. Assume, however, that the overshoot (or its variations) can be neglected, and consider changes of \( \eta_R \) for three earthquake classes shown in Fig. 4b. The mean radiation efficiencies for the Strathcona mine tremors (0.84), the Northeastern Italy (0.2) or Cajon Pass events (0.17), and tsunami earthquakes (0.032), illustrate the trend: from the largest values for the smallest tremors to the
smallest values for tsunami earthquakes. Consequently, the smallest fracture energy should characterize the mining-induced tremors, whereas the largest fracture energy should characterize the tsunami earthquakes. This is consistent with the interpretation of the trend line shifting presented in the main text. For the URL tremors $\eta_R = 1.28$, which might suggest the partial stress drop (assuming that both method, and data, are correct). It can be concluded, therefore, that the model with no overshoot is not inconsistent with the present observations. The problem of observational evidence for or against overshooting is open and needs further studies.

A.6 Discussion

The seismic energy representations (A.6) and (A.9) are formulated in terms of the slip velocity and stress fields defined over the fault plane. These two fields can be measured locally, so the integrands in these expressions can be interpreted as the flux of energy radiated out of a given point on the fault surface at a given time. Consequently, the seismic energy can be obtained by summation of the energy flux computed for each point on the fault plane. From Eq.(A.4) it is obvious, however, that both fields, $\dot{q}(r, t)$ and $s(r, t)$, depend on the slip distribution over entire fault plane. Therefore, there is no unique relation between the seismic energy flux measured at a given time and location in the far field, on the one hand, and the flux of energy radiated out of a given point on the fault surface at a given time. Two representations of the seismic energy, the far field and the surface ones, are equivalent; the local energy flux in these two representations, however, are not compatible (cf., Rivera and Kanamori, 2005).
According to some authors, the integrand of the elastic energy release term in Eq. (A.3) has no physical meaning (Rivera and Kanamori, 2005; Fukuyama, 2005). However, Eqs. (A.4) and (A.6) (see also Fig. 5) imply that it represents the driving stress, $s$, multiplied by the slip velocity, $\dot{q}$, both measured at a given point on the fault plane, and integrated over earthquake duration, $T$. The driving stress reflects the rate of decrease of the total energy of the system (elastic energy plus the potential energy of the loading mechanism) approaching equilibrium (e.g., Eshelby, 1956). Consequently it can be defined as a functional derivative of the elastic energy release functional (e.g., Rundle, 1989; Senatorski, 1995).

This interpretation assumes (assumption 1) that the static Green function is used in Eq. (A.4). Thus, the overdamped dynamics approximation, despite its possible limitations, appears to be an effective approach to reveal the structure of the apparent stress versus seismic moment relationship.
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FIGURE CAPTIONS

Figure 1.  (a) The triangle slip velocity pulse, measured at a given point $P(x = a)$, assumed in the kinematic model; $t_R$ is the rise time, $V_m$ is the maximum slip velocity. The slip acceleration $g = 2V_m/t_R$. (b) The slip displacement function $q(t, x)$; at time $t = 0$ it decreases from $q = D$ (the total slip) at $x = -a$ to $q = 0$ at $x = a$; its movement at velocity $V_R$ produces propagation of the triangle slip velocity pulse shown in (Fig. 1a), with the rise time $t_R = 2a/V_R$ and the slip acceleration $g = D(V_R/a)^2$. (c) The shear stress caused by propagation of the slip displacement along the fault plane; the stress drop, or the difference between the initial (before the pulse passage) and final (after the pulse passage) stress is proportional to $D/a$ (the “relativistic” factor $\beta_2$ - see the main text - is ignored in the diagram).

Figure 2.  (a) The log $\tau_a$ as a function of log $M_0$ for the set of 53 small and moderate earthquakes recorded in the Friuli-Venezia Giulia (Northeastern Italy) area (Franceschina et al., 2006), with source radii ranging from 0.1 to 2.7 km (with mean value 0.42 km). The slope of the linear regression line is 0.30. (b) The log $\tau_aR/\Delta\sigma^{1/2}$ as a function of log $M_0$ for the same set of earthquakes. The slope of the linear regression line is 0.42. For comparison, the RMS stress drop is used instead the average stress drop (slope 0.44).

Figure 3.  (a) The log $\tau_a$ as a function of log $M_0$ for the set of 29 Northridge aftershocks, with source radii ranging from 0.492 to 2.544 km (with mean value 0.864 km) and 14 Long Valley events (Abercrombie and Rice, 2005), with source radii ranging from 0.014 to 0.089 km (with mean value 0.042 km). The slopes of the linear regression lines for these two data sets are 0.17 and
0.21, respectively. The slope for combined all plotted data is 0.025. (b) The \( \log \tau_a R/\Delta \sigma^{1/2} \) as a function of \( \log M_0 \) for the same set of earthquakes. The slopes of the linear regression line are, respectively, 0.21, 0.34, and 0.33, respectively.

Figure 4. (a) Illustration of the scaling relationship for the apparent stress, \( \tau_a \), as a function of the seismic moment, \( M_O \), the rupture area \( A \), and the average slip acceleration \( g \). A series of lines with slope \( 1/2 \) of constant \( g/A \) (increasing in the left direction) represents the regional trends. The solid line with slope \( 1/6 \) represents the global trend. The following earthquake data are shown: dotted circles - the smallest induced tremors (\( R \approx 1 \) m, Gibowicz et al., 1991), times signs - Strathcona mine earthquakes (Urbancic and Young, 1993; Urbancic et al., 2005), triangles - Pyhäsalmi mine earthquakes (Oye et al., 2005), asterisks - Rudna mine earthquakes (Gibowicz, 2007), plus signs - South Africa mine earthquakes (McGarr, 1994), circles with plus signs - Cajon Pass earthquakes (Abercrombie, 1995; Abercrombie and Rice, 2005), diamonds - microearthquakes (Spain; Garcia et al., 2004), squares - small and moderate earthquakes (Italy; Franceschina et al., 2006), diamonds with plus signs - Northridge aftershocks and Long Valley events (from Abercrombie and Rice, 2005); filled diamonds - large earthquakes, California (from Abercrombie and Rice, 2005), filled circles - four tsunami earthquakes (P-Peru 1996, Ni-Nicaragua 1992, J-Java 1994; SA-Sumatra Andaman, 2004; different sources). (b) The scaled apparent stress, \( \log \tau_a R/\Delta \sigma^{1/2} \) as a function of \( \log M_0 \) for chosen sets of earthquakes shown in Fig. 4a. The slope of the linear regression line is 0.436. The data points of the smallest tremors and the tsunami earthquakes are shifted upwards and downwards, respectively.
**Figure 5.** Illustration of stress and slip velocity variations at a given point during consecutive simulated earthquakes. (a) Driving (solid line) and cohesive (dotted line) stresses as functions of slip displacements; (b) slip velocity measured at the same point. The slip velocity is proportional to the difference between the driving and cohesive stress. The area between the driving and cohesive stress lines represents density of energy radiated from this point.

**Tables**

**Table 1.** Characteristics of earthquake populations illustrated in Fig.4.
Figure 2

(a) Logarithmic plot of $\tau_0$, MPa vs. $\log M_0$, Nm for Northern Italy. The slope is $0.30 \pm 0.07$.

(b) Logarithmic plot of $(\tau_0 r/\Delta \sigma)^{1/2}$, MPa $^{1/2}$km vs. $\log M_0$, Nm for Northern Italy. The slopes are $0.44 \pm 0.03$ ($\Delta \sigma_{\text{rms}}$) and $0.42 \pm 0.03$ ($\Delta \sigma$).
Figure 3

(a) Logarithm of shear strength $\tau_0$, MPa vs. log moment $M_0$, Nm. Total slope $0.025 \pm 0.021$.

- Long Valley $0.21 \pm 0.10$
- Northridge aftershocks $0.17 \pm 0.08$

(b) Logarithm of stress ratio $\frac{\tau}{\Delta \sigma^{1/2}}$, MPa $^{1/2}$ vs. log moment $M_0$, Nm. Total slope $0.33 \pm 0.03$.

- Long Valley $0.34 \pm 0.08$
- Northridge aftershocks $0.21 \pm 0.13$
Figure 5

(a) Stress vs. Slip
(b) Slip Velocity vs. Slip
<table>
<thead>
<tr>
<th>Earthquakes</th>
<th>Number of events</th>
<th>$M_0 (N m)$</th>
<th>$R (m)$</th>
<th>$R' (m)$</th>
<th>Slope 1/ correlation</th>
<th>Slope 2/ correlation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>URL</td>
<td>60</td>
<td>4.7e03 – 2.0e06</td>
<td>0.25 – 1.0</td>
<td>0.6</td>
<td>0.53 ± 0.08/0.67</td>
<td>0.50 ± 0.05/0.80</td>
<td>Gibowicz et al., 1991 (^4)</td>
</tr>
<tr>
<td>Strathona (^1)</td>
<td>117</td>
<td>2.1e05 – 1.9e08</td>
<td>0.5 – 3.0</td>
<td>1.3</td>
<td>0.57 ± 0.05/0.75</td>
<td>0.31 ± 0.04/0.63</td>
<td>-</td>
</tr>
<tr>
<td>Strathona I</td>
<td>57</td>
<td>4.9e05 – 1.9e08</td>
<td>0.7 – 2.7</td>
<td>1.4</td>
<td>0.65 ± 0.07/0.79</td>
<td>0.50 ± 0.07/0.73</td>
<td>Urbancic and Young, 1993 (^4,5)</td>
</tr>
<tr>
<td>Strathona II</td>
<td>60</td>
<td>2.1e05 – 1.7e07</td>
<td>0.5 – 3.0</td>
<td>1.3</td>
<td>0.27 ± 0.13/0.27</td>
<td>0.38 ± 0.13/0.59</td>
<td>Urbancic et al., 2005 (^4,5)</td>
</tr>
<tr>
<td>Pyhäsalmi</td>
<td>37</td>
<td>1.4e07 – 8.8e08</td>
<td>1.6 – 7.0</td>
<td>4.0</td>
<td>0.13 ± 0.12/0.18</td>
<td>0.21 ± 0.06/0.49</td>
<td>Oye et al., 1996 (^5)</td>
</tr>
<tr>
<td>Cajon Pass</td>
<td>28</td>
<td>1.e09 – 1.e14</td>
<td>6. – 220.</td>
<td>40.0</td>
<td>0.27 ± 0.08/0.53</td>
<td>0.44 ± 0.08/0.73</td>
<td>Abercrombie and Rice, 2005</td>
</tr>
<tr>
<td>South Africa</td>
<td>16</td>
<td>3.6e11 – 8.1e13</td>
<td>24. – 120.</td>
<td>50.0</td>
<td>0.35 ± 0.15/0.52</td>
<td>0.47 ± 0.10/0.77</td>
<td>McGarr, 1994 (^5)</td>
</tr>
<tr>
<td>Rudna</td>
<td>60</td>
<td>1.4e11 – 2.6e13</td>
<td>50. – 500.</td>
<td>230.0</td>
<td>0.28 ± 0.04/0.70</td>
<td>0.44 ± 0.03/0.91</td>
<td>Gibowicz, 2007</td>
</tr>
<tr>
<td>South Spain</td>
<td>43</td>
<td>1.e10 – 1.e14</td>
<td>73. – 248.</td>
<td>134.0</td>
<td>0.54 ± 0.08/0.74</td>
<td>0.48 ± 0.04/0.91</td>
<td>Garcia et al., 2004 (^5)</td>
</tr>
<tr>
<td>Northeastern Italy</td>
<td>53</td>
<td>1.e10 – 1.e14</td>
<td>100. – 2700.</td>
<td>420.0</td>
<td>0.30 ± 0.06/0.54</td>
<td>0.42 ± 0.05/0.91</td>
<td>Franceschina et al., 2006 (^5)</td>
</tr>
<tr>
<td>Northridge (^2)</td>
<td>43</td>
<td>1.e12 – 1.e17</td>
<td>14. – 2544.</td>
<td>860.0</td>
<td>0.025 ± 0.02/0.19</td>
<td>0.33 ± 0.03/0.89</td>
<td>-</td>
</tr>
<tr>
<td>Northridge afters.</td>
<td>29</td>
<td>1.e14 – 1.e17</td>
<td>492. – 2544.</td>
<td>864.0</td>
<td>0.17 ± 0.08/0.38</td>
<td>0.21 ± 0.13/0.30</td>
<td>Abercrombie and Rice, 2005</td>
</tr>
<tr>
<td>Long Valley</td>
<td>14</td>
<td>1.e10 – 1.e13</td>
<td>14. – 89.</td>
<td>42.0</td>
<td>0.21 ± 0.10/0.54</td>
<td>0.34 ± 0.08/0.77</td>
<td>Abercrombie and Rice, 2005</td>
</tr>
<tr>
<td>Large earthquakes</td>
<td>11</td>
<td>1.e15 – 1.e20</td>
<td>350. – 15.e03</td>
<td>9.e03</td>
<td>0.10 ± 0.04/0.51</td>
<td>0.52 ± 0.06/0.91</td>
<td>Abercrombie and Rice, 2005</td>
</tr>
<tr>
<td>Tsunami earthquakes</td>
<td>4</td>
<td>3.1e20 – 4.e22</td>
<td>7.3e04 – 3.e05</td>
<td>137.e03</td>
<td>0.14 ± 0.15/0.53</td>
<td>0.36 ± 0.10/0.93</td>
<td>see the main text</td>
</tr>
<tr>
<td>All events (^3)</td>
<td>296</td>
<td>1.e07 – 1.e20</td>
<td>1.6 – 15.e03</td>
<td>–</td>
<td>–</td>
<td>0.436 ± 0.007/0.97</td>
<td>-</td>
</tr>
</tbody>
</table>

\(^1\) combined Strathona I and Strathona II data.

\(^2\) combined Northridge aftershocks and Long Valley data.

\(^3\) URL, Strathona, and tsunami data excluded.

\(^4\) The original data have been corrected to account for the finite bandwidth effects.

\(^5\) The original data have been recalculated from Brune to Madariaga model.