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Abstract

We present a new formalism for nonlinear and non-separable multiscale representations. We show that the most commonly used one-dimensional nonlinear multiscale representations can be defined using prediction operators which are the sum of a linear prediction operator and of a perturbation defined using finite differences. We then extend this point of view to the multi-dimensional case where the scaling factor is replaced by a non-diagonal dilation matrix $M$. The new formalism that we propose allows us to provide simple proofs of stability and convergence of the multiscale representations.
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1. Introduction

Multiscale algorithms such as wavelet-type pyramid transforms for hierarchical data representation \cite{1} and subdivision methods for computer-aided geometric design \cite{2} have completely changed the domains of data and geometry processing. Linear multiscale representations or equivalently wavelet
expansions of functions are now well understood in terms of approximation performance and limitations are well known [7]. While in the univariate case the wavelet-type pyramid transforms provide optimal algorithms [7], in the multivariate case almost all algorithms fail in the treatment of nonlinear constraints that are inherent to the analyzed objects (e.g. singularities/edges in digital images). This is directly reflected by the poor decay $O(N^{-1/2})$ of the $L^2$ error of the best $N$-term approximation for a cartoon image, i.e. the characteristic function of bounded domain having smooth boundary. Improving this rate through a better representation of images near edges has motivated the study of ridgelets [3], curvelets [3] and bandelets [17]. These are bases or frames allowing anisotropic refinement close to the edges. Nonlinear multiscale representations are another possibility [8] to perform anisotropic refinement and are closely related to linear ones. In contrast to linear ones, here the detail coefficients are not computed using a linear rule, but a data dependent rules. These data dependent rules define a nonlinear prediction operator. Let us mention, in a nutshell, the main difference between ridgelets, curvelets or bandelets and the nonlinear multiscale representations: to define these bases/frames a functional point of view is used while to define the nonlinear multiscale representations a discrete point of view is adopted.

In some sense, these bases/frames representations inherit all the good functional properties of wavelet basis since they are wavelet basis having an angular selectivity. On the contrary, the analysis of prediction operators require to define a new and different mathematical framework. From the mathematical point of view, the analysis of the nonlinear multiscale representations is related to the analysis of subdivision algorithms.

Roughly speaking, the development of the theory of nonlinear prediction operators has enabled to design four kinds of data-dependent multiscale representations: the first one are quasi-linear multiscale representations for piecewise smooth functions [19], the second one are median-interpolating schemes [21], the third one are normal multi-resolutions of curves and surfaces [10] and the fourth one are PPH or power-P representations [4].

The quasi-multiscale representations were early introduced in [14], motivated by a better treatment of jumps which served as a simplified model for edges in image analysis. The theoretical analysis of these representations is available in [8]. The PPH scheme, introduced in [4] to design multiscale representations, was also motivated by a better treatment of edges for image compression. The median-interpolating scheme was motivated by applications to non-Gaussian noise removal (see [21]), while the normal multi-
resolution was defined in [10] for optimal geometry compression of curves and surfaces. These last two representations are examples of nonlinear and multiscale geometric transforms.

In general, the analysis of such nonlinear multiscale representations naturally extends the results obtained in the linear case by studying the difference operators associated to the underlying nonlinear prediction operators. The key point for such an analysis is the study of the joint spectral radius of these difference operators.

In what follows, we propose a new formalism for nonlinear prediction operators that enables to embed classical WENO (Weighted Essentially Non Oscillatory) prediction operators [19], and the PPH scheme [3]. In a nutshell, the main idea is to write the classical nonlinear prediction operators as the sum of a linear one plus a perturbation term, which is a Lipschitz function of the differences. The order of the perturbation will be related to the polynomial reproduction order of the linear prediction operator. We will call Lipschitz-Linear these nonlinear prediction operators.

After having introduced some notations and the definition of Lipschitz-Linear prediction operators (section 2 and section 4), we show that the WENO prediction operator, the PPH scheme and a modified version of the power-P scheme fit into that framework (section 5). These one-dimensional prediction operators are based on dyadic scales and naturally extend to the multi-dimensional case by tensor product [19]. However, in applications, it may be of interest to define multiscale representations that are not based on a dyadic grid. Several examples exist in image processing where the use of representations built using non-dyadic grids significantly improves the compression performance [9], [18] and [16]. For that reason, we study the extension of the Lipschitz-Linear formalism for prediction operators to the multi-dimensional case and where the scales are defined using non-diagonal dilation matrices (section 6). Sections 7 and 8 are then devoted to the study of the convergence and stability of nonlinear multiscale representations based on Lipschitz-Linear prediction operators both in $L^p$ and Besov spaces. A new aspect is then introduced in section 9 through the notion of prediction operators compatible with a set of differences, which proves to be interesting in practice. The results on the convergence and the stability of the corresponding multiscale representations are identical to those based on Lipschitz-Linear prediction operators. In section 10, we conclude the paper showing some new results on the stability and the convergence in $L^p$ of some nonlinear multiscale representations associated with Lipschitz-Linear prediction operators.
2. Notations

Before we start, we need to introduce some standard multi-index notations. For \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \), we write \(|\alpha| = \sum_{i=1}^d \alpha_i\), and for \( x \in \mathbb{R}^d \) we write \( x^\alpha = x_1^{\alpha_1} \cdots x_d^{\alpha_d} \), monomial of degree \(|\alpha|\). There are \( r_N^d = \binom{N + d - 1}{N} \) monomials \( x^\alpha \) with degree \( N \). We then introduce \( \prod_N \) the space of polynomials of degree \( N \) generated by \( \{x^\alpha : |\alpha| \leq N\} \).

In what follows, we will write \( \text{deg}(p) \) the degree of any polynomial \( p \). By \((e_1, \ldots, e_d)\) we denote the canonical basis on \( \mathbb{Z}^d \). With that in mind, we denote, for any multi-index \( \alpha \) and any sequence \((v_k)_{k \in \mathbb{Z}^d}\):

\[
\Delta^\alpha v_k = \Delta^\alpha_{e_1} \cdots \Delta^\alpha_{e_d} v_k
\]

where \( \Delta^\alpha_a v_k \), for any vector \( a \in \mathbb{Z}^d \) is defined recursively by:

\[
\Delta^\alpha_a v_k = \Delta^\alpha_{a-1} v_{k+a} - \Delta^\alpha_{a-1} v_k.
\]

For a given multi-index \( \alpha \), we will say that \( \Delta^\alpha \) is a difference of order \( |\alpha| \).

For any \( N \in \mathbb{N} \), we will denote \( \Delta^N v_k = \{\Delta^\alpha v_k, |\alpha| = N\} \).

3. Multiscale Representations

We assume that the data \( v^j \), associated to some grids \( \Gamma^j, j \geq 0 \) are given. We also assume the existence of a prediction operator \( S \) which computes \( \hat{v}^j = S v^{j-1} \), an approximation of \( v^j \). Then, we define the prediction error as \( e^j = v^j - \hat{v}^j \). The information contained in \( v^j \) is completely equivalent to \((v^{j-1}, e^j)\). By iterating this procedure from the initial data \( v^0 \), we obtain its nonlinear multiscale representation

\[
\mathcal{M} v^J = (v^0, e^1, \ldots, e^J).
\]

Conversely, assume that the sequence \((v^0, (e^j)_{j \geq 0})\) is given, we are interested in studying the convergence of the following nonlinear iteration:

\[
v^j = S v^{j-1} + e^j,
\]
to a limit function $v$, which is defined as the limit (when it exists) of:

$$
v_j(x) = \sum_{k \in \mathbb{Z}^d} v^j_k \varphi_{j,k}(x),$

where $\varphi_{j,k}(x)$ denotes $\varphi(M^j x - k)$ with $\varphi$ some compactly supported function satisfying the scaling equation:

$$
\varphi(x) = \sum_{n \in \mathbb{Z}^d} g_n \varphi(Mx - n) \quad \text{with} \quad \sum_{n} g_n = m := |\det M|,
$$

where $M$ is a dilation matrix, (i.e. an invertible matrix in $\mathbb{Z}^d \times \mathbb{Z}^d$ satisfying $\lim_{n \to +\infty} M^{-n} = 0$). When the sequence of functions $(v_j)_{j \geq 0}$ is convergent to some limit function in some functional space, by abusing a little bit terminology, we say that the multiscale representation $(v^0, (e^j)_{j \geq 0})$ is convergent in that space. The construction of the multiscale representation is thus based on the definition of the prediction operator.

**4. Lipschitz-Linear Prediction Operators**

A prediction operator is a map $v \in \ell^\infty(\mathbb{Z}^d) \mapsto Sv \in \ell^\infty(\mathbb{Z}^d)$. Let us first recall the definition of a local and linear prediction operator $S_l$ which is:

$$
(S_l v)_k = \sum_{l \in \mathbb{Z}^d} g_{k-Ml} v_l
$$

where the sequence $(g_n)_{n \in \mathbb{Z}^d}$ defining $S_l$ satisfies $\exists K > 0$ such that $g_{k-Ml} = 0$ if $\|k - Ml\|_\infty > K$. In the following, we assume that the linear prediction operator $S_l$ constructed trough the sequence $(g_n)_{n \in \mathbb{Z}^d}$ defines a scaling function $\varphi$ satisfying the scaling equation (4). In this paper, we study a particular type of nonlinear prediction operator which is the sum of a linear prediction operators and a perturbation term.

For our study we first need to recall the polynomial reproduction property.

**Definition 4.1.** We say that a prediction operator $S$ reproduces polynomials of degree $N$ if for $u_k = p(k)$ for any $p \in \prod_N$, we have

$$
Su_k = p(M^{-1}k) + q(k)
$$

where $q$ is a polynomial such that $\deg(q) < \deg(p)$. When $q = 0$, we say that the prediction operator exactly reproduces polynomials.
Note that the linear prediction operator shall satisfy polynomial reproduction property. With this in mind, we introduce the definition of Lipschitz-Linear prediction operator:

**Definition 4.2.** A prediction operator $S$ is Lipschitz-Linear of order $N + 1$, if there exists a local and linear prediction operator $S_l$ reproducing polynomials of degree $N$, and Lipschitz functions $\Phi_i$, $i = 0, \cdots, m - 1$ such that:

$$(Sv)_{Mk+i} = (S_lv)_{Mk+i} + \Phi_i(\Delta^{N+1}v_{k+p_1}, \cdots, \Delta^{N+1}v_{k+p_q}), \quad \forall i \in \text{coset}(M)$$

where $\{p_1, \cdots, p_q\}$ is a fixed set and where a $M$ is a dilation matrix.

**Remark 4.1.** From the above definition, we remark that when $S_l$ reproduces polynomials of degree $N$ so does $S$.

We recall that in [13], the concept of one-dimensional prediction operators that are local, $r$-shift invariant and off-set invariant for polynomials of degree $N$ is introduced. It consists in prediction operators $S$ defined for any $v \in \ell^\infty(\mathbb{Z}^d)$ as follows:

$$Sv_{rk+i} = \Psi_i(v_{k+p_1}, \cdots, v_{k+p_2})$$  \hspace{1cm} (6)

where $r \in \mathbb{N}$ and $\Psi_i$ is a Lipschitz function, $S$ being also such that for any polynomial sequence $p$ of degree $N$ there exists a polynomial $q$ of degree at most $N - 1$ satisfying:

$$(S(v + p))_i = (Sv)_i + p(i/r) + q(i) \quad i \in \mathbb{Z}. \hspace{1cm} (7)$$

It is clear that the above notion can easily be extended to the multidimensional case through the concept of local, $M$-shift and off-set invariant prediction operators, replacing $r$ by the matrix $M$. It is then easy to check that Lipschitz-Linear prediction operators are local, $M$-shift invariant and off-set invariant for polynomial of degree $N$. Indeed, to show the off-set invariance for polynomial sequences $p$ of degree $N$, we write for all $v \in \ell^\infty(\mathbb{Z}^d)$:

$$
(S(v + p))_{Mk+i} = (S_l(v + p))_{Mk+i} + \Phi_i(\Delta^{N+1}v_{k+p_1}, \cdots, \Delta^{N+1}v_{k+p_q}) \\
(S(v + p))_{Mk+i} = (S_l(v))_{Mk+i} + \Phi_i(\Delta^{N+1}v_{k+p_1}, \cdots, \Delta^{N+1}v_{k+p_q}) \\
+ p(k + M^{-1}i) + q(k) \\
(S(v + p))_{Mk+i} = (S(v))_{Mk+i} + p(k) + q_i(k).
$$
Lipschitz-Linear prediction operators make up a sub-class of local, $M$-shift and off-set invariant prediction operators. To consider such a restriction on prediction operators will allow us to write simpler proofs of convergence and stability for the multiscale representations.

5. One-Dimensional Lipschitz-Linear Prediction Operators

5.1. Preliminaries

We start by considering the one-dimensional case with $M = 2$. Given a set of embedded grids $\Gamma^j = \{2^{-j}k, \ k \in \mathbb{Z}\}$, we consider discrete values $v_k^j$ defined on each vertex of these grids. These quantities shall represent a certain function $v$ at level $j$. Typical examples of such discretizations are: (i) point-value, where $v_k^j$ are points values of some function $v$, $v_k^j = v(2^{-j}k)$ and (ii) cell-average, where $v_k^j$ are the average of some function $v$ over a neighborhood of $2^{-j}k$. Assuming a certain type of discretization, we define a nonlinear prediction operator that in turn leads to a nonlinear multiscale representation. We call them point-value (resp. cell-average) multiscale representation.

Let us now recall some useful properties on Lagrange interpolation. Consider the interpolation polynomial $p_N$ of degree $N$ of $v$ at $x_0, \ldots, x_N$ and $p_{N,1}$ the interpolation polynomial of $v$ at $x_1, \ldots, x_{N+1}$. Using standard arguments, we write the difference between the two polynomials as:

$$p_{N,1}(x) - p_N(x) = \Delta^{N+1}v_0\frac{1}{NhN} \prod_{i=1}^{N}(x - x_i), \quad (8)$$

where $h = x_{i+1} - x_i$. The same kind of result can be obtained considering $p_{N,-1}$, the interpolation polynomial at $x_{-1}, \ldots, x_{N-1}$.

5.2. Quasi-Linear Prediction Operators Using Polynomial Interpolation

Here, we use identity (8) to analyze nonlinear prediction operators in the context of point-value multiscale representations. These operators compute the approximation $\hat{v}_k^j$ of $v_k^j = v(2^{-j}k)$ using only $v_k^{j-1} = v(2^{-j+1}k) \in \mathbb{Z}$. In that framework, since $v_{2k}^j = v_{k}^{j-1}$ (also called consistency property), only $\hat{v}_{2k+1}^j$ needs to be computed. To do so, we consider the Lagrange polynomial $p_{2N+1}$ of degree $2N + 1$ defined on the $2N + 2$ closest neighbors of $2^{-j}(2k + 1)$ on $\Gamma^j$, i.e.

$$p_{2N+1}(2^{-j+1}(k + n)) = v_{k+n}^{j-1} = v(2^{-j+1}(k + n)), \quad n = -N, \ldots, N + 1.$$
This polynomial is used to compute \( \hat{v}_{2k+1}^j \) through the so-called centered prediction as follows:

\[
\hat{v}_{2k+1}^j = p_{2N+1}(2^{-j}(2k + 1)).
\]

When \( N = 1 \), we obtain the four points scheme:

\[
\hat{v}_{2k+1}^j = \frac{9}{16} (v_{k-1}^j + v_{k+1}^{j-1}) - \frac{1}{16} (v_{k-1}^{j-1} + v_{k+2}^{j-1})
\]

which is exact for cubic polynomials. The four point scheme was widely studied in literature (see [12]). Now, consider the polynomial \( p_{2N+1,1} \) whose interpolation set is that of \( p_{2N+1} \) shifted by \( 2^{-j+1} \) to the right. This leads, for instance, when \( N = 1 \), to the prediction:

\[
\hat{v}_{2k+1}^j := p_{3,1}(2^{-j}(2k + 1)) = \frac{5}{16}v_k^j + \frac{15}{16}v_{k+1}^{j-1} - \frac{5}{16}v_{k+2}^{j-1} + \frac{1}{16}v_{k+3}^{j-1}.
\]

Now, if we compute the difference between the above predictions we obtain:

\[
\hat{v}_{2k+1}^j - \hat{v}_{2k+1}^j = \frac{1}{16} \Delta^j v_{k-1}^{j-1},
\]

which corresponds to (8), with \( x_i = 2^{-j+1}(k + i - 1) \), \( i = 0, \cdots, 2 \) and \( x = 2^{-j}(2k + 1) \).

The same conclusion holds for the polynomial \( p_{2N+1,-1} \), for \( N = 1 \), whose interpolation set is that of \( p_{2N+1} \) but shifted to the left by \( 2^{-j+1} \). We can generalize the above formula to any \( N \) through the following proposition:

**Proposition 5.1.** For any \( N \), assume that \( \hat{v}_k^j \) (resp. \( \hat{v}_{k,1}^j \)) is obtained using the polynomial \( p_{2N+1} \) (resp. \( p_{2N+1,1} \)), then:

\[
\hat{v}_{2k+1,1}^j - \hat{v}_{2k+1}^j = (-1)^{N-1} \Delta^{2N+2} v_{k-N-1}^{j-1} \left( \frac{2N-1}{N} \right)
\]

**Proof.** Let us put \( x_0 = 2^{-j+1}(k - N), \cdots, x_{2N+1} = 2^{-j+1}(k + N + 1) \). Then, using (8) the difference between \( p_{2N+1} \) and \( p_{2N+1,1} \) evaluated at \( 2^{-j}(2k + 1) \), reads as follows:

\[
\hat{v}_{2k+1,1}^j - \hat{v}_{2k+1}^j = -\Delta^{2N+2} v_{k-N}^{j-1} \left( \frac{1}{(2N + 1)!2^{2N+1}} \prod_{i=-N+1}^{N+1} (2i - 1) \right) \]

\[
= (-1)^{N-1} \Delta^{2N+2} v_{k-N}^{j-1} \left( \frac{1}{2^{2N} N!(N - 1)!} \right)
\]

\( \square \)
Remark 5.1. Note that we can define other polynomials $p_{2N+1,q}$ for $-N \leq q \leq N$, that are obtained by shifting the centered interpolation set by $q2^{-j+1}$, and then predict using one of these polynomials. In any case, the difference between this prediction and the centered one will be a linear function of the differences of order $2N + 2$, since we can write (assuming $q > 0$, but still true for any $q$) that:

$$\hat{v}_{2k+1} - \hat{v}_{2k+1} = \sum_{l=1}^{q-1} v_{2k+1,l+1} - \hat{v}_{2k+1,l} + \hat{v}_{2k+1,l+1} - \hat{v}_{2k+1},$$

and then apply Proposition 5.1.

5.3. Quasi-Linear Prediction Operators Using Cell-Average Interpolation

We now show how Proposition 5.1 extends to cell-average multiscale representations. In the cell-average setting, the data $v_k$ is the average of some function $v$ over the interval $I_{j,k} = [2^{-j}k, 2^{-j}(k + 1)]$ as follows:

$$v_k = 2^j \int_{I_{j,k}} v(t)dt$$

(12)

In that framework, we have the so-called consistency property:

$$v_{k-1} = \frac{1}{2}(v_k + v_{k+1}).$$

(13)

Now, we design a nonlinear prediction operator on this multiscale representation considering the interpolation polynomial $p_{2N}$ of degree $2N$ defined as follows:

$$2^{j-1} \int_{I_{j-1,k+n}} p_{2N}(t)dt = \hat{v}_{k+n}^{-1} \quad n = -N, \cdots, N.$$

We then define the centered prediction by:

$$\hat{v}_{2k} = 2^j \int_{I_{j,2k}} p_{2N,k}(t)dt \text{ and } \hat{v}_{2k+1} = 2^j \int_{I_{j,2k+1}} p_{2N,k}(t)dt.$$

For instance, when $N = 1$, this leads to:

$$\hat{v}_{2k} = v_{k}^{-1} + \frac{1}{8}(v_{k-1}^{-1} - v_{k+1}^{-1}) \text{ and } \hat{v}_{2k+1} = v_{k}^{-1} - \frac{1}{8}(v_{k-1}^{-1} - v_{k+1}^{-1}).$$
Still for $N = 1$, the prediction operator built using the polynomial $p_{2N,1}$ that interpolates the average on intervals $I_{j-1,k}, I_{j-1,k+1}, I_{j-1,k+2}$ leads to the following predictions:

$$
\hat{v}^{j}_{2k,1} = \frac{11}{8} v_{k}^{j-1} - \frac{1}{2} v_{k+1}^{j-1} + \frac{1}{8} v_{k+2}^{j-1} \quad \text{and} \quad \hat{v}^{j}_{2k+1,1} = \frac{15}{8} v_{k}^{j-1} + \frac{1}{2} v_{k+1}^{j-1} - \frac{1}{8} v_{k+2}^{j-1}.
$$

Now, if we compute the difference between this shifted prediction and the centered one, we get:

$$
\hat{v}^{j}_{2k+1,1} - \hat{v}^{j}_{2k,1} = -\frac{1}{8} \Delta^{3} v_{k-1}^{j-1} \quad \text{and} \quad \hat{v}^{j}_{2k,1} - \hat{v}^{j}_{2k} = \frac{1}{8} \Delta^{3} v_{k-1}^{j-1}.
$$

Similarly, we can define a prediction using the set of intervals shifted to the left and obtain the same kind of result. The equality (14) can then be generalized to any $N$:

Proposition 5.2. Consider the prediction $\hat{v}^{j}_{k}$ (resp. $\hat{v}^{j}_{k,1}$) obtained using $p_{2N}$ (resp. $p_{2N,1}$), then we may write:

$$
\hat{v}^{j}_{2k-1} - \hat{v}^{j}_{2k} = (-1)^{N-1} \Delta^{2N+1} v_{k-N}^{j-1} \frac{1}{2^{4N-1}} \left( \frac{2N-1}{N} \right)
$$

$$
\hat{v}^{j}_{2k,1} - \hat{v}^{j}_{2k+1} = \frac{1}{2} (\hat{v}^{j}_{2k,1} - \hat{v}^{j}_{2k})
$$

The proof is available in Appendix A.

As in the point-values setting, we can define $p_{2N,q}$, for any $q$, by shifting the computation intervals and then predict using this polynomial.

5.4. WENO-Prediction as Lipschitz-Linear Prediction Operator

Given a type a multiscale representation (i.e. either point-value or cell-average), the ENO prediction consists in predicting at a given point using a polynomial $p_{2N+1,l}$ (in the point value case or $p_{2N,l}$ in the cell average case) defined on one of the potential stencils. This kind of prediction operator introduced by Harten in [15] is known to be numerically unstable. The instability of the method can be overcome by the use of weighted-ENO (WENO) interpolation which provides a smooth transition between different prediction rules. The WENO formulation is based on a convex combination of the potential prediction operators given by the ENO method, that is we write: $\hat{v}^{j}_{k} := \sum_{r=-m,r\neq 0}^{m} \alpha_{r,k}^{j} \hat{v}^{j}_{k,r}$ with $\alpha_{r,k}^{j} \geq 0$ and $\sum_{r=-m,r\neq 0}^{m} \alpha_{r,k}^{j} = 1$. The weights depends on $v^{j-1}$ and on the corresponding rule $r$. 
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As an illustration, let us consider the point values setting (using cubic polynomials to interpolate), for which we have:

\[ \hat{v}_{2k+1}^{j} - v_{2k+1}^{j} = \frac{1}{16} \left( \alpha_{1,k}^{j} \Delta^4 v_{k-1}^{j-1} + \alpha_{-1,k}^{j} \Delta^4 v_{k-2}^{j-1} \right). \]

To fit into the proposed Lipschitz-Linear model, we consider that \( \alpha_{1,k}^{j} \) is a function \( \alpha(x, y)(x - y) \) is a Lipschitz function which implies that \( \alpha \) is bounded on \( \mathbb{R}^2 \) (which is always the case since we consider a convex combination) and that \( \alpha \) equals to \( 1 - \alpha_{1,k}^{j} \). We then determine \( \alpha_{1,k}^{j} \) such that \( \alpha(x, y)(x - y) \) is a Lipschitz function which implies that \( \frac{1}{1+|x-y|^q} \), where \( \beta \) is some even integer larger than 2. The motivation for such a weight function is that it favors the smoothest prediction operator that is the one based on the least oscillating polynomial: if \( \Delta^4 v_{k-1}^{j-1} \) is small compared to \( \Delta^4 v_{k-2}^{j-1} \) the weight \( \alpha_{1,k}^{j} \) should be close to 1 and to zero in the opposite case. This model corresponds to a small change in the traditional WENO method and it preserves its main properties as we will see in the application section.

5.5. PPH scheme as Lipschitz-Linear Prediction Operator

We first show that PPH is an example of Lipschitz-Linear prediction operator. The PPH scheme is defined by:

\[
\begin{align*}
\hat{v}_{2k+1}^{j} &= \frac{v_{k-1}^{j-1} + v_{k}^{j-1}}{2} - \frac{1}{8} H(\Delta^2 v_{k-1}^{j-1}, \Delta^2 v_{k}^{j-1}) \\
\hat{v}_{2k}^{j} &= v_{k}^{j-1}
\end{align*}
\]

(15)

where \( H(x, y) := 2 \left( \frac{xy}{x+y} \right) \chi_{\{xy>0\}}(x, y) \), where \( \chi_X \) is the characteristic function of \( X \). Since \( H \) satisfies \( |H(x, y) - H(x', y')| \leq 2 \max \{|x - x'|, |y - y'|\} \), it is Lipschitz with respect to \( (x, y) \) and, since the linear scheme \( \frac{v_{k-1}^{j-1} + v_{k}^{j-1}}{2} \) reproduces polynomials of degree 1, the PPH-scheme is a Lipschitz-Linear prediction operator of order 2. The power-P scheme \( H_q(x, y) \), is a generalization of the PPH-scheme replacing \( H \) by

\[ H_q(x, y) = \left( \frac{x+y}{2} \left( 1 - \left| \frac{x-y}{x+y} \right|^q \right) \right) \chi_{\{xy>0\}}(x, y). \]

(16)

The main difference between the PPH and the power-P scheme is that \( H_q(x, y) \) is not a Lipschitz function but is only piecewise Lipschitz as remarked in [13]. This scheme does not therefore correspond to a Lipschitz-Linear prediction operator. However, a careful look at the model shows that
the power-P scheme is very close to a Lipschitz-Linear prediction operator. Indeed, consider the following definition for \( x \neq y \):

\[
\tilde{H}_q(x, y) = \left( \frac{x + y}{2} \left( 1 - \frac{|x - y|}{x + y}^q \right) \right) \times (\rho_\varepsilon \ast \chi_{\{xy > 0\}})(x, y),
\]

where \( \rho_\varepsilon > 0 \) is a \( C^\infty(\mathbb{R}^2) \) compactly supported function with support embedded in \( B(0, \varepsilon) \), the ball with center \((0,0)\) and with radius \( \varepsilon \), and such that \( \int \rho_\varepsilon = 1 \). It is clear that \( \tilde{H}_q(x, y) = H_q(x, y) \) as soon as \((x, y)\) does not belong to the set

\[
V_\varepsilon = \{|x| \leq \varepsilon\} \cup \{|y| \leq \varepsilon\}.
\]

Note that \( \frac{x + y}{2} \left( 1 - \frac{|x - y|}{x + y}^q \right) \) is differentiable for \( x \neq y \), and that this differential is bounded (see Lemma 3.6 of [13] for the computation). Then \( \tilde{H}_q(x, y) \) is Lipschitz when \( x \neq y \). By taking into account the definition set for \( \tilde{H}_q \), we deduce that it is Lipschitz on \( \mathbb{R}^2 \setminus \{(x, x), |x| \leq \sqrt{2}\varepsilon\} \). Finally, since \( \varepsilon \) can be chosen arbitrarily small the new model is very close to the original power-P scheme. The two models differ on an arbitrarily small band depending on \( \varepsilon \).

6. Multi-Dimensional Lipschitz-Linear Prediction Operators on Non-Dyadic Grids

To illustrate the notion of Lipschitz-Linear prediction operators in the multivariate case, we introduce the concept of nonlinear prediction on non-dyadic grids. The motivation to consider this type of grids are, for instance, better image compression results (see [9] and [18]). Having defined the grid \( \Gamma^j = \{M^j k, \ k \in \mathbb{Z}^d\} \) using a dilation matrix \( M \), one considers discrete quantities \( v^j_k \) defined on each of these grids. A typical example of this is the bidimensional PPH-scheme, associated to the quincunx dilation matrix, i.e.:

\[
M = \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix},
\]

and where the prediction is defined by:

\[
\hat{v}^j_{M^j k + e_1} = \frac{v^j_{k + M^j e_1} + v^{j-1}_{k + M^j e_1}}{2} - \frac{1}{8} H(M^2 v^{j-1}_k, \Delta^2_{M e_1} v^{j-1}_{k-Me_1}),
\]

\[
\hat{v}^j_{M^j k} = v^{j-1}_k.
\]
Note that the linear part of the prediction operator is obtained by considering an affine interpolation polynomial at $v_{k}^{j-1}$, $v_{k+e_1}^{j-1}$ and $v_{k+e_2}^{j-1}$ and thus reproduces polynomials of degree 1. Since the perturbation is a Lipschitz function of the differences of order 2, this multi-dimensional prediction operator is Lipschitz-Linear of order 2. In [2], another generalization of the PPH-scheme to the bidimensional case is proposed, namely:

\[
\begin{align*}
\hat{v}_{Mk+e_1}^{j+1} &= \frac{v_{k}^{j-1} + v_{k+e_1}^{j-1}}{2} - \frac{1}{8}H(\Delta_{Me_1}^2 v_{k}^{j-1}, \Delta_{Me_1}^2 v_{k-Me_1}^{j-1}) \\
\hat{v}_{Mk+e_2}^{j+1} &= \frac{v_{k}^{j-1} + v_{k+e_2}^{j-1}}{2} - \frac{1}{8}H(\Delta_{Me_2}^2 v_{k+e_2}^{j-1}, \Delta_{Me_2}^2 v_{k+e_2-Me_2}^{j-1}), \\
\hat{v}_{Mk}^{j+1} &= v_{k}^{j-1}.
\end{align*}
\] (21)

The choice between the first and the second prediction is a function of the finite differences of order 3 in the direction $Me_1$ or $Me_2$, namely $|\Delta_{Me_1}^3 v_{k-Me_1}^{j-1}|$ and $|\Delta_{Me_2}^3 v_{k+e_2-Me_2}^{j-1}|$.

Since

\[
\frac{v_{k}^{j-1} + v_{k+e_1}^{j-1}}{2} = \frac{v_{k}^{j-1} + v_{k+e_2}^{j-1}}{2} + \frac{1}{2}\Delta_{e_2} \Delta_{e_1} v_{k}^{j-1},
\]

both prediction operators are perturbation of the linear prediction $\frac{v_{k+e_1}^{j-1} + v_{k+e_2}^{j-1}}{2}$, the perturbation being a function of the second order differences $\Delta_{e_1}^2$, $\Delta_{e_2}^2$ and $\Delta_{e_1} \Delta_{e_2}$. Therefore we can rewrite the model as follows:

\[
\hat{v}_{Mk+e_1}^{j} = \frac{v_{k+e_1}^{j-1} + v_{k+e_2}^{j-1}}{2} + \Phi_1((\Delta_{e_1}^2 v_{k+e_1}^{j-1}, \Delta_{e_2}^2 v_{k+e_2}^{j-1}, \Delta_{e_1} \Delta_{e_2} v_{k+e_1+e_2}^{j-1}|_{p \in V})
\]

where $V$ is a fixed neighborhood of $(0,0)$ in $\mathbb{Z}^2$ and where $\Phi_1$ is defined as follows: if $|\Delta_{Me_1}^3 v_{k-Me_1}^{j-1}| > |\Delta_{Me_2}^3 v_{k+e_2-Me_2}^{j-1}|$ then

\[
\Phi_1((\Delta_{e_1}^2 v_{k+e_1}^{j-1}, \Delta_{e_2}^2 v_{k+e_2}^{j-1}, \Delta_{e_1} \Delta_{e_2} v_{k+e_1+e_2}^{j-1}|_{p \in V}) = \frac{1}{2}\Delta_{e_1} \Delta_{e_2} v_{k+e_1+e_2}^{j-1} - \frac{1}{8}H(\Delta_{Me_1}^2 v_{k+e_1}^{j-1}, \Delta_{Me_2}^2 v_{k+e_2-Me_2}^{j-1})(22)
\]

otherwise

\[
\Phi_1((\Delta_{e_1}^2 v_{k+e_1}^{j-1}, \Delta_{e_2}^2 v_{k+e_2}^{j-1}, \Delta_{e_1} \Delta_{e_2} v_{k+e_1+e_2}^{j-1}|_{p \in V}) = -\frac{1}{8}H(\Delta_{Me_2}^2 v_{k+e_2}^{j-1}, \Delta_{Me_1}^2 v_{k-Me_1}^{j-1})(23)
\]

We prove that the model defined in (23) is not Lipschitz-Linear since $\Phi_1$ is discontinuous and therefore cannot be Lipschitz. Indeed, consider $v_{k+e_1+e_2}^{j-1}$
such that $\Delta^2_{Me_1} v^{j-1}_k = \Delta^2_{Me_1} v^{j-1}_{k-Me_1} = \Delta^2_{Me_2} v^{j-1}_{k+e_2} = \Delta^2_{Me_2} v^{j-1}_{k+e_2-Me_2}$, and assume that $\Delta_{e_1} \Delta_{e_2} v^{j-1}_k$ is non-zero. In such a case, the prediction (23) is used. Now, consider an $\epsilon$-perturbation of $v^{j-1}$ such that the prediction (22) is used. Since $H$ is a Lipschitz function, thus continuous, and by considering the just defined $\epsilon$-perturbation, the function $\Phi_1$ jumps by $\frac{1}{2} \Delta_{e_1} \Delta_{e_2} v^{j-1}_k$. For that reason, the function $\Phi_1$ is discontinuous and also not Lipschitz. The proposed method, called quincunx-PPH, was profitably used in image processing in [2], and the stability was studied through a so-called error-control strategy. This strategy consists in considering that the perturbation of the multiscale representation only arises from quantization error at the encoding of the representation. Controlling the level of quantization makes the representation stable. However, perturbation in the multiscale representation may come from noise that have nothing to do with quantization therefore more general notion of stability is used for instance in [13] and [8]. This is the latter point of view that we will adopt in our study of stability of multiscale representations based on Lipschitz-Linear prediction operators.

7. Convergence Theorems

In what follows, for two positive quantities $A$ and $B$ depending on a set of parameters, the relation $A \lesssim B$ implies the existence of a positive constant $C$, independent of the parameters, such that $A \leq CB$. Also $A \sim B$ means $A \lesssim B$ and $B \lesssim A$.

The convergence theorems are obtained by studying the difference operators associated to Lipschitz-Linear prediction operators. The existence of such difference operators is ensured by the following theorem:

**Theorem 7.1.** Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$ then there exists a multi-dimensional local operator $S^{(N+1)}$ such that:

$$\Delta^{N+1} S v = S^{(N+1)} \Delta^{N+1} v$$

**Proof.** Since $S$ reproduces polynomials of degree $N$, the existence of $S^{(N+1)}$ was already proved in [20]. What is particular here is the form for the differences of order $N+1$:

$$\Delta^{N+1} (S v_{Mk+i}) = \Delta^{N+1} (S_i v_{Mk+i}) + \Delta^{N+1} \Phi_i(\Delta^{N+1} v_{k+p_1}, \ldots, \Delta^{N+1} v_{k+p_q})$$

$$= (S_i^{(N+1)}) v_{k} + \Delta^{N+1} \Phi_i(\Delta^{N+1} v_{k+p_1}, \ldots, \Delta^{N+1} v_{k+p_q}).$$
From which, we deduce:

\[ S_i^{(N+1)} w_k = (S_i^{(N+1)})_i w_k + \Delta^{N+1} \Phi_i(w_{k+p_1}, \ldots, w_{k+p_q}) \]

Note that the previous theorem shows the existence of the operator for the differences of order \( k \) for all \( k \leq N + 1 \). To study the convergence of the iteration \( v^j = S v^{j-1} + e^j \), we introduce the definition of the joint spectral radius for difference operators:

**Definition 7.1.** Let us consider a Lipschitz-Linear prediction operator \( S \) of order \( N + 1 \). The joint spectral radius in \( (\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k \) of \( S^k \) (where \( r_k^d = \#\{\alpha \in \mathbb{Z}^d, |\alpha| = k\} \) and where \# \( X \) stands for the cardinal of \( X \)), for \( k \leq N + 1 \) is given by

\[
\rho_p(S^{(k)}) := \inf_{j > 0} \| (S^{(k)})_j^{1/j} \|_{(\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k \to (\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k} \]

(24)

In all the theorems that follows \( v_j(x) = \sum_{k \in \mathbb{Z}^d} v_k^j \varphi_{j,k}(x) \), where \( \varphi \) satisfies (4) with \( g \) associated to the linear prediction operator \( S \) (for more details see (5)). We first need to establish some extensions to the non-separable case of results obtained in (8):

**Lemma 7.1.** Let \( S \) be a Lipschitz-linear prediction operator of order \( N + 1 \). Then, for any \( k \leq N + 1 \)

\[
\| v_{j+1} - v_j \|_{\ell^p(\mathbb{Z}^d)} \lesssim m^{-j/p} \left( \| \Delta^k v^j \|_{(\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k \to (\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k} + \| e^{j+1} \|_{\ell^p(\mathbb{Z}^d)} \right). \]

(25)

Moreover, if \( \rho_p(S^{(k)}) < m^{1/p} \), then for any \( \rho \) such that \( \rho_p(S^{(k)}) < \rho < m^{1/p} \), there exists an \( n \) such that:

\[
m^{-j/p} \| \Delta^k v^j \|_{(\ell^p(\mathbb{Z}^d))_{\mathcal{R}}^k} \lesssim \delta^j \| v^0 \|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{s-1} \delta^{nr} \sum_{l=j-(r+1)n+1}^{l=j-rn} m^{-l/p} \| e^l \|_{\ell^p(\mathbb{Z}^d)} \]

(26)

where \( \delta = \rho m^{-1/p} \) and \( s = \lfloor j/n \rfloor \).
Proof. Using the definition of functions \( v_j(x) \) and the scaling equation (11), we get that \( v_{j+1}(x) - v_j(x) \) is given by:

\[
\begin{align*}
&= \sum_k v_k^{j+1} \varphi_{j+1,k}(x) - \sum_k v_k^j \varphi_{j,k}(x) \\
&= \sum_{i \in \text{coset } (M)} \sum_k ((S v^j)_M + e^{j+1}_{Mk}) \varphi_{j+1,Mk-1}(x) - \sum_k v_k^j \sum_l g_{l-Mk} \varphi_{j+1,l}(x) \\
&= \sum_{i \in \text{coset } (M)} \sum_k ((S v^j)_M + \sum_l g_{M(k-l)+1} v^j_l) \varphi_{j+1,Mk+i}(x) + \sum_k e^j_{k+1} \varphi_{j+1,k}(x).
\end{align*}
\]

Since \( S \) is a Lipschitz-Linear prediction operator of order \( N + 1 \), we get:

\[
\begin{align*}
\| \sum_k ((S v^j)_M)_{Mk+i} - \sum_l g_{M(k-l)+1} v^j_l \varphi_{j+1,Mk+i}(x) \|_{L^p(\mathbb{R}^d)} &\leq m^{-j/p} \| \Phi_i(\Delta^{N+1} v^j_{+p_1}, \cdots, \Delta^{N+1} v^j_{+p_q}) \|_{L^p(\mathbb{Z}^d)} \\
&\leq m^{-j/p} \| \Phi_i(\Delta^k v^j_{+\bar{p}_1}, \cdots, \Delta^k v^j_{+\bar{p}_q}) \|_{L^p(\mathbb{Z}^d)} \\
&\leq m^{-j/p} \| \Delta^k v^j \|_{(L^p(\mathbb{Z}^d))^{d+}}.
\end{align*}
\]

The proof of (25) is thus complete. Note that we have used (26), we note that for any \( p \), there exists a constant \( \rho(p) \) such that

\[
\| \Phi_i(\Delta^{N+1} v^j_{+p_1}, \cdots, \Delta^{N+1} v^j_{+p_q}) \|_{L^p(\mathbb{Z}^d)} = \| \Phi_i(\Delta^k v^j_{+\bar{p}_1}, \cdots, \Delta^k v^j_{+\bar{p}_q}) \|_{L^p(\mathbb{Z}^d)},
\]

where \( \Phi_i \) is a Lipschitz function. Indeed, higher order finite differences can be expressed as linear combinations of lower order finite differences. To prove (26), we note that for any \( p \), there exists a constant \( \rho(p) \) such that

\[
\| (S^{(k)})^n v \|_{(L^p(\mathbb{Z}^d))^{d+}} \leq \rho^n \| v \|_{(L^p(\mathbb{Z}^d))^{d+}}.
\]

Using the boundedness of the operator \( S^{(k)} \), we obtain:

\[
\begin{align*}
\| \Delta^k v^n \|_{(L^p(\mathbb{Z}^d))^{d+}} &\leq \| (S^{(k)})^n \Delta^k v^{n-1} \|_{(L^p(\mathbb{Z}^d))^{d+}} + \| \Delta^k e^n \|_{(L^p(\mathbb{Z}^d))^{d+}} \\
&\leq \| (S^{(k)})^n \Delta^k v^0 \|_{(L^p(\mathbb{Z}^d))^{d+}} + D \sum_{l=1}^n \| e^l \|_{L^p(\mathbb{Z}^d)} \\
&\leq \rho^n \| \Delta^k v^0 \|_{(L^p(\mathbb{Z}^d))^{d+}} + D \sum_{l=1}^n \| e^l \|_{L^p(\mathbb{Z}^d)}
\end{align*}
\]
Then for any $j$, define $s := \lfloor j/n \rfloor$; after $s$ iterations of the above inequality, we get:

$$\|\Delta^k v^j\|_{(L^p(\mathbb{Z}^d))^d_k} \leq \rho^s_n \|\Delta^k v^{j-ns}\|_{(L^p(\mathbb{Z}^d))^d_k} + D \sum_{r=0}^{s-1} \rho^{nr} \sum_{l=nr}^{(r+1)n-1} \|e^j\|_{\ell^p(\mathbb{Z}^d)}$$

Then putting as in [13], $\delta = \rho m^{-1/p}$, and $A_j = m^{-j/p} \|\Delta^k v^j\|_{(L^p(\mathbb{Z}^d))^d_k}$, we get:

$$A_j \leq \delta^s A_{j-ns} + D \sum_{r=0}^{s-1} \delta^{nr} \sum_{l=nr}^{(r+1)n-1} m^{-(j-l)/p} \|e^{j-l}\|_{\ell^p(\mathbb{Z}^d)}$$

Then, we may write, due to the boundedness of $S^{(k)}$, for $j' < n$:

$$A_{j'} \leq \|v_0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l=0}^{j'} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}$$

which finally leads to:

$$m^{-j/p} \|\Delta^k v^{j'}\|_{(L^p(\mathbb{Z}^d))^d_k} \leq \delta^s \|v_0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{s-1} \delta^{nr} \sum_{l=j-nr}^{j-n(r+1)+1} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}$$

Now, using the above lemma, we are able to prove:

**Theorem 7.2.** Let $S$ be a Lipschitz-Linear prediction operator of order $N+1$. Assume that $\rho_p(S^{(k)}) < m^{1/p}$, for some $k \leq N + 1$ and that

$$\|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j>0} m^{-j/p} \|e^j\|_{\ell^p(\mathbb{Z}^d)} < \infty.$$  

Then, the limit function $v$ belongs to $L^p(\mathbb{R}^d)$ and

$$\|v\|_{L^p(\mathbb{R}^d)} \leq \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j>0} m^{-j/p} \|e^j\|_{\ell^p(\mathbb{Z}^d)}$$  

(29)
Proof. From estimates (25) and (26) one has, in particular
\[
\|v_{j+1} - v_j\|_{L^p(\mathbb{R}^d)} \lesssim \delta^j \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{s} \delta^{nr} \sum_{l=j-n(r+1)+1}^{l=j-nr} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}
\]  
(30)

Considering that \(\rho_p(S^{(k)}) < m^{1/p}\) and then \(\rho_p(S^{(k)}) < \rho < m^{1/p}\), and then using (30), we get:
\[
\|v\|_{L^p(\mathbb{R}^d)} \leq \|v_0\|_{L^p(\mathbb{R}^d)} + \sum_{j \geq 0} \|v_{j+1} - v_j\|_{L^p(\mathbb{R}^d)}
\]
\[
\lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{j \geq 0} \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{r=0}^{s} \delta^{nr} \sum_{l=j-n(r+1)+1}^{l=j-nr} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{s=0}^{\infty} \sum_{r'=0}^{s-1} \sum_{q=0}^{s-r'} \delta^{n(s-r')} \sum_{l=r'+n+q}^{l=r'+n+q+1} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}
\]
\[
\lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \sum_{l=1}^{\infty} m^{-l/p} \|e^l\|_{\ell^p(\mathbb{Z}^d)}
\]

The last equality being obtained remarking that \(\sum_{s>r', q} \delta^{n(s-r')} = \frac{1}{1-\delta^s}\).

Remark 7.1. Usually the convergence in \(L^p\) is associated to the condition \(\rho_p(S^{(1)}) < m^{1/p}\). With a Lipschitz - Linear prediction operator of order \(N + 1\), the convergence in \(L^p(\mathbb{R}^d)\) is ensured provided \(\rho_p(S^{(k)}) < m^{1/p}\), for some \(k \leq N + 1\). This remark is of interest since there is no relation between \(\rho_p(S^{(k)})\) and \(\rho_p(S^{(k+1)})\).

The above remark, leads to a new inverse theorem in Besov spaces.

Theorem 7.3. Let \(S\) be a Lipschitz-Linear prediction operator of order \(N+1\). Assume that \(\rho_p(S^{(k)}) < m^{1/p-s/d}\) for some \(s \geq N\) and some \(k \leq N + 1\), and also that \((v^0, e^1, e^2, \ldots)\) satisfies
\[
\|v^0\|_{\ell^p(\mathbb{Z}^d)} + \|(m^{(s/d-1/p)}j)(e^j)_{k \in \mathbb{Z}^d}\|_{\ell^p(\mathbb{Z}^d)} < \infty.
\]

Then, the limit function \(v\) belongs to \(B^s_{p,q}(\mathbb{R}^d)\) and
\[
\|v\|_{B^s_{p,q}(\mathbb{R}^d)} \lesssim \|v^0\|_{\ell^p(\mathbb{Z}^d)} + \|(m^{(s/d-1/p)}j)(e^j)_{k \in \mathbb{Z}^d}\|_{\ell^p(\mathbb{Z}^d)} < \infty.
\]  
(31)
The proof of (31) is similar to that of Theorem 5.3 of [20], so we will
not expand on this here. The novelty of the approach is, on the one hand,
that the property on the spectral radius has to be verified only for some
\( k \leq N + 1 \) but not necessarily for \( k = N + 1 \) and, on the other hand, that
the prediction operator does not necessarily reproduce exactly polynomials
(because of Lemma 7.1).

8. Stability in \( L^p \) and Besov spaces

In applications, the multiscale data may be corrupted by some process.
Since our model is nonlinear the inverse theorems does not ensure the sta-
bility. We develop here the stability results for our new nonlinear formalism.
To this end, we consider two data sets \((v_0, e_1, e_2, \cdots)\) and \((\tilde{v}_0, \tilde{e}_1, \tilde{e}_2, \cdots)\)
corresponding to two reconstruction processes:

\[
v^j = Sv^j - 1 + e^j \quad \text{and} \quad \tilde{v}^j = \tilde{S}\tilde{v}^j - 1 + \tilde{e}^j.
\]

In that context, we recall the definition of \( v \) as the limit of \( v_j(x) = \sum_{k \in \mathbb{Z}^d} v^j_k \varphi_{j,k}(x) \),
with \( \varphi_{j,k}(x) = \varphi(M^j x - k) \) (and similarly for \( \tilde{v} \)).

8.1. Stability in \( L^p \) spaces

First, we study the stability of the multiscale representation in \( L^p(\mathbb{R}^d) \),
which is stated by the following theorem:

**Theorem 8.1.** Let \( S \) be a Lipschitz-Linear prediction operator of order \( N+1 \),
and suppose that there exist an \( n \in \mathbb{N} \) and a \( \rho < m^{1/p} \) such that:

\[
\|(S^{(k)})^n v - (S^{(k)})^n w\|_{(L^p(\mathbb{Z}^d))_{\mathbb{R}^d}^k} \leq \rho^n \|v - w\|_{(L^p(\mathbb{Z}^d))_{\mathbb{R}^d}^k} \quad \forall v, w \in (L^p(\mathbb{Z}^d))_{\mathbb{R}^d}^k,
\]

for some \( k \leq N + 1 \). Assume also that \( v_j \) and \( \tilde{v}_j \) converge to \( v \) and \( \tilde{v} \) in \( L^p(\mathbb{R}^d) \) respectively. Then, we have:

\[
\|v - \tilde{v}\|_{L^p(\mathbb{R}^d)} \lesssim \|v^0 - \tilde{v}^0\|_{L^p(\mathbb{R}^d)} + \sum_{l=1}^j m^{-l/p} \|e^l - \tilde{e}^l\|_{L^p(\mathbb{R}^d)}
\]

(32)
Proof. We note that for all \( \| \cdot \| \) we obtain:

\[
\| \Delta^k (v^n - \tilde{v}^n) \|_{(p_r(Z^d))^d_k^d} \leq \| S^{(k)} \Delta^k v^{n-1} - S^{(k)} \Delta^k \tilde{v}^{n-1} \|_{(p_r(Z^d))^d_k^d} + \| \Delta^k (e^n - \tilde{e}^n) \|_{(p_r(Z^d))^d_k^d}
\]

\[
\leq \|(S^{(k)})^n \Delta^k v^0 - (S^{(k)})^n \Delta^k \tilde{v}^0 \|_{(p_r(Z^d))^d_k^d} + D \sum_{l=1}^{n} \| e^l - \tilde{e}^l \|_{p_r(Z^d)}
\]

\[
\leq \rho^n \| \Delta^k v^0 - \Delta^k \tilde{v}^0 \|_{(p_r(Z^d))^d_k^d} + D \sum_{l=1}^{n} \| e^l - \tilde{e}^l \|_{p_r(Z^d)}
\]

Then for any \( j \), define \( s := \lfloor j/n \rfloor \), after \( s \) iterations of the above inequality, we get:

\[
\| \Delta^k (v^j - \tilde{v}^j) \|_{(p_r(Z^d))^d_k^d} \leq \rho^s \| \Delta^k (v^{j-s} - \tilde{v}^{j-s}) \|_{(p_r(Z^d))^d_k^d} + D \sum_{r=0}^{s-1} \rho^{sr} \sum_{l=rn}^{(r+1)n-1} \| e^{j-l} - \tilde{e}^{j-l} \|_{p_r(Z^d)}
\]

Then by using the same reasoning as in the proof of (21), we get:

\[
m^{-j/p} \| \Delta^k (v^j - \tilde{v}^j) \|_{(p_r(Z^d))^d_k^d} \lesssim \delta^j \| v^0 - \tilde{v}^0 \|_{p_r(Z^d)}
\]

\[
+ \sum_{r=0}^{s} \delta^{sr} \sum_{l=rn}^{l-1} m^{-j/p} \| e^{j-l} - \tilde{e}^{j-l} \|_{p_r(Z^d)}
\]

(33)

Now, note that:

\[
\| v - \tilde{v} \|_{L^p(R^d)} \leq \| v_0 - \tilde{v}_0 \|_{L^p(R^d)} + \sum_{j>0} \| v_j - \tilde{v}_j - v_{j-1} + \tilde{v}_{j-1} \|_{L^p(R^d)}
\]

\[
\leq \| v_0 - \tilde{v}_0 \|_{L^p(R^d)} + \sum_{j>0} \| S v_j - S \tilde{v}_j + e^j - \tilde{e}^j - S \tilde{v}_{j-1} + S \tilde{v}_{j-1} \|_{L^p(R^d)}
\]

\[
\leq \| v_0 - \tilde{v}_0 \|_{L^p(R^d)} + \sum_{j>0,i \in \text{coseq}(M)} \| \tilde{\Phi}_i (\Delta^k v^{j-1}_{\cdot, +p_1} + \cdots + \Delta^k v^{j-1}_{\cdot, +p_q}) - \tilde{\Phi}_i (\Delta^k \tilde{v}^{j-1}_{\cdot, +p_1} + \cdots + \Delta^k \tilde{v}^{j-1}_{\cdot, +p_q}) + e^j - \tilde{e}^j \|_{L^p(R^d)}
\]

\[
\lesssim \| v_0 - \tilde{v}_0 \|_{L^p(R^d)} + \sum_{j>0} m^{-j/p} \left( \| \Delta^k (v^{j-1} - \tilde{v}^{j-1}) \|_{(p_r(Z^d))^d_k^d} + \| e^j - \tilde{e}^j \|_{p_r(Z^d)} \right)
\]

\[
\lesssim \| v_0 - \tilde{v}_0 \|_{L^p(R^d)} + \sum_{j>0} m^{-j/p} \| e^j - \tilde{e}^j \|_{p_r(Z^d)},
\]

the last inequality being obtained using (33) and then making the same computation as in Theorem 7.2. \( \square \)
With our formalism, the convergence and the stability of the nonlinear multiscale decomposition is based on the study of \( S(k) \) for some \( k \). On the contrary, in [13], the study is carried out in \( L^\infty \) and the stability and the convergence are proved through the study of two different spectral radii. More precisely, the convergence of the multiscale representation is based on the study of the joint spectral radius of \( S(k) \) while the stability is based on the study of the joint spectral radius of the differential of \( S(k) \) (noted \( DS(k) \)). Such a differential may sometimes be hard to compute. The formalism we propose enables simpler proofs for the stability. However, we are aware that the more complex mathematical framework developed in [13] aims at dealing with a wider class of prediction operators (for instance, the median interpolating scheme studied in [13] is not Lipschitz-Linear).

8.2. Stability in Besov spaces

In view of the inverse inequality \((31)\), to show the stability, it seems natural to seek an inequality of type:

\[
\|v - \tilde{v}\|_{B_s^{p,q}(\mathbb{R}^d)} \lesssim \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \|(m^{(s/d-1/p)})^j\|_{\ell^q(\mathbb{Z}^d)} \|e^j - \tilde{e}^j\|_{\ell^q(\mathbb{Z}^d)} j > 0 \|v(\mathbb{Z}^d)\|_{\ell^q(\mathbb{Z}^d)}. \quad (34)
\]

We now state without a proof a stability theorem in Besov space \( B_s^{p,q}(\mathbb{R}^d) \):

**Theorem 8.2.** Let us assume that \( S \) is a Lipschitz-Linear prediction operator of order \( N + 1 \) such that there exist \( n \) in \( \mathbb{N} \) and a \( \rho \leq m^{1/p-s/d} \) for some \( s > N \) such that:

\[
\|(S(k))^n v - (S(k))^n w\|_{\ell^p(\mathbb{Z}^d)}^d \leq \rho^n \|v - w\|_{(\ell^p(\mathbb{Z}^d))^d}^d \quad \forall v, w \in (\ell^p(\mathbb{Z}^d))^d,
\]

for some \( k \leq N + 1 \). Also assume that \( v_j \) and \( \tilde{v}_j \) converge to \( v \) and \( \tilde{v} \) in \( B_s^{p,q}(\mathbb{R}^d) \) respectively. Then, we have:

\[
\|v - \tilde{v}\|_{B_s^{p,q}(\mathbb{R}^d)} \lesssim \|v^0 - \tilde{v}^0\|_{\ell^p(\mathbb{Z}^d)} + \|(m^{(s/d-1/p)})^j\|_{\ell^q(\mathbb{Z}^d)} \|e^j - \tilde{e}^j\|_{\ell^q(\mathbb{Z}^d)} j > 0 \|v(\mathbb{Z}^d)\|_{\ell^q(\mathbb{Z}^d)}. \quad (35)
\]

The proof is the same as that of Theorem 6.2 of [20], except that we do not require the exact polynomial reproduction property.

9. \((\mathcal{A}, I)\)-Compatible Nonlinear Prediction Operators

Given families of multi-indices \( I \) and of vectors \( \mathcal{A} \), we define:

\[
\Delta^{\mathcal{A} I} = \left\{ \Delta_{a_1}^{i_1} \cdots \Delta_{a_p}^{i_p}, \quad a_k \in \mathcal{A}, i_k \in I \right\}.
\]
In other words, $\Delta^{A_I}$ is a difference operator computed with respect to the family of vectors $A$ and orders given by $I$. Then, we have the definition of $(A, I)$-compatible nonlinear prediction operator:

**Definition 9.1.** A nonlinear prediction operator $S$ is called $(A, I)$-compatible if there exists a local linear prediction operator $S_l$ and if it satisfies

$$(Slv)_{MK+i} = (Slv)_{MK+i} + \Phi_i(\Delta^{A_I}v_{k+p_1}, \ldots, \Delta^{A_I}v_{k+p_q}) \quad \forall i \in \text{coset}(M)$$

where $\{p_1, \ldots, p_q\}$ is a fixed set, $\Phi_i$ are Lipschitz functions and if there exists an operator $S_{A_I}^l$ satisfying:

$$\Delta^{A_I}S_lv = S_{A_I}^l\Delta^{A_I}v.$$  

From the definition of $S$, there exists an operator $S_{A_I}$. We also remark that Lipschitz - Linear operators of order $N + 1$ are $(A, I)$-compatible with $I = \{i; |i| = N + 1\}$ and $A = \{e_1, \ldots, e_d\}$.

Note that we can extend all the notions described in the previous sections for Lipschitz-Linear prediction operators to $(A, I)$-compatible prediction operators (i.e. multiscale representation, joint spectral radius of $S_{A_I}$, convergence and stability theorems). For instance, in Theorem [x], if the prediction operator is $(A, I)$-compatible, then the result is true provided that $\rho_p(S_{A_I}) < m^{1/p-s/d}$.

The interest of using the notion of $(A, I)$-compatibility is to provide proofs of convergence where the classical approach fails, as shown in the next section. The $(A, I)$-compatibility also enables to significantly reduce the number of computed differences to compute the joint spectral radius. Note also that the compatibility notion is not linked to polynomial reproduction for prediction operators, which makes it a new tool for analysis. From a practical point of view, given a prediction operator we first identify its type (i.e. Lipschitz-Linear or $(A, I)$-compatible) and then proceed to the analysis of the corresponding multiscale representation.

### 10. Applications

#### 10.1. Convergence and Stability of One-Dimensional Multiscale Representation: the PPH scheme

In one dimension, the notion of $(A, I)$-compatibility does not make sense. Our point is to give an illustration of the new convergence and stability
Theorems (7.1 and 8.1 respectively). The novelty of the proposed approach is two-fold. First, it enables to characterize the stability in $L^p$ not only in $L^\infty$ as in [13] (Theorem 2.3) or in [4] (Proposition 1, for the PPH scheme). Second, the convergence and the stability of the multiscale representation is based on the study of $S^{(k)}$ for some $k \leq N + 1$, while in [13] the convergence in $L^\infty$ is related to the study of $\rho_\infty(S^{(k)})$ for some $k$ and the stability is related to $\rho_\infty(DS^{(k)})$ where $D$ stands for the Fréchet differential. This latter joint spectral radius is harder to study than $\rho_\infty(S^{(k)})$ and requires that $S^{(k)}$ is indeed differentiable. However, we must confess that the class of prediction operators studied in [13] is wider therefore the proofs for the stability are different.

Now, let us give an illustration of how Theorems 7.1 and 8.1 apply to the PPH Lipschitz-Linear prediction operator (we will then see how the proof of convergence extends to the slightly modified power-P scheme introduced in (17)). Since the PPH prediction operator is Lipschitz-Linear of order 2, the convergence in $L^p$ occurs when $\rho_p(S^{(k)}) < 2^{1/p}$ for $k = 1$ or $k = 2$.

Here, we study the convergence of the PPH scheme by finding an upper bound for $\rho_\infty(S^{(2)})$, whose expression is particularly simple since:

\[
(S^{(2)}w)_{2i} = \frac{1}{4}H(w_{i-1}, w_i)
\]

\[
(S^{(2)}w)_{2i+1} = \frac{w_i}{2} - \frac{1}{8}(H(w_{i-1}, w_i) + H(w_i, w_{i+1})).
\]  

(36)

Remarking that $|H(x, y)| \leq |\max(x, y)|$, we immediately get: $\rho_\infty(S^{(2)}) < \frac{3}{4}$, which leads the convergence of the multiscale representation in $L^\infty$ according to the Theorem 7.1. Now as far as the stability is concerned, was proved in [4], Proposition 1 that:

\[
\|S^{(2)}w - S^{(2)}v\|_\infty \leq \frac{3}{4}\|v - w\|_\infty \quad \forall v, w \in L^\infty(\mathbb{Z}^2),
\]

which proves the stability of the scheme in $L^\infty$ using the Theorem 8.1 (a different proof of that result is given by the Theorem 1 of [4]).

Based on the simple expression of $S^{(2)}$, we propose a new proof for the convergence of the PPH-scheme in $L^p$. Indeed, we may write assuming that
\( p \geq 1: \)

\[
|\langle S^{(2)}w \rangle_{2i}|^p \leq \frac{1}{4^p} \max(|w_{i-1}|, |w_i|)^p
\]

\[
|\langle S^{(2)}w \rangle_{2i+1}|^p \leq \left( \frac{1}{2} |w_i| + \frac{1}{8} \max(|w_{i-1}|, |w_i|) + \frac{1}{8} \max(|w_i|, |w_{i+1}|) \right)^p
\]

\[
\leq \left( \frac{1}{2} |w_i| + \frac{1}{4} \max(|w_{i-1}|, |w_i|) + \frac{1}{2} \max(|w_i|, |w_{i+1}|) \right)^p
\]

\[
\leq \frac{1}{2} |w_i|^p + \frac{1}{4} \max(|w_{i-1}|, |w_i|)^p + \frac{1}{4} \max(|w_i|, |w_{i+1}|)^p.
\]

(37)

The last inequality being obtained because we have a convex combination. Now, to obtain an upper bound for \( p_p(S^{(2)}) \), we note:

\[
\|S^{(2)}w\|_{\ell^p(\mathbb{Z}^d)}^p \leq \sum_{i \in \mathbb{Z}} \frac{1}{4^p} \max(|w_{i-1}|, |w_i|)^p + \frac{1}{2} |w_i|^p + \frac{1}{4} \max(|w_{i-1}|, |w_i|)^p + \frac{1}{4} \max(|w_i|, |w_{i+1}|)^p.
\]

The largest coefficient in front of \( |w_i|^p \) in the above sum is obtained when \( |w_i| \) is larger than \( |w_{i-1}| \) and \( |w_{i+1}| \). In such a case, one can easily check that the coefficient in front of \( |w_i|^p \) is then \( \frac{2}{4^p} + \frac{1}{2} + \frac{1}{4^p} \), which means that \( \|S^{(2)}\|_{\ell^p(\mathbb{Z}^d) \to \ell^p(\mathbb{Z}^d)} \leq (\frac{1}{2} + \frac{1}{4^p} + \frac{2}{4^p})^p \). This in turn implies that the multiscale representation is convergent in \( L^p \) provided that \( \frac{1}{2} + \frac{1}{4^p} + \frac{2}{4^p} < 2 \), which is true for any \( p \geq 1 \).

As far as the stability of the scheme in \( L^p \) is concerned we may write (assuming \( p \geq 1 \)),

\[
|\langle S^{(2)}w \rangle_{2i} - \langle S^{(2)}v \rangle_{2i}|^p \leq \frac{1}{2^p} \max(|w_{i-1} - v_{i-1}|, |w_i - v_i|)^p
\]

\[
|\langle S^{(2)}w \rangle_{2i+1} - \langle S^{(2)}v \rangle_{2i+1}|^p \leq \frac{1}{2} |w_i - v_i|^p + \frac{1}{2} \max(|w_{i-1} - v_{i-1}|, |w_{i+1} - v_{i+1}|)^p,
\]

the last inequality being a consequence of Lemma 2 of [4]. Now, as in the study of the convergence, we write:

\[
\|S^{(2)}w - S^{(2)}v\|_{\ell^p(\mathbb{Z}^d)}^p \leq \sum_{i \in \mathbb{Z}} \frac{1}{2^p} \max(|w_{i-1} - v_{i-1}|, |w_i - v_i|)^p + \frac{1}{2} |w_i - v_i|^p + \frac{1}{2} \max(|w_{i-1} - v_{i-1}|, |w_{i+1} - v_{i+1}|)^p.
\]
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The largest coefficient in front of $|w_i - v_i|^p$ in the above sum is obtained when $|w_i - v_i|$ is larger than $|w_{i+r} - v_{i+r}|$ for $r = -2, -1, 2$. In such a case, one can check that the coefficient in front of $|w_i - v_i|^p$ in the right term of the above inequality is $\frac{3}{2} + \frac{1}{2^p}$, so that we may deduce:

$$\|S^{(2)}w - S^{(2)}v\|_{\ell^p(Z^d)} \leq \left(\frac{3}{2} + \frac{1}{2^p}\right)^{1/p}\|w - v\|_{\ell^p(Z^d)}$$

which proves that the scheme is stable whenever $p > 1$ (i.e., $\frac{3}{2} + \frac{1}{2^p} < 2$, since $m = 2$ in that case), using Theorem 8.1.

The above proof does not extend to the power-P scheme which is proved to be unstable for $q > 4$. However, if one replaces $H_q$ by $\tilde{H}_q$ defined in (17) and assumes that $(w_i, w_{i+1})$ belongs to $\mathbb{R}^2 \setminus V_\varepsilon$ (see (18)), then $\tilde{H}_q$ is Lipschitz on that set. Now, remarking that $|\tilde{H}_q(x, y)| \leq \max(|x|, |y|)$ and making the same reasoning as for the PPH-scheme, we obtain that the modified power-P scheme leads to a convergent multiscale representation in $L^p$ for any $p \geq 1$.

10.2. Convergence of One-dimensional Multiscale Representations: the WENO Case

We consider here the model defined in section 5.4. In this case, one can show the following Lemma:

**Lemma 10.1.** One has

$$\sup_{u, w \in \ell^\infty} \|S^{(1)}(u)S^{(1)}(w)\|_{\ell^\infty} < 1$$

and therefore $\rho_\infty(S^{(1)}) < 1$

The proof is identical to that of Lemma 4 of [8], therefore we do not expand on it here. The multiscale representation based on the proposed WENO model is therefore convergent in $L^\infty$.

10.3. Convergence and Stability of Bidimensional PPH multiscale Representations

We study the convergence and the stability of bidimensional PPH multiscale representations where the prediction operator is given by:

$$\tilde{v}_{Mk+e_1}^j = \frac{v_{k+1}^j + v_{k+M_1}^j}{2} - \frac{\omega}{8} H(\Delta_{M_1}^2 v_{k-1}^j, \Delta_{M_1}^2 v_{k-M_1}^j)$$

$$\tilde{v}_{Mk}^j = v_{k-1}^j.$$  

(38)
for some $0 < \omega < 1$. To consider $\omega < 1$ instead of $\omega = 1$ as in (24) will appear clearer a bit later. We already noticed that the prediction operator is Lipschitz-Linear, we now remark that it is $(A, I)$-compatible with $A = \{e_1, Me_1\}$ and $I = \{(0, 2), (2, 0)\}$, where $M$ is the quincunx matrix. Therefore, to prove the convergence of the multiscale representation, we study the joint spectral radius of $S^A_{Me_1}$. To this end, we compute the differences of order 2 in the directions $\{e_1, Me_1\}$, which are given by:

$$
\Delta^2 e_1 \hat{v}^j_{Mk} = \frac{\omega}{4} H(\Delta^2_{Me_1} v^{j-1}_k, \Delta^2_{Me_1} v^{j-1}_{k-Me_1})
$$

$$
\Delta^2 e_1 \hat{v}^j_{ Mk+e_1} = \frac{1}{2} \Delta^2_{Me_1} v^{j-1}_k - \frac{\omega}{8} H(\Delta^2_{Me_1} v^{j-1}_k, \Delta^2_{Me_1} v^{j-1}_{k-Me_1})
$$

$$
\Delta^2 Me_1 \hat{v}^j_{Mk} = \frac{1}{2} e_1 v^{j-1}_k - \frac{\omega}{8} H(\Delta^2_{Me_1} v^{j-1}_k, \Delta^2_{Me_1} v^{j-1}_{k-Me_1})
$$

$$
\Delta^2 Me_1 \hat{v}^j_{ Mk+e_1} = \frac{1}{2} (\Delta^2_{Me_1} v^{j-1}_k + \Delta^2_{Me_1} v^{j-1}_{k+Me_1}) + \frac{\omega}{4} H(\Delta^2_{Me_1} v^{j-1}_{k+Me_1}, \Delta^2_{Me_1} v^{j-1}_{k+2Me_1-Me_1}) - \frac{\omega}{8} H(\Delta^2_{Me_1} v^{j-1}_{k+2Me_1-Me_1}, \Delta^2_{Me_1} v^{j-1}_{k+2Me_1-Me_1}).
$$

(39)

We now study more in detail $\Delta^2_{Me_1} v^{j-1}_{Me_1}$, the following cases can appear:

1. $\Delta^2_{Me_1} v^{j-1}_{Me_1} > 0$ and $\Delta^2_{Me_1} v^{j-1}_{Me_1} > 0$ we have

$$
|\Delta^2 e_1 \hat{v}^j_{ Mk+e_1} | \leq \max \left( \frac{1}{2} |\Delta^2_{Me_1} v^{j-1}_k|, \frac{\omega}{8} |H(\Delta^2_{Me_1} v^{j-1}_k, \Delta^2_{Me_1} v^{j-1}_{k-Me_1}) + H(\Delta^2_{Me_1} v^{j-1}_{k+Me_1}, \Delta^2_{Me_1} v^{j-1}_{k})| \right)
$$

2. $\Delta^2_{Me_1} v^{j-1}_{Me_1} < 0$ and $\Delta^2_{Me_1} v^{j-1}_{Me_1} > 0$ we have

$$
|\Delta^2 e_1 \hat{v}^j_{ Mk+e_1} | = \frac{1}{2} \Delta^2_{Me_1} v^{j-1}_k
$$

3. $\Delta^2_{Me_1} v^{j-1}_{Me_1} < 0$ and $\Delta^2_{Me_1} v^{j-1}_{Me_1} < 0$ we have

$$
|\Delta^2 e_1 \hat{v}^j_{ Mk+e_1} | \leq \max \left( \frac{1}{2} |\Delta^2_{Me_1} v^{j-1}_k|, \frac{\omega}{8} |H(\Delta^2_{Me_1} v^{j-1}_{k+Me_1}, \Delta^2_{Me_1} v^{j-1}_{k})| \right)
$$

A similar equation is obtained assuming $\Delta^2_{Me_1} v^{j-1}_{Me_1} > 0$ and $\Delta^2_{Me_1} v^{j-1}_{Me_1} < 0$. 
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Now, remarking as previously that \( |H(x, y)| \leq \max(|x|, |y|) \), we immediately obtain that

\[
\| \Delta^2_{e_1} \hat{v}^j \|_\infty \leq \frac{1}{2} \| \Delta^2_{M_{e_1}} v^{j-1} \|_\infty
\]

\[
\| \Delta^2_{M_{e_1}} \hat{v}^j \|_\infty \leq \| \Delta^2_{e_1} v^{j-1} \|_\infty + \frac{\omega}{2} \| \Delta^2_{M_{e_1}} v^{j-1} \|_\infty.
\]

From these inequality we immediately deduce that \( \rho_\infty(S^{A_1}) \leq \sqrt{1 + \frac{1}{2} \omega} < 1 \), which proves that the bidimensional PPH defined by (38) is convergent in \( L^\infty \).

For the \( L^p \) convergence, we do not need the restriction on \( \omega \) and we consider the model defined by (38), therefore we study:

\[
\| \Delta^{A_1} \hat{v}^j \|_{(L^p(\mathbb{Z}^d))^2} = \| S^{A_1} \Delta^{A_1} v^{j-1} \|_{(L^p(\mathbb{Z}^d))^2}
\]

\[
= \sum_{k \in \mathbb{Z}^d} |\Delta^2_{M_{e_1}} v^{j}_{k+M_{e_1}}| + |\Delta^2_{M_{e_1}} v^{j}_{Mk}| + |\Delta^2_{e_1} v^{j}_{Mk}| + |\Delta^2_{e_1} v^{j}_{Mk+e_1}|.
\]

As in the one-dimensional study, and assuming \( p \geq 1 \), we have the following majorations (using the property of convex functions):

\[
|\Delta^2_{M_{e_1}} v^{j}_{Mk+e_1}| \leq 1 + \frac{1}{4} |\Delta^2_{e_1} v^{j-1}_k| + \frac{1}{4} |\Delta^2_{e_1} v^{j-1}_{k+M_{e_1}}|
\]

\[
+ \frac{1}{4} \max(|\Delta^2_{M_{e_1}} v^{j-1}_{k+e_1}|, |\Delta^2_{M_{e_1}} v^{j-1}_{k+M_{e_1}}|)^p
\]

\[
+ \frac{1}{4} \max(|\Delta^2_{M_{e_1}} v^{j-1}_k|, |\Delta^2_{M_{e_1}} v^{j-1}_{k-M_{e_1}}|)^p
\]

\[
+ \frac{1}{4} \max(|\Delta^2_{M_{e_1}} v^{j-1}_{k+2e_1}|, |\Delta^2_{M_{e_1}} v^{j-1}_{k+2e_1-M_{e_1}}|)^p
\]

\[
|\Delta^2_{M_{e_1}} v^{j}_{Mk}| \leq |\Delta^2_{e_1} v^{j-1}_k|
\]

\[
|\Delta^2_{e_1} v^{j}_{Mk}| \leq \frac{1}{4p} \max(|\Delta^2_{M_{e_1}} v^{j-1}_k|, |\Delta^2_{M_{e_1}} v^{j-1}_{k-M_{e_1}}|)^p
\]

\[
|\Delta^2_{e_1} v^{j}_{Mk+e_1}| \leq \frac{1}{2} |\Delta^2_{M_{e_1}} v^{j-1}_k|
\]

\[
+ \frac{1}{2p} \max(|\Delta^2_{M_{e_1}} v^{j-1}_k|, |\Delta^2_{M_{e_1}} v^{j-1}_{k-M_{e_1}}|)^p
\]

\[
+ \frac{1}{2p} \max(|\Delta^2_{M_{e_1}} v^{j-1}_{k+M_{e_1}}|, |\Delta^2_{M_{e_1}} v^{j-1}_{k+e_1}|)^p
\]
Now, as in the one-dimensional case, we consider the largest possible coefficients in front of each differences, to obtain:

\[
\| S^A_t \Delta^A t^{j-1} \|_{(L^p(\mathbb{Z}^d))^2}^p \leq \sum_{k \in \mathbb{Z}^d} \left( 1 + \frac{1}{2 \times 2^p} \right) |\Delta e_1 v^j_k|^p + \left( 1 + \frac{2}{4^p} + \frac{1}{2^p} \right) |\Delta M e_1 v^j_k|^p
\]

\[
\leq \max \left( 1 + \frac{1}{2 \times 2^p}, 1 + \frac{1}{2^p} + \frac{2}{4^p} \right) \| \Delta^A t^{j-1} \|_{(L^p(\mathbb{Z}^d))^2}^p
\]

Recalling that \( m = 2 \), we get the \( L^p \) convergence and stability as soon as \( \max(1 + \frac{1}{2 \times 2^p}, 1 + \frac{1}{2^p} + \frac{2}{4^p}) < 2 \), which is always true for \( p > 1 \).

To finish with, let us study the stability of the PPH-scheme defined by (38) in \( L^p \). We may indeed write:

\[
|\Delta^2 e_1 (\tilde{v}^j_k - \tilde{v}^j_{Mk})|^p \leq \left( \frac{\omega}{2} \right)^p \max(|\Delta^2 M e_1 (v^j_{k+1-Me} - v^j_{k-Me})|, |\Delta^2 M e_1 (v^j_{k-Me} - v^j_{k-Me})|)^p
\]

\[
|\Delta^2 e_1 (\tilde{v}^j_{Mk+e_1} - \tilde{v}^j_{Mk+e_1})|^p \leq \frac{1}{2} |\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})| + \frac{\omega}{4} (\max(|\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|, |\Delta^2 M e_1 (v^j_{k-Me} - v^j_{k-Me})|)^p
\]

\[
|\Delta^2 M e_1 (\tilde{v}^j_{Mk+e_1} - \tilde{v}^j_{Mk+e_1})|^p \leq \frac{1}{4(2^p)} |\Delta^2 e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|^p + \frac{(2\omega)^p}{8} \times \left( 2 \max(|\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|, |\Delta^2 M e_1 (v^j_{k-Me} - v^j_{k-Me})|)^p
\]

\[
+ \max(|\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|, |\Delta^2 M e_1 (v^j_{k-Me} - v^j_{k-Me})|)^p
\]

\[
+ \max(|\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|, |\Delta^2 M e_1 (v^j_{k+e_1-Me} - v^j_{k-Me})|)^p
\]

From this we deduce that:

\[
\| S^A_t \Delta^A t^{j-1} (\tilde{v}^j - \tilde{v}^j) \|_{(L^p(\mathbb{Z}^d))^2}^p \leq \sum_{k \in \mathbb{Z}^d} \left( 1 + \frac{1}{2 \times 2^p} \right) |\Delta^2 e_1 v^j_k - \Delta^2 e_1 v^j_k|^p + \left( \omega^p + (2\omega)^p + 2 \left( \frac{\omega}{2} \right)^p \right) |\Delta^2 M e_1 v^j_k - \Delta^2 M e_1 v^j_k|^p
\]

\[
\leq \max \left( 1 + \frac{1}{2 \times 2^p}, \omega^p + (2^p) + 2 \left( \frac{1}{2^p} \right)^p \right) \| \Delta^A t^{j-1} (\tilde{v}^j - \tilde{v}^j) \|_{(L^p(\mathbb{Z}^d))^2}^p
\]

Since \( \max \left( 1 + \frac{1}{2 \times 2^p}, \omega^p(1 + 2^p + 2 \frac{1}{2^p}) \right) < 2 \) for all \( p \geq 1 \) as soon as \( \omega < 1/2 \), we deduce that the scheme defined by (38) is stable in that case.
11. Conclusion

In this paper, we have introduced a new formalism for nonlinear and non-separable multiscale representations. The introduced formalism includes classical nonlinear multiscale representations such as WENO and those based on PPH or power-P schemes. In our context, the nonlinear prediction operators are perturbations of some linear prediction operator. These perturbations are modeled by Lipschitz functions depending on finite differences whose order depends on the degree of the polynomials reproduced by the linear prediction operator plus one. We called these particular kind of prediction operators \textit{Lipschitz-Linear}. After having illustrated the proposed formalism on one and multi-dimensional cases, we stated the convergence and stability theorems in $L^p$ and Besov spaces. The novelty of the result is that these theorems are based on the study of the same difference operator. We also introduced the notion of $(\mathcal{A}, I)$-compatible prediction operators which behaves like \textit{Lipschitz-Linear} ones in terms of convergence and stability. We saw in applications that the $(\mathcal{A}, I)$-compatibility of prediction operators sometimes makes the proofs of convergence easier. In terms of perspectives, we are currently investigating how to apply the model of \textit{Lipschitz-Linear} prediction operator to design new convergent and stable multiscale representations with application to image compression.

Appendix A

To consider the interpolation of the average on $I_{j-1,k+n}$, $n = -N, \cdots, N$ using the polynomial $p_{2N}$ is equivalent to consider the primitive $P_{2N}$ of $p_{2N}$ such that $\bar{P}_{2N} = 2^{j-1}P_{2N}$ interpolates $y_0 = 0, y_1 = v_{k-N}^{j-1}, y_2 = y_1 + v_{k-N+1}^{j-1}, \cdots, y_{2N+1} = y_{2N} + v_{k+N}^{j-1}$ respectively at $x_0 = 2^{-j+1}(k - N), x_1 = 2^{-j+1}(k - N + 1), x_2 = 2^{-j+1}(k - N + 2), \cdots, x_{2N+1} = 2^{-j+1}(k + N + 1)$. Similarly, the interpolation of the average computed on the intervals $I_{j-1,k+n}$, $n = -N + 1, \cdots, N + 1$ using polynomial $p_{2N,1}$ is equivalent to consider its primitive $P_{2N,1}$ such that $\bar{P}_{2N,1} = 2^{j-1}P_{2N,1}$ interpolates $\tilde{y}_1 = 0, \tilde{y}_2 = v_{k-N+1}^{j-1}, \tilde{y}_3 = \tilde{y}_2 + v_{k-N+2}^{j-1}, \cdots, \tilde{y}_{2N+1} = \tilde{y}_{2N+1} + v_{k+N+1}^{j-1}$ respectively at $x_1, x_2, \cdots, x_{2N+2} = 2^{-j+1}(k + N + 2)$. Using the Newton form for each polynomial $\bar{P}_{2N}$ and $\bar{P}_{2N,1}$ and remarking that the divided differences are
such that: \( \tilde{y}, \tilde{y}_2, \ldots, \tilde{y}_k \) = \( y_1, \ldots, \tilde{y}_k \) for all \( k \leq 2N + 2 \), we write:

\[
\tilde{P}_{2N,1}(x) - \tilde{P}_{2N}(x) = -v_{k-N}^{j-1} + [y_0, \ldots, y_{2N+2}] (x_{2N+2} - x_0) \prod_{i=1}^{2N+1} (x - x_i)
\]

\[
= -v_{k-N}^{j-1} + \Delta^{2N+1} v_{k-N}^{j-1} \frac{1}{(2N + 1)! (2^{-j+1})^{2N+1}} \prod_{i=1}^{2N+1} (x - x_i).
\]

In that framework, we also have:

\[
v_{k-N}^{j-1} = \tilde{P}_{2N}\left(2^{-j+1}(k+1)\right) - \tilde{P}_{2N}(2^{-j+1}k) = \tilde{P}_{2N,1}(2^{-j+1}(k+1)) - \tilde{P}_{2N,1}(2^{-j+1}k).
\]

The \textit{centered} prediction following \cite{12} is:

\[
\hat{v}_{2k}^{j} = 2 \left( \tilde{P}_{2N}(2^{-j+1}(k+1/2)) - \tilde{P}_{2N}(2^{-j+1}k) \right)
\]

\[
\hat{v}_{2k+1}^{j} = 2 \left( \tilde{P}_{2N}(2^{-j+1}(k+1)) - \tilde{P}_{2N}(2^{-j+1}(k+1/2)) \right).
\]

Considering the leading coefficient of the polynomial \( P_{2N} \), one can check that the corresponding prediction operator reproduces polynomials of degree \( 2N + 1 \). The definition of \( \hat{v}_{2k,1}^{j} \) and \( \hat{v}_{2k+1,1}^{j} \) are identical to that of \( \hat{v}_{2k}^{j} \) and \( \hat{v}_{2k+1}^{j} \) replacing \( P_{2N} \) by \( P_{2N,1} \). Then, computing the difference between \( P_{2N,1} \) and \( P_{2N} \) and applying it at putting \( x = 2^{-j}k \), we get:

\[
\hat{v}_{2k,1}^{j} - \hat{v}_{2k}^{j} = \Delta^{2N+1} v_{k-N}^{j-1} (-1)^{N-1} \frac{1}{2^{4N-1}} \left( \begin{array}{c} 2N - 1 \\ N \end{array} \right)
\]


