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Abstract
This paper deals with several aspects relative to the MIMO propagation channel. Based on simulations and/or measurements, different approaches are used to model the propagation channel. These models are useful for the MIMO system design. Several studies are performed in order to realize realistic simulation of MIMO channel. Different measurement techniques are used in characterizing the propagation channel in various environments. Measurement campaigns made in different situations have been analyzed to obtain the relevant statistical parameters of the channel. Simulation of MIMO channel is then presented. Measurement and simulation results provide an evaluation of the capacity of MIMO channel. Obtained results show feasibility in the integration of MIMO techniques in practical wireless communication systems.

1. Introduction

In the last decades, the world of telecommunications has known an important development, driven by the success of 2G mobile communications systems such as GSM and by the global Internet phenomenon. The transition to 3G has relied on a migration path that defined a way to integrate multiple services such as multimedia, packet switching and wideband radio access. In this context, Multiple-Input Multiple-Output (MIMO) technology is recognized as a good solution in the development of the forthcoming generation of broadband wireless networks. This technique is essential for digital communications to increase data rates and/or to improve system performance [1].

The purpose of this article is to highlight various aspects concerning the characterization and the modeling of the propagation channel which are particularly critical in MIMO system design. At first, Section 2 presents a brief overview of the wireless communication systems and introduces the principles of MIMO systems. In Section 3, the different approaches used to model the radio propagation channel are synthesized. Section 4 describes a measurement system, used to characterize the MIMO propagation channel, and presents some experimental results. Section 5 addresses MIMO channel simulation, which leads to an assessment of the channel capacity. In Section 6, results of measurements are presented and analyzed for a possible integration of MIMO techniques in future wireless systems. Section 7 concludes this paper.
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2. MIMO wireless communication systems

Nowadays, wireless access networks show limits in terms of data rate, quality of service (QoS), and spectral efficiency. Many applications are concerned such as wireless local area networks (WLAN), broadband wireless access (BWA), and future generations of mobile radio systems (3G, LTE-A and beyond). For several years, efforts have been made to improve the design of the existing systems. The trend to increase data rates will most probably continue to reach 1 Gbps considering a moderate mobility. The MIMO technology appears as a new concept to fulfill those specifications. Since time and frequency domains processing are pushed to their limits, the space domain can be exploited. The MIMO principle can be simply defined as transmitting multiple streams of data on multiple antennas at the same frequency. The use of multiple receiving antennas improves the system performance.

Ideally, the channel capacity linearly grows with the number of transmitting (Tx) and receiving (Rx) antennas [1]. This technique can be viewed as a generalization of space diversity and smart antennas [2]. It supposes a channel rich in multiple paths, in order to exploit independent transmission channels between the Tx and Rx antenna arrays. This transmitting and receiving structure can be modeled using a matrix representation of the channel.

Information theory shows that two fundamental mechanisms are at stake in the process of transferring data:
- Diversity which is based on the reception of multiple decorrelated copies of the same transmitted information.
- Multiplexing which is based on the reception of multiple independent symbols of information.

These two mechanisms, diversity and multiplexing, combat fading effects and increase the channel capacity respectively [3]. The large improvement in link reliability and/or data rates, predicted by information theory, relies on a fine knowledge of the propagation phenomena. Such knowledge makes it possible to choose the most appropriate coding/modulation scheme for a given environment. Transmitting and receiving antenna arrays have to be carefully designed to maximize the channel rank; i.e. the number of eigenmodes available for communication. In this case, correlation and dispersion measurements of channel parameters play a central role.

3. MIMO channel modeling

The radio propagation of electromagnetic waves from a transmitter to a receiver is characterized by the presence of multipath due to various phenomena such as reflection, refraction, scattering and diffraction. The performance of MIMO systems is largely dependent on the propagation medium and on the structure of the antenna array. In this context, both the space-time characterization and modeling of the channel are essential. Thus, one objective of our studies aims to bring a better understanding of the MIMO propagation channel leading to a realistic channel model. Several methods of classification of the models are proposed in the literature [4-9]. In this paper, we distinguish between deterministic and stochastic models.

3.1. Deterministic models

Deterministic models are based on a fine description of a specific environment. Two main approaches can be identified:
- Ray-tracing models, which are based on optical approximations, need complete geometrical and electromagnetic specifications of the simulated environment. They enable to estimate the channel characteristics with a good accuracy, if the environment modeled is not too complex. This method is generally based on a 3D description of the environment. A simplified modeling allows reducing significantly the simulation time and computational resources. A double directional description of the radio channel [10] results from this kind of simulator. Moreover, other models can be used which are based on the Maxwell's equations; they require much more computation time.
- Recorded measurement data can be played back by means of computer. Thus, the measurement campaigns of the propagation channel enable to extract different characteristic parameters of a specific environment. But these parameters are specific to experimental conditions including the environment and the antenna array. Furthermore, the simulations need large memory resources.

3.2. Stochastic models

The stochastic models describe the channel parameters by random laws. Many possible implementations of stochastic MIMO models can be found like the geometrical-based and correlation-based models. The geometrical models consider a statistical distribution of scatterers around both, the base station and the mobile. Assuming a single bounce or double bounce, the channel model can be computed. These models also allow channel change versus time by computing the movement of the transmitter or the receiver.

The COST 259 Directional Channel Model [10-12], and its successors the COST 273 [13-15] and COST 2100 [16] offer examples of statistical MIMO channel models. Recently, other models like WINNER II, taking into account new environments, were also proposed in the literature [17,18].
The most commonly used models in communication chain simulations are certainly the Gaussian stochastic models that are based on correlation between elements of the channel matrix. The complete model consists of determining the correlation matrix between all the channels. This adds complexity in terms of physical interpretation.

For this reason and to facilitate the extension of existing SIMO (Single-Input Multiple-Output) and MISO (Multiple-Input Single-Output) models, other models separating the correlations at Tx and Rx have been used. In these models, a separable covariance structure (referred as the Kronecker product model [19]) can be created with the Kronecker product of the covariance matrices for signals on the transmitting and receiving arrays. Published results have demonstrated key deficiencies in these models [20]. Another model, developed and analyzed in [21], assumes a certain relationship between the second order properties in Tx and Rx. This model, based on the definition of structured vectorial modes and the definition of a coupling matrix, allows a greater flexibility in the degree of diversity and multiplexing offered by the channel.

Other studies have shown that a keyhole phenomenon was theoretically possible (e.g. in a corridor, ...), when the waves are propagated through the same hole. Measurement campaigns are also realized in such confined environments like tunnels [22].

All these published results show the importance of the research on MIMO channel modeling. The main objective is to obtain an accurate and realistic channel model.

4. MIMO channel characterization

The study of wave propagation appears as an important task when developing a wireless system. The analysis is usually conducted in the time domain, which allows measuring the coherence bandwidth, the coherence time, the respective delay spread, and Doppler spread values. Also, coherence distance and wave direction spread are used to highlight the link between propagation and system in the space domain. For broadband systems, the analysis of both path loss (estimation of cell coverage and carrier-to-interference ratio) and impulse response (estimation of the wideband channel characteristics) are required. Therefore, an accurate description of the spatial and temporal properties of the channel is necessary for the design of broadband systems, and also for the choice of the network topology.

To meet this goal, a theory was first proposed in [23], in the time domain, and then extended to a spatio-temporal characterization in [24,25]. This theory helps define the relationship between the different possible representations of the propagation channel. Therefore, from these representations, we can extract specific information related to the degree of spatio-temporal coherence or dispersion of the channel. However, these parameters characterizing the channel are often defined by assuming the Wide-Sense Stationary and Uncorrelated Scattering (WSSUS) hypothesis, which implies that the spatio-temporal variation of the average power of the signal on a small scale can be neglected.

Considering the MIMO transmission channel, defined by the propagation channel (medium) and the antenna arrays at Tx and Rx, several parameters can be exploited as the eigenvalues of the channel correlation matrix, and the channel capacity.

4.1. MIMO channel characteristics

- Singular value decomposition (SVD)

The classical channel representation considers \(N_T \times N_R\) SISO (Single-Input Single-Output) channels (Fig. 1) and is modeled by the channel matrix \(H\). The diagonalization of the matrix corresponds to expressing the channel as the superposition of several parallel and uncorrelated sub-channels (or eigenmodes) where each channel carries a fraction of the transmitted signal. Thus, the diagonalization is carried by the singular value decomposition of the matrix \(H\), as shown by Eq. (1):

\[
H = U \Sigma V^H
\]  

(1)

The diagonal matrix \(\Sigma \) \((N_T \times N_T)\) contains \(N\) real positive or null singular values \(\sigma_i\) of the channel matrix \(H\), which are related to the eigenvalues \(\lambda_i\) of the correlation matrix \(H.H^H\), by \(\sigma_i^2 = \lambda_i\). \(U\) and \(V\) are unitary matrices and \(()^H\) means transpose-conjugate. As shown in Fig. 1, the singular value decomposition of the channel allows us to assimilate the more or less correlated \(N_T \times N_T\) propagation channels, to \(N \times N\) completely uncorrelated channels. The singular values tend to zero when the correlation increases. As long as the decomposition provides an equivalent representation of the channel \(H\), the transfer coefficients \(\lambda_i\) retain the same total power given by Eq. (2):

\[
\sum_{i=1}^{P} \lambda_i = \|H\|^2 = \sum_{i=1}^{N_T} \sum_{j=1}^{N_R} |H_{ij}|^2
\]  

(2)

This decomposition shows that at most \(P\) antennas receive a signal. Other antennas (from \(P + 1\) to \(N\)) associated with null singular values only receive noise. In this equivalent representation, the actual number of antennas receiving a signal is limited to \(P\), the rank of the matrix \(H\). A key element associated with the performance of a MIMO system is the spacing between antennas. Indeed, especially for small size systems, antennas in close proximity present the risk of having strongly correlated signals.
MIMO channel capacity

Ergodic capacity is the second important characteristic parameter. It evaluates the performance of MIMO channels by quantifying the maximum information rate able to be transmitted through the propagation channel without error. Assuming equal power on each transmitting antenna, Eqs. (3) and (4) define this parameter, in bit/s/Hz:

\[
C_{MIMO} = E\left[ \log_2 \det \left( I_{N_R} + \frac{\rho}{N_T} H.H^H \right) \right] \quad \text{if } N_R \leq N_T
\]

\[
C_{MIMO} = E\left[ \sum_{i=1}^{\rho} \log_2 \left( 1 + \frac{\rho}{N_T} \lambda_i \right) \right]
\]

where \( \rho \) is the Signal to Noise Ratio (SNR), \( \lambda_i \) are the eigenvalues of \( H.H^H \), \( I_{N_R} \) is an \( N_R \times N_R \) identity matrix, and \( E\{,\} \) is the expected value.

4.2. Measurement system and results

In practice, two main approaches can be used in order to characterize the propagation channel [26]. The first approach directly measures the time-variant MIMO channel coefficients matrix simultaneously in the time, frequency, and spatial domains. However, this method presents some limitations as the antenna arrays used during measurement must be assumed for system simulations. The second approach, based on the processing of the different time-variant transfer function and generally referred to as double directional channel measurements [27], tends to estimate the multipath parameters (direction of departure: DoD, direction of arrival: DoA, time delay, Doppler shift, polarization and amplitude) by using high resolution multidimensional MIMO sounding techniques. With the polarization parameters knowledge, this approach excludes the antenna and electronic influences from the measured results and thus, it can be easily generalized. Nevertheless, the choice of antenna array architecture remains very important to accurately resolve the multiple paths in azimuth, elevation, and polarization.

Measurement system

For our measurements, a wideband channel sounder developed in the IETR laboratory was used (Fig. 2) to characterize the double directional channel [28]. It operates at 2.2 GHz (close to 3G and WLAN bands) and 3.5 GHz (WiMAX). It uses a periodic transmit signal based on the direct sequence spread spectrum technique. This dual-band sounder offers a temporal resolution of 11.9 ns with a 50 dB dynamic range on the impulse response, 90 dB power range with an Automatic Gain Control (AGC), and a bandwidth of 100 MHz. In order to estimate the propagation parameters of channel multipath components, various high resolution algorithms (Unitary ESPRIT, SAGE) are used. For outdoor measurements at 2.2 GHz, we used 4 and 8 active elements ULA (Uniform Linear Array) (Fig. 3(a)) respectively at Tx and Rx. A 16 active elements URA (Uniform Rectangular Array) has also been developed (Fig. 3(b)). This antenna array enables the characterization in azimuth and elevation plans in order to be used for indoor and penetration configurations. For measurements at 3.5 GHz, UCA (Uniform Circular Arrays) have been developed. Figs 3(c) and 3(d) show the UCA Tx antenna with 4 elements and UCA Rx with 16 elements. These antenna arrays accelerate the collection of measurement; they can scan all directions in the horizontal plane, simultaneously.

The high-resolution algorithm Unitary ESPRIT [29] (Estimation of Signal Parameters via Rotational Invariance Techniques) is suitable for planar-type architectures. We have also chosen to develop the SAGE algorithm [30] (Space-Alternating Generalized Expectation - Maximization). This algorithm is more suitable when using circular arrays [31].
Measurement results

A measurement campaign in an Outdoor-to-Indoor environment was conducted at 3.5 GHz [32]. The transmitter was placed on the rooftop of a building and the receiver at different positions in a second building. Fig. 4 presents the different Rx positions and the measured DoA results obtained with the SAGE algorithm. For each measurement point, a polar representation illustrates the received power (proportional to the length of a segment). Based on the obtained results, one can notice that the spread in this type of environment, and in the case of non-visibility (NLOS: Non Line Of Sight) between the transmitter and receiver, marked privileged paths of propagation through the radio openings (windows and doors). Moreover, these measurements have highlighted the importance of diffraction on the vertical frames of the windows.

5. MIMO channel simulation

MIMO channel simulators are very important in the design of MIMO wireless systems. Using geographical data base, it is possible to predict space-time characteristics of the channel impulse response. Such simulators make it possible to compare propagation measurements and predictions. This enables to investigate new environments where measurements are not available.

5.1. Software simulator at physical level

A 3D radio channel simulator has been developed at the XLIM-SIC laboratory. It is based on one hand, on the Geometrical Optic and Uniform Theory of the Diffraction and, on the other hand, on optimized ray tracing techniques. For a given transmitter-receiver link, the various existing paths and their parameters (attenuation, delay, polarization, DoA, DoD …) can be estimated. So, these simulations can provide the evolution of the channel impulse response (CIR) for a chosen series of reception points, in either indoor or outdoor environment.

This tool is coupled with another one dedicated to the channel characterization (as defined in § 4.1). The combination of the two simulators is illustrated by the diagram in Fig. 5, where the input information is relative to the radio link characteristics in the studied environment, and the output provides a complete SISO or MIMO channel characterization. Note that the CIR, DoD, and DoA were extracted from the simulation and used in the characterization procedure [33-35].
To define correctly some input parameters in order to optimize the channel modeling, it is possible to study, for example, the influence of some electromagnetic interactions (Fig. 6), like reflection (R), diffraction (D), and transmission (T) on the simulated power delay profile. For this study, measurements are considered as the reference.

Concerning the influence of the environment description on the channel characterization, a small scale study and a large scale study can be realized. The first one analyzes the impact of an accurate description of some realistic walls on the characterization of SISO and MIMO channels. The second one addresses this issue by studying the influence of the description of indoor realistic environments.

In the first approach, the investigation focuses on the geometry, electrical, and periodicity of walls structures. It is shown that such structures consider adding constructive and destructive interference in the received signal, which can affect the quality of communications. Thus, for a MIMO channel, the statistical survey conducted in [36,37] allows to analyze the effect of these heterogeneous walls on the modeling of the channel at 900 MHz. A notable difference is shown on the received power distribution and on the channel capacity for heterogeneous walls and homogeneous walls, whatever the number of transmitter and receiver antennas.

In complex indoor environment, this type of small scale study is almost impossible or very time-intensive. So, the main objective of the second approach is to evaluate the degradation of the simulations accuracy according to the electrical and geometrical description of the environments [35-37]. Two indoor environments have been considered (Fig. 7) and four levels of description are defined.

Level (A) is the simplest and consists of two rectangular parallelepipeds with concrete walls, including transmitting and receiving antennas. Level (B) considers the previous volume of level (A) with geometric descriptions consistent with the architectural plan (taking account of doors, windows, etc.) and electrical properties of the elements taken similar to the concrete ones. Level (C) takes into account all the rooms lying within or not the transmission area. These are geometrically well described but their electrical properties are similar to those of the concrete. Finally, level (D) corresponds to the highest detailed description of both geometry and electrical.

The impact of the environment description accuracy on the channel characterization has been shown on the capacity gain. This gain results from the normalization of the average capacities relative to the SISO transmissions. Moreover, these equivalent SISO capacities are obtained for the highest level of description (level D). The antennas spacing and number have been considered (without mutual coupling between antennas) to define several MIMO configurations. It is observed in Fig. 8 that a low level of description (A) introduces significant errors in the simulations. However, it is not necessary to consider a high level. The level (B) constitutes a trade-off between the computation time and the accuracy of the channel characterization. In this study, the authors also analyze the impact of polarization diversity on the performance of the channel.
5.2. Propagation channel for link level simulations

The previous simulator is dedicated to radio channel prediction. In link level simulations, more general models are required such as tapped delay line models or stochastic channel models. The challenge is to simulate, as fast as possible, any kind of model with any kind of antenna array configuration. To reach that aim, a versatile and efficient channel simulation software was developed. More details about this tool called MASCARAA are available in [38].

- The ray concept

The most generic approach to represent a MIMO propagation channel is to use the double directional radio channel concept introduced in [27]. The principle consists of representing the channel by a set of rays. The electromagnetic properties of a ray make it possible to determine the received field as a function of the transmitted field. By assuming the plane wave propagation hypothesis, the transmitted or received field is always perpendicular to the propagation direction. Thus, it is more convenient to express this field in the spherical base. Any type of polarization can be expressed with only $E_{\theta}$ and $E_{\varphi}$ components. As the propagation channel causes different complex attenuation on $E_{\theta}$ and $E_{\varphi}$ components, the received field at a specific frequency can be expressed by the matrix given by Eq. (5):

$$
\begin{bmatrix}
E_{\theta}^R \\
E_{\varphi}^R
\end{bmatrix} =
A
\begin{bmatrix}
E_{\theta}^T \\
E_{\varphi}^T
\end{bmatrix} =
\begin{bmatrix}
a_{\theta\theta} & a_{\theta\varphi} \\
a_{\varphi\theta} & a_{\varphi\varphi}
\end{bmatrix}
\begin{bmatrix}
E_{\theta}^T \\
E_{\varphi}^T
\end{bmatrix}

\quad (5)
$$

where $a_{\theta\theta}$, $a_{\theta\varphi}$, $a_{\varphi\theta}$ and $a_{\varphi\varphi}$ are four complex gain values that characterize the electromagnetic properties of the ray.

To simplify the computation of the channel impulse response, the antenna gain and the ray gain are assumed to be constant over the whole simulation bandwidth. According to this common hypothesis, the channel impulse response for a SISO configuration is given by Eq. (6):

$$
h(t) = \sum_{k=1}^{N_{\text{ray}}} \left( G_{\theta}^{\text{Mob}}(k) \quad G_{\varphi}^{\text{Mob}}(k) \right) A(k) \begin{bmatrix}
G_{\theta}^{\text{BS}}(k) \\
G_{\varphi}^{\text{BS}}(k)
\end{bmatrix} \delta(t - \tau_k) \quad (6)
$$

where $N_{\text{ray}}$ is the ray number, $G_{\theta}^{\text{Mob}}(k)$ and $G_{\varphi}^{\text{Mob}}(k)$ are respectively the $E_{\theta}$ and $E_{\varphi}$ components of the MS antenna gain in the direction of the $k^{th}$ ray, $G_{\theta}^{\text{BS}}(k)$ and $G_{\varphi}^{\text{BS}}(k)$ are respectively the $E_{\theta}$ and $E_{\varphi}$ components of the BS antenna...
gain in the direction of the $k^{th}$ ray. For usual wireless communication systems, the distance between antennas is much smaller than the distance between transmission devices and scatterers. A reasonable approximation is to consider that every SISO channel of a MIMO link has the same physical properties [39]. Eq. (6) can be easily extended to MIMO channels taking into account other antenna characteristics.

The above equations were dedicated for the static propagation channels. Channel variability can be obtained by generating a set of rays for each mobile location. This solution would obviously be very time-intensive. Considering the WSSUS hypothesis, the most efficient solution considers that ray characteristics remain unchanged, except for the phase, which is updated according to the mobile location. This solution is very similar to that adopted for the extension of SISO models to MIMO applications. The different locations of the mobile can be viewed as a virtual array.

Many propagation channel models for link level simulations are available: tapped delay line, ray tracing/launching, scattering or geometrical models... The basic idea of our approach is to represent a channel model by a set of rays. For instance, a tapped delay line model profile is described by a limited number of paths. Each path can be split into a sub-group of rays with a delay equal to the path delay. The cumulative power of sub-rays coming from the same path is equal to the path power. The common Doppler spectra are the Rayleigh spectrum (also designed by “classic”), the flat spectrum and the Rice spectrum [40,41]. A “classic” Doppler spectrum corresponds to a sub-group of rays with equal power and uniformly distributed on a horizontal plane (Clarke’s model). The method implemented to calculate the DOAs at MS from a Doppler spectrum is based on conclusions of previous studies [42-45].

\[
\text{Optimization}
\]

Many trigonometric functions are used to compute the gains of each ray. Trigonometric operations are time-consuming functions. It is therefore time-saving to replace these functions by look-up tables that contain pre-computed values of cosine and sine functions. Another refinement is to use only integer type for phase representation. This speeds up computation and provides a direct index in the look-up table. These different refinements divided by 3 the computation time of the channel impulse response.

To perform the convolution, the channel impulse response has to be discrete-time form. The main problem of the continuous-to-discrete conversion is due to the fact that the ray delays are not multiples of the sampling period $T_s$. A well-known method to sample the impulse response consists in approximating the ray delay to the nearest multiple of $T_s$ [46]. Although this mapping method is very simple, it significantly modifies the space-time characteristics of the original channel and consequently the system performance. To reconstruct and sample the channel impulse response accurately, Eq. (7) is used:

\[
h(n) = \sum_{k=1}^{N_{\text{rays}}} a'(k) g(nT_s - \tau(k))
\]

where $g$ is the shaping filter, with a unitary frequency response in the useful bandwidth and $a'(k)$ is the gain of the $k^{th}$ ray. To avoid time-intensive computation of $g$, the $g$ function is oversampled and stored in a look-up table. Then, the discrete channel is convolved with a continuous input signal. The convolution is computed with the Over-and-Add method (OA method) [47,48], which is more efficient than other methods, such as direct and tap methods.

\[
\text{Library overview}
\]

This channel simulator is written in C Ansi, which is easily portable on various Operating Systems or simulation platforms. The library is licensed under the GNU General Public License. It was developed in the framework of different national projects related to hardware channel simulation and MIMO transmission systems. An overview of the different modules of the library is presented in Fig. 9.
To conclude, this library provides a versatile and efficient propagation channel simulator mainly dedicated to MIMO link-level simulations. The major characteristics of this library are recapped here:

- compliant with most propagation models (tapped models with arbitrary delays, scattering model, ray tracing, etc.)
- compliant with applicable standards (GSM, UMTS, WiFi, etc.)
- supports arbitrary geometry of antenna array (linear, circular, planar, etc.) with arbitrary polarization
- allows dynamic simulation
- optimization of time processing
- available on Windows, Linux, Unix

6. Applications of MIMO technology

The statistical analysis permits us to extract the second-order parameters of the propagation channel and to provide important characteristics for the system design, such as the coherence bandwidth, and the coherence distances at the transmission and reception sites. These various coherence parameters have a profound implication in the design of MIMO communication systems. In particular, antenna element numbers and inter-element spacing can be deduced from coherence distance. One can note that antenna spacing, within the transmitting and receiving arrays, must be larger than the local coherence distance to get sufficient transmit and receive decorrelation. Likewise, the transmit bandwidth must be larger than the channel coherence bandwidth to benefit from frequency diversity.

For example, a measurement campaign was carried at 2.2 GHz (UMTS band) in a dense urban environment. The measurement results show that for a UMTS system with a 5 MHz bandwidth, the channel offers little frequency paths diversity (less than 10% of the cases) [49]. Moreover, space diversity is obtained at the Rx base station by separating the antennas at distances close to $11\lambda$ (1.5 m at 2.2 GHz). Also, the diversity at the Tx mobile position has been evaluated by spacing out the antennas at the distance $0.36\lambda$ (4.9 cm at 2.2 GHz). It is therefore quite reasonable to consider the integration of spatial diversity at the mobile terminal.

7. Conclusion

In this article, we reviewed various aspects concerning the characterization and modeling of the MIMO propagation channel. Both deterministic and stochastic models have been presented. Concerning the channel characterization, the adopted method, based on double directional channel measurements, allows to resolve the channel parameters and to remove the antenna characteristics from the results.

Considering different practical situations, the extracted second-order statistical parameters of the propagation channel at 2.2 GHz (UMTS) are used to highlight the connection between propagation and communication system in the space and time domains. Measurement results obtained at 3.5 GHz (WiMAX), for an outdoor-to-indoor scenario, show that the spread in this type of environment, in NLOS configuration, marked privileged paths of propagation through the radio openings (windows and doors). Other measurement campaigns are planned to characterize the MIMO channel by taking into account the wave polarization. A ray tracing simulation of the MIMO radio channel was presented. It shows that the description of the environments is crucial. Then, a time-efficient implementation of MIMO models, required for link level simulation, was also described. A large number of measurements and simulations will be required to obtain statistical results leading to realistic MIMO channel models for different environments.
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