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A self-reconfigurable and fault-tolerant induction motor control architecture for hybrid electric vehicles

M. Hilairet, D. Diallo and M.E.H. Benbouzid

Abstract—This paper describes an adaptive control system for an induction motor drive that propels a Hybrid Electrical Vehicle (HEV). It has been designed to comply with the major requirements of HEVs electric propulsion. The fault tolerant controller is based on a Field Oriented Control with 4 IP regulators, a speed sensor and two observers (Extended Kalman Filter (EKF) and an Adaptive Observer (AO)) to guarantee the best dynamic performances required by the application and also to improve the reliability in the event of sensor loss or sensor recovery. The tuning of the observers is based on extensive simulations, experimental results and optimization procedure within an open-loop type approach. The fault tolerant controller reorganization is based on a control decision block implemented with a Maximum Likelihood voting algorithm. The results of the control system show the effectiveness of the approach. Indeed experimental results of the EKF used in closed loop confirm the validity of the sensorless controller and the fault tolerant controller simulation results in the event of speed sensor loss and recovery are very promising even in case of stator resistance variation.

Index Terms—Fault tolerant, induction motor drive, hybrid electric vehicle, observers.

I. INTRODUCTION

Cage induction motors are widely accepted as the most potential candidate for the electric propulsion of HEVs according to their reliability, ruggedness, low maintenance, low cost, and ability to operate in hostile environments. They are particularly well suited for the rigors of industrial and traction drive environments. Today, induction motor drive is the most mature technology among various commutatorless motor drives. Moreover, the cage induction motor seems to be the candidate that better fulfils the major requirements of automotive electric traction [1].

Several failures afflict electrical motor drives [1] and so far, redundant or conservative design has been used in every application where continuity of operations is a key feature. This is the case of home and civil appliances, such as, for example, air conditioning/heat pumps, engine cooling fans, and electric vehicles. This is especially important in high impact automotive applications, such as EV and HEV, where even limp-back operation is preferred over no operation.

Fault-tolerance has become an increasingly interesting topic in the last decade where the automation has become more complex. A trend towards more autonomous control systems also drives the interest for fault-tolerance. In mass produced industrial systems the unit cost is a paramount issue. Hence cheap fault-tolerant control has become an important industrial research area. The objective is to give solutions that provide fault-tolerance to the most frequent faults and thereby reduce the costs of handling the faults. The fault tolerant controller also increases the reliability of the process.

The study reported in this paper is concerned with the problem of developing an induction motor drive with tolerance to the speed sensor failure. This paper describes an active fault-tolerant control system for a high performance induction motor drive that propels an Electrical Vehicle (EV) or a Hybrid one (HEV). The proposed system adaptively reorganizes itself in the event of sensor loss or sensor recovery to sustain the best control performance given the complement of remaining sensors. The control reorganization is managed by a voting algorithm system that assures smooth transition from the nominal controller to the sensorless one and back to the encoder-based controller. Simulations tests using collected experimental data, in term of speed and torque responses, have been carried out on a 1.2kW induction motor to evaluate the consistency and the performance of the proposed fault-tolerant control approach.

In the next paragraph, the encoder-based nominal controller is briefly described and the sensorless controller using an Extended Kalman Filter (EKF) and an Adaptive Observer (AO) is presented within the fault-tolerant strategy. In the third part, the tuning and the validation of the observers based on the experimental benchmark data are introduced. In the fourth part the voting algorithm reliability coefficients computation is presented and the fault-tolerant controller tests are performed to show the validity of the approach.

II. CONTROL PHILOSOPHY

A. Nominal controller

The proposed control system has been designed to comply with the major requirements of HEVs electric propulsion: High torque at low speeds for starting and
climbing, as well as high power at high speed for cruising; Very wide speed range including constant-torque and constant-power regions; Fast torque response; High efficiency over wide speed and torque ranges (Fig. 1). Indeed, the control system adaptively reorganizes itself according to the HEV tractive effort. The control system reorganization is based either on the accommodation of the actual control technique [2] or on the choice of a new one more adapted to the electric propulsion operation conditions [3], [4].
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Fig. 1. HEV typical characteristics.

Depending upon the application and availability of sensors, and the desired performance of the system, there are many hybrid schemes that could be combined for fault-tolerant purposes. To satisfy the stringent requirements placed on high performance EV or HEV, induction motor vector control is a good candidate which has already proved its efficiency with a quick and precise torque for example. Therefore a nominal encoder-based controller using Indirect Field Orientation is used as the main controller. To maintain a good level of performance in vector control a speed estimator is mandatory to evaluate accurately the rotating reference frame position. The speed estimation is abundantly treated in the literature using advanced signal processing technique and linear or non linear automatic control theories. The first ones suffer from weak speed tracking error during transient and is prone to instability [5]. Among the second ones some methods are widely used like the extended Luenberger observers [6], [7], the Extended Kalman Filter (EKF) [7]–[10] or Adaptive Observers (AO) [11]–[17]. In this application the EKF and the AO are used for the sensorless controller. The self-reconfigurable and fault-tolerant controller comprises the nominal controller and the control decision block based on a voting algorithm for the choice of the fallback strategy.

**B. Speed sensorless control**

1) Motor model: The usual model of an induction motor is described by a fourth order state space model, with the stator voltages as inputs, the stator currents as outputs, and the components of stator current and rotor flux as internal states. In the \((\alpha, \beta)\) stator reference frame, this state space model is:

\[
\begin{align*}
\frac{d}{dt} X(t) &= A_c(\omega_m) X(t) + B_c U(t) \\
Y(t) &= C X(t)
\end{align*}
\]

\[
U = \begin{bmatrix} V_{\alpha s} & V_{\beta s} \end{bmatrix}^T, \quad Y = \begin{bmatrix} i_{\alpha s} & i_{\beta s} \end{bmatrix}^T
\]

\[
X = \begin{bmatrix} i_{\alpha s} & i_{\beta s} & \Phi_{R\alpha} & \Phi_{R\beta} \end{bmatrix}^T
\]

\[
B_c = \begin{bmatrix} a & 0 & 0 & 0 \\
0 & a & 0 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 0 & 1 & 0 & 0 \end{bmatrix}
\]

\[
A_c(\omega_m) = \begin{bmatrix}
\alpha & 0 & \beta & c\omega_m \\
0 & \alpha & -c\omega_m & \beta \\
\gamma & 0 & \delta & -\omega_m \\
0 & \gamma & \omega_m & \delta
\end{bmatrix}
\]

\[
\alpha = -(a R_s + c M_{sr}/T_r), \quad \beta = c/T_r \\
\gamma = M_{sr}/T_r, \quad \delta = -1/T_r \\
a = 1/(\sigma L_s), \quad c = (1 - \sigma)/(\sigma M_{sr}) \\
\sigma = 1 - M_{sr}^2/(L_s L_r), \quad T_r = L_r R_c/2
\]

where \(\omega_m = p\Omega, \Omega\) is the rotor velocity and \(2p\) is the number of poles. The induction machine parameters are given in the appendix.

2) Discrete-time modeling: For the implementation of a flux estimator on a microcontroller, a discrete-time state space model is required. Provided that the input vector \(U\) is nearly constant during a sampling period \(T_s\) (\(T_s = 125 \mu s\)), the previous continuous-time model leads to the following discrete-time state space model [18]:

\[
\begin{align*}
X[k+1] &= A(\omega_m) X[k] + B U[k] \\
Y[k] &= C X[k]
\end{align*}
\]

The evaluation of \(A(\omega_m) = e^{A c T_s}\) can be performed by means of Sylvester’s theorem because the matrix \(A_c\) has two distinct complex eigenvalues. Mathematically, this leads to an exact discrete-time modeling of the induction motor, but parameter uncertainties (due to thermal variation and saturation) cause state space errors which are more important than the discretization effect. This reduces the interest of the exact computation [19].

Therefore, a second order series expansion of the matrix exponential is used:

\[
e^{A c T_s} \approx A = I + A c T_s + (A c T_s)^2/2
\]

\[
A^{-1}(e^{A c T_s} - I) B_c \approx B = T_s (I + (A c T_s)/2) B_c
\]

This leads to:

\[
A(\omega_m) \approx \begin{bmatrix}
a_{11} & b_{11} & a_{12} & b_{12} \\
b_{21} & a_{11} & -b_{12} & a_{12} \\
a_{21} & b_{21} & a_{22} & b_{22} \\
b_{21} & a_{21} & -b_{22} & a_{22}
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
a_1 & 0 & a_2 & 0 \\
0 & a_1 & 0 & a_2
\end{bmatrix}
\]

with

\[
\begin{align*}
a_{11} &= 1 + a T_s + (a^2 + \beta \gamma) T_s^2/2 \\
a_{12} &= \beta T_s (1 + (a + \delta) T_s/2) + c\omega_m T_s^2/2 \\
a_{21} &= \gamma T_s (1 + (a + \delta) T_s/2) \\
a_{22} &= 1 + \delta T_s + (\delta^2 + \beta \gamma) T_s^2/2 - c^2 T_s^2/2 \\
b_{11} &= c \gamma \omega_m T_s^2/2 - c b_{21} \\
b_{12} &= (c T_s (1 + (a + \delta) T_s/2) - \beta T_s^2/2) \omega_m \\
b_{21} &= -\gamma \omega_m T_s^2/2 \\
b_{22} &= -(T_s + c \gamma - 2 \delta) T_s^2/2) \omega_m \\
a_1 &= a T_s (1 + a T_s/2), \quad a_2 = a \gamma T_s^2/2
\end{align*}
\]
TABLE I

CONVENTIONAL EXTENDED KALMAN FILTER EQUATIONS

<table>
<thead>
<tr>
<th>State and parameters prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X[k+1</td>
</tr>
<tr>
<td>$\Theta[k+1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A priori covariance matrix computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P[k+1</td>
</tr>
<tr>
<td>$F[k] = \begin{bmatrix} A[k] &amp; 0 \ \Phi B[k] X[k</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Kalman gain computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K[k+1] = P[k+1</td>
</tr>
<tr>
<td>$H = \begin{bmatrix} C &amp; 0 \end{bmatrix}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State and parameters correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X[k+1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A posteriori covariance matrix computation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P[k+1</td>
</tr>
</tbody>
</table>

3) Extended Kalman filter: The conventional equations of the EKF [20] are summarized in Table I. If the rotor velocity is assumed nearly constant between two time samples, $\Theta[k] = \omega_m[k] \approx \omega_m[k-1]$, the matrices $F[k]$ and $H$ are:

$$F[k] = \begin{bmatrix} a_{11} & b_{11} & a_{12} & b_{12} & f_1 \\ -b_{11} & a_{11} & -b_{12} & a_{12} & f_2 \\ b_{21} & a_{21} & b_{22} & a_{22} & f_3 \\ -b_{21} & a_{21} & -b_{22} & a_{22} & f_4 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{bmatrix}$$

with $f_1 = 0.5 c \gamma T_s^2 i_{s\alpha}[k] + c T_s^2 \omega_m[k] \Phi_{ra}[k] \Phi_{rb}[k] + (c T_s (1 + (\alpha + \delta) T_s / 2) \beta T_s / 2) \Phi_{rb}[k] \Phi_{rb}[k]$

$f_2 = -0.5 c \gamma T_s^2 i_{s\beta}[k] + c T_s^2 \omega_m[k] \Phi_{rb}[k] \Phi_{rb}[k] - (c T_s (1 + (\alpha + \delta) T_s / 2) \beta T_s / 2) \Phi_{ra}[k] \Phi_{ra}[k]$

$f_3 = -0.5 \gamma T_s^2 \omega_m[k] \Phi_{ra}[k] \Phi_{rb}[k] + (0.5 (c \gamma - 2 \delta) T_s^2 - T_s) \Phi_{rb}[k] \Phi_{rb}[k]$

$f_4 = 0.5 \gamma T_s^2 \omega_m[k] \Phi_{ra}[k] \Phi_{ra}[k] - (0.5 (c \gamma - 2 \delta) T_s^2 - T_s) \Phi_{ra}[k] \Phi_{ra}[k]$

Obviously, this extended Kalman filter has a heavier computational cost with a rough implementation. The use of a two-stage extended Kalman filter reduces the computation time by 25% by reducing the number of operations [21].

The main parameters of a Kalman filter are the covariance matrices Q and R, which are bound respectively to the state and measurement noises. The Kalman gain is insensitive to both Q and R multiplication by a scalar. Moreover, the components on the $\alpha$ and $\beta$ axes can be considered as statistically orthogonal and as there is no reason to consider differently the elements of the two pairs $(i_{s\alpha}, i_{s\beta})$ and $(\Phi_{ra}, \Phi_{rb})$, we restrict ourselves to only three degrees of freedom:

$R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, $Q = \begin{bmatrix} \alpha_1 & 0 & 0 & 0 \\ 0 & \alpha_1 & 0 & 0 \\ 0 & 0 & \alpha_2 & 0 \\ 0 & 0 & 0 & \alpha_3 \end{bmatrix}$

The tuning parameters are juggled by an optimisation procedure described in the next section, so as to save development time.

4) Adaptive observer: This speed observer is based on the Lyapunov theory and is well described in [11], [12]. The design of this observer is composed of two successive steps:

- The first one consists in the design of a full order flux observer as a Luenberger or stochastic one. At this step, the rotor speed is supposed to be known. We opt for a sub-optimal Kalman filter which is equivalent to a Luenberger observer.
- The second step consists in the design of the speed estimator composed of a PI controller. The output of the adaptive mechanism is the rotor speed which is used at the next sample time in the flux observer. Figure (2) represents the adaptive observer structure.

Fig. 2. Adaptive Observer diagram

The flux observer is based on the discrete state space model described in equation (II-B.2). The sub-optimal Kalman filter uses the matrix gain $K[k+\infty]$ defined as $\lim_{k \to \infty} K[k]$ to reduce the number of operations. The Kalman gains represented in Fig. (3) depend only on the mechanical speed:

$K' = \begin{bmatrix} K_{11} & 0 & K_{13} & K_{14} \\ 0 & K_{11} & -K_{14} & K_{13} \end{bmatrix}$

The symmetries, anti-symmetries and zeros present in these structures reduce the computational cost of the Kalman filter, since they reduce the number of distinct values [22], which can be computed by the following rational function:

$K_{ij}(\omega_m) = \sum_{k=0}^{N} b_{k,ij} \omega_m^k / 1 + \sum_{k=1}^{M} a_{k,ij} \omega_m^k$

where $N$ and $M$ are two integers different for each gain.

The speed estimator is based on the Lyapunov function $V = e^T e + \omega_m^2 / \lambda$ with $\lambda > 0$ and $e^T = [i_{s\alpha} - \hat{i}_{s\alpha}, i_{s\beta} - \hat{i}_{s\beta}, 0, 0]$ (we suppose that $\phi_{ra} = \hat{\phi}_{ra}$ and $\phi_{rb} = \hat{\phi}_{rb}$), which yields the speed estimator:

$d \omega_m / dt = K (e_{s\alpha} \dot{\phi}_{rb} - e_{s\beta} \dot{\phi}_{ra})$
where $K_i$ is strictly positif. To improve the speed estimation during transient, a proportional term $K_p$ is added:

$$\dot{\hat{\omega}}_m[k] = K_p \left( e_{is\alpha} \hat{\Phi}_{r\beta} - e_{is\beta} \hat{\Phi}_{r\alpha} \right) + K_i \int_0^{kT_s} (e_{is\alpha} \dot{\Phi}_{r\beta} - e_{is\beta} \dot{\Phi}_{r\alpha}) dt$$

As the EKF, the tuning parameters are set by the optimisation procedure.

To increase the reliability of the control strategy, the control decision block must be able to give to the controller the most accurate information on the mechanical speed. To achieve this goal a comparison is made between the output of the sensor and those of the observers and a voting algorithm decides on line which information will be introduced in the controller. The strategy is described in the following diagram 4.

Fig. 4. Fault tolerant controller structure.

III. OBSERVER TUNING

A. Experimental system

Experimental tests have been carried out using the three-phase 1.2 kW induction motor with the parameters given in Table II. The proposed controller and observers are implemented on a dSPACE DS1104 platform using a sampling time of 125µs. The control voltages applied to the stator are obtained from a three-phase PWM inverter fed by a 300V DC source. The controller is a classical Field Oriented Control composed of four IP regulators (two current regulators in the (d,q) reference frame, one flux regulator and one speed regulator).

Fig. 3. Kalman filter gains as function of the rotor speed.

To find relevant values of the parameters $\alpha_1$, $\alpha_2$ and $\alpha_3$ for the EKF and $K_p$, $K_i$ for the adaptive observer, we have minimized the square mean error of the mechanical speed under some given experimental conditions shown in figure 5. The data are collected from a simulated AC motor whose speed controller uses the real values of the rotor flux. The EKF and adaptive observer are not included in the closed loop. This minimization process finds the values of the freedom degree which yields the best estimated speed in a nominal case (no parameter variation). This approach provides less computational time compared to an optimization procedure where the observers are included in the closed loop.

The optimal parameters for this test bench are:

- EKF: $\alpha_1 = 9.83 \times 10^{-4}$, $\alpha_2 = 9.32 \times 10^{-12}$, $\alpha_3 = 1.20 \times 10^1$
- AO: $K_p = 0.404$, $K_i = 179.8$

Fig. 5 shows an experimental result where the EKF is now included in the speed regulation loop. No instability phenomena are observed during experimental tests with the sensorless speed control. This proves the validity of the open loop parameters tuning approach.

The next step is to determine for each observer the reliability coefficients required by the voting algorithm of the fault tolerant controller described in the next section. Therefore, extensive simulations and off-line experimental tests have been carried out and the 2 observers are compared in function of:

- speed level,
- robustness to stator resistance variation.

Fig. (6) represents a typical open-loop simulation because the estimated speed and flux are not included in the controller. In conclusion of these extensive simulations, we can notice that:

- the EKF has better performances on the whole speed range compared to the AO,
- the AO is less sensitive to stator resistance variation at high speed.

IV. FAULT TOLERANT CONTROLLER

The control decision block relies on an approval voting algorithm type in which the emerging output has the highest approval. The weighted averaged voters [23] suffers
from a lack of accuracy because in normal operating conditions, i.e. without a fault sensor, the emerging output is a combination of the three inputs. The other method which is used here is the Maximum Likelihood voting algorithm [24] in which a probability for each input is computed based on reliability coefficients. The computation of the probability coefficients is slightly modified to introduce a threshold and in normal operating conditions to choose the speed sensor as the emerging output.

$$\Delta_k(i) = \begin{cases} f_k & \text{if } |x_i - x_k| \leq D_{max_{ik}} \\ \frac{1 - f_k}{N-1} & \text{else} \end{cases}$$

After simulations and off-line experimental simulations, the threshold $D_{max_{ik}}$ is set to 20 rpm at zero speed and to 10 rpm at the nominal speed. The reliability coefficients determined over the whole speed range for each observer based on the experimental measurements are:

- for EKF : the reliability coefficient is set to 0.95 on the whole speed range.
- AO : the reliability coefficient change from 0.90 at zero speed to 0.95 at the nominal speed. Therefore the two observers are complementary.
- Speed sensor : the reliability coefficient is constant (0.99) on the entire speed range.

To evaluate the fault tolerant controller, a speed sensor failure and recovery is introduced between 1 and 1.5s and also between 2 and 3s for two different operating points, 500 and 1000 rpm. The speed estimation error is evaluated as the difference between the real speed (non erroneous measured speed) and the emerging output of the voting algorithm. Fig. 7, 8 and 9 show the response of the fault tolerant controller where the voting algorithm output is used in the FOC. At low and medium speed, the EKF output is selected in the case of failure. At high speed, it is the AO output which is engaged to maintain the level of performance. As it is stated in paragraph 3, the AO seems to be less sensitive to the stator resistance variation.
compared to the EKF. Fig. 9 confirms the robustness of the AO output. The transition between the sensor output and the observers’ is smooth, the level of performance is maintained and the system is also robust to stator resistance variation.

V. CONCLUSION

In this paper we have described a fault tolerant controller for an induction motor drive well suited in sensitive applications such as Electric Vehicle (EV) or Hybrid Electrical Vehicle (HEV). The controller is based on a Fiel Oriented Control with 4 IP regulators and a speed sensor to guarantee the best dynamic performances required by the electric propulsion operating conditions. A Maximum Likelihood voting algorithm is used to determine the emerging output among the sensor and the observers. The voting algorithm principle relies upon reliability coefficients setting. Extensive study allows to set those coefficients on the entire speed range and a complementarity is found between the two observers. The results of the control system show the effectiveness of the approach. The transition between the sensor output and the observers’ is smooth, the level of performance is maintained and the system is also robust to stator resistance variation.
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| TABLE II |
| INDUCTION MACHINE PARAMETERS |

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Flux</td>
<td>Φm = 1.07 Wb</td>
</tr>
<tr>
<td>Rated Power</td>
<td>Pm = 1.2 kW</td>
</tr>
<tr>
<td>Rated Torque</td>
<td>Cm = 7 Nm</td>
</tr>
<tr>
<td>Rated Speed</td>
<td>N = 146.6 rad/s</td>
</tr>
<tr>
<td>Rated Voltage</td>
<td>Vm = 200 V</td>
</tr>
<tr>
<td>Rated Current</td>
<td>Iq = 4.5 A</td>
</tr>
<tr>
<td>Rotor resistance</td>
<td>Ra = 8 Ω</td>
</tr>
<tr>
<td>Stator resistance</td>
<td>Ra = 4 Ω</td>
</tr>
<tr>
<td>Stator inductance</td>
<td>Lq = 0.47 mH</td>
</tr>
<tr>
<td>Number of poles</td>
<td>2p = 4</td>
</tr>
<tr>
<td>Inertia</td>
<td>J = 0.06 Kg m²</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>f = 0.04 Nm/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of poles</td>
<td>2p = 4</td>
</tr>
<tr>
<td>Inertia</td>
<td>J = 0.06 Kg m²</td>
</tr>
<tr>
<td>Friction coefficient</td>
<td>f = 0.04 Nm/s</td>
</tr>
</tbody>
</table>