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Abstract: In many industrial branches, the enterprises have nearly the same technical level and the differences in their success rates are mainly due to how they satisfy users’ needs. A close look at the manufacturing system level shows that the problem is not only to identify those needs, which are mostly qualitative and inconsistent, but to have the capacity and tools to assess this type of qualitative data and deal with its inconsistency. As regards qualitative data, many authors have worked on this problem using fuzzy set tools. However, reviewing the literature contents shows that only a few papers have concentrated their efforts on the inconsistency. In this paper, we propose a contribution consisting in a distance-based method which tries to preserve and transform the inconsistency by introducing a cover index.
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1 Overview

Manufacturing systems require knowledge of and a good definition of their objectives to be able to achieve them. In a recent research work (Seklouli and Gien, 2001), we proposed an approach to define such objectives. To rank these objectives according to their importance, the Fuzzy Pairwise Comparison (FPC) method (Barzilai, 1997) has been widely used and has been applied to many practical decision-making methodologies. In spite of its popularity, the method is often criticised for its inability to adequately handle the inconsistency associated with said importance.

Crisp pairwise comparison assumes that the decision-maker can compare any two objectives \( o_i \) and \( o_j \) at the same level of the hierarchy and provides a numerical value \( c_{ij} \) for the ratio of their importance. If objective \( o_i \) is preferred to objective \( o_j \), then ratio \( c_{ij} > 1 \). Correspondingly, the reciprocal property \( c_{ji} = 1/c_{ij} \), \( c_{ij} > 0 \), for \( j = 1,2, ..., n \), \( i = 1,2, ..., n \) always holds (Mikhailov, 2003). Each set of comparisons for a level with \( n \) objectives requires \( n(n-1)/2 \) judgements, which are further used to construct a positive reciprocal matrix of pairwise comparison \( C = \{c_{ij}\} \in \mathbb{R}^{n \times n} \). The priority vector \( w = (w_1, w_2, w_3, ..., w_n)^T \) may be obtained from the comparison matrix \( C \) by applying some prioritisation methods, e.g., the eigenvalue method, the logarithmic least square method, the weighted least square method and the goal programming method (Barzilai, 1997; Saaty, 1988).

However, in many cases the importance of the model constructed by an individual (as a decision-maker) is uncertain and it is relatively difficult for the crisp numerical values of the comparison ratio to be provided or be known. A natural way to cope with uncertain judgements is to express the comparison ratio as a fuzzy set or a fuzzy number, which incorporates the vagueness of human thinking. When comparing two objectives \( o_i \) and \( o_j \), the exact numerical ratio \( c_{ij} \) can be approximated by a fuzzy ratio ‘about \( c_{ij} \)’, which is represented by a fuzzy number. Thus, the fuzzy priority vector may be obtained from the fuzzy comparison matrix \( \tilde{C} = [\tilde{c}_{ij}] \), with \( \tilde{c}_{ij} = (\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \delta_{ij}) \).

In FPCs, the main problem is to compute the corresponding fuzzy priority vector. This problem has been discussed in the literature and a Fuzzy Analytic Hierarchical Process (FAHP) has been used by many authors. Laarhoven (1983) used a logarithmic regression to estimate the fuzzy priority vector and based his work on the results given in Lootsma (1982). In his model, he could have multiple estimates for each pairwise comparison and could handle the problem of missing data (no estimates for certain comparisons). However, in Gogus and Boucher (1997), it is shown that this method can produce fuzzy weights: the component of fuzzy priority vector \( \tilde{w} = (\tilde{w}_1, \tilde{w}_2, \tilde{w}_3, \tilde{w}_4)^T \), with \( \tilde{w}_3 < \tilde{w}_1 \). Other papers, such as Chen (1997), have changed a fuzzy comparison
matrix into a crisp matrix, used $\alpha$-cuts and convex combinations, and then computed the eigenvector (or priority vector) from the crisp matrix. However, they did not obtain the fuzzy priority vector, and in our opinion, these works are not related to FAHP since their results have no fuzzy weights. Some other works, such as Fedrizzi and Marques Pereina (1995), in the spirit of Saaty’s (1998) Lambda Max method, first discuss a way of finding $\hat{\lambda}_{\text{max}}$, where $\hat{\lambda}_{\text{max}}$ is the largest positive eigenvalue of a fuzzy, positive and reciprocal comparison matrix. The difficulties linked to such methods lie in computing fuzzy eigenvectors associated with $\hat{\lambda}_{\text{max}}$.

Recently, there have been only a few papers (Buckley et al., 2001; Csutora and Buckley, 2001, etc.) criticising the methods deployed to compute the fuzzy priority vector. The criticism concerns Saaty’s measure of consistency for a positive reciprocal matrix. They remedy this problem by first checking the consistency of the fuzzy comparison matrix, to ensure that a decision-maker’s judgement is neither random nor illogical. When consistency is proven, they move towards the computation of the fuzzy priority vector. Csutora and Buckley’s (2001) Lambda-Max method may be considered as one of the most widely used methods. It is the direct fuzzification of the $\lambda_{\text{max}}$ method, used by Saaty (1998) in the analytical hierarchical process. However, some difficulty remains in computing the fuzzy eigenvalues and their associated fuzzy eigenvectors. Moreover, contradictory data can be found as a result even if the consistency of the fuzzy comparison matrix is proven.

In this paper we focus on the inconsistency problem. To tackle it, the method proposed here tries to modify the information contained in the fuzzy comparison matrix $\hat{C}$ in order to approximate it, as closely as possible, to a resulting fuzzy comparison matrix $\hat{X}$. This comparison matrix $\hat{X}$ is obtained from the computed fuzzy priority vector $\hat{W} = \{\hat{v}_i\}$, where $\hat{v}_i$ is a rectangular fuzzy number. A general distance-based framework is developed and the Conjugate Gradient algorithm is used as an interesting optimisation tool.

In this paper, we first briefly present our notation. Next, we review the results obtained from the deployment of the Lambda-Max method and discuss their reliability. Within this setting, a new fuzzy method for dealing with inconsistency is developed. To test our method, we compare the results to those obtained from the Lambda-Max method in Csutora and Buckley (2001). The last section presents the conclusions.

We place a tilde over a letter to denote a fuzzy set or fuzzy number. All our fuzzy sets will be subsets of real numbers. So $\tilde{a}, \tilde{b}, \ldots$ are all fuzzy subsets of $\mathbb{R}$. If $\tilde{a}$ is a fuzzy set, then $\tilde{a}(x)$ is the value of the membership function at $x \in \mathbb{R}$.

An $\alpha$-cut of $\tilde{a}$, written as $\tilde{a}^\alpha$, is defined as $\{x / \tilde{a}(x) \geq \alpha \text{ for } 0 < \alpha \leq 1\}$.

Figure 1  Fuzzy set

So $\tilde{A}, \tilde{B}, \tilde{C}, \ldots$ denote fuzzy matrices, where $\tilde{a}_{ij}, \tilde{b}_{ij}, \tilde{c}_{ij}, \ldots$ are their fuzzy components.
2 The limits of the Lambda-Max method

This section reviews the basic computations used in the Lambda-Max method to find the fuzzy priority vector. Many times, a decision-maker is asked to give a fuzzy ratio $\tilde{c}_{ij}$ for each pairwise comparison between two objectives ($O_i$ and $O_j$). Its value is represented by a fuzzy number, as shown in Figure 2. For example, when we state that objective $O_i$ is preferred to $O_j$, the ratio $\tilde{c}_{ij}$ is represented by $(0.40, 0.45, 0.55, 0.6)$.

Figure 2 A fuzzy scale

The ratio $\tilde{c}_{ij}$ indicates the strength with which $O_i$ dominates $O_j$. This step results in a fuzzy comparison matrix $\tilde{C} = [\tilde{c}_{ij}]$, for which we have to prove consistency.

The crisp matrix $C = [c_{ij}]$ is said to be ‘consistent’ when, for all $i$, $j$ and $k$,

$$c_{ik} \cdot c_{kj} = c_{ij}.$$

This means that, if the decision-maker states that $c_{ik} = 2/1$ for $O_i$ versus $O_k$ and gives $c_{kj} = 3/1$ for $O_k$ versus $O_j$, then to be logically consistent the decision-maker should state $6/1$ for $O_i$ versus $O_j$.

If the crisp matrix $C$ is consistent, then the maximum eigenvalue $\lambda_{\text{max}}$ is equal to its dimension $n$ ($\lambda_{\text{max}} = n$). A measure of consistency is thus built around ($\lambda_{\text{max}} - n)/(n-1)$.

To discuss total consistency, we can state that $C$ is only ‘reasonably consistent’ when $(\lambda_{\text{max}} - n)/(n-1) \leq 0,1$.

To talk about consistency in the case of a fuzzy, positive and reciprocal matrix $\tilde{C}$, we first need to define the fuzzy multiplication $\tilde{a} \otimes \tilde{b}$. Let $\tilde{a}$ and $\tilde{b}$ denote fuzzy numbers.

We define $\tilde{a} \otimes \tilde{b}$, a fuzzy set in $\mathbb{R}$, by defining its $\alpha$-cut, $(\tilde{a} \otimes \tilde{b})^\alpha$, as $(\tilde{a} \otimes \tilde{b})^\alpha = a^\alpha \otimes b^\alpha$. The symbol $\otimes$ is the fuzzy multiplication operator (Klir and Yuan, 1995).

Since $\tilde{a} \otimes \tilde{b}$ is a closed interval for each $\alpha \in [0,1]$, and $\tilde{a}$ and $\tilde{b}$ are fuzzy numbers, $\tilde{a} \otimes \tilde{b}$ is also a fuzzy number.
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For example, we consider two triangular fuzzy numbers $\tilde{a}$ and $\tilde{b}$, defined as follows (the process is the same when we multiply two fuzzy rectangular numbers):

\[
\tilde{a}(x) = \begin{cases} 
0 & \text{for } x \leq -1 \text{ et } x > 3 \\
(x+1)/2 & \text{for } -1 \leq x < 1 \\
(3-x)/2 & \text{for } 1 \leq x < 3
\end{cases}
\]
\[
\tilde{b}(x) = \begin{cases} 
0 & \text{for } x < 1 \text{ et } x > 5 \\
(x-1)/2 & \text{for } 1 \leq x \leq 3 \\
(5-x)/2 & \text{for } 3 \leq x \leq 5
\end{cases}
\]

Figure 3 Two fuzzy triangular numbers

For all $\alpha \in [0,1]$, $a^\alpha = [a_1, a_2, b_1, b_2]$, then:

\[
a_1 = 2\alpha - 1 \quad b_1 = 2\alpha + 1 \\
a_2 = 3 - 2\alpha \quad b_2 = 5 - 2\alpha
\]

By substituting $a^\alpha$ and $b^\alpha$ in $(a \otimes b)^\alpha = [2\alpha - 1 \quad 3 - 2\alpha] \otimes [2\alpha + 1 \quad 5 - 2\alpha]$.

When we apply the interval multiplication, we obtain:

\[
(a \cdot b)^\alpha = \begin{cases} 
-4\alpha^2 + 12\alpha - 5, & \text{for } \alpha \in [0,0.5] \\
4\alpha^2 - 16\alpha + 15, & \text{for } \alpha \in [0.5,1]
\end{cases}
\]

By substitution, we obtain:

\[
(a \otimes b)(x) = \begin{cases} 
0 & \text{for } x < -5 \text{ et } x > 15 \\
3 - (4 - x)^{1/2} & \text{for } -5 \leq x < 0 \\
(1 + x)^{1/2} / 2 & \text{for } 0 \leq x < 3 \\
4 - (1 + x)^{1/2} / 2 & \text{for } 3 \leq x \leq 15
\end{cases}
\]

A fuzzy positive, reciprocal matrix $\tilde{C} = [\tilde{c}_{ij}]$ is defined as consistent when $\tilde{c}_{ik} \otimes \tilde{c}_{kj} \approx \tilde{c}_{ij}$.

For all $i, j, k$ the following theorem is proven (Buckley et al., 2001):
Theorem Let $\tilde{C} = [\tilde{c}_{ij}]$ be a fuzzy, positive, reciprocal matrix with $\tilde{c}_{ij} = (\alpha_{ij}, \beta_{ij}, \gamma_{ij}, \delta_{ij})$. Choose a crisp number $c_{ij} \in [\beta_{ij}, \gamma_{ij}]$ and form the crisp matrix $C_c = [c_{ij}]$. If $C_c$ is consistent, then the fuzzy matrix $\tilde{C}$ is consistent.

Figure 4 A fuzzy multiplication

As a general rule, for all $i, j, k$, if $c_{ik} \cdot c_{kj} \approx c_{ij}$ (is approximately equal), then $\tilde{C}$ is 'reasonably consistent'.

To compare the discussed methods, we apply them to mechanical production systems.

We have to rank a set of four objectives defined on the enterprise strategic level, to be translated into adapted specifications and efficient improvement actions on the operational level:

- $O_1$ – reduce production cost
- $O_2$ – reduce delivery delay
- $O_3$ – reduce stocks
- $O_4$ – harmonise shareholder demands.

The decision-maker is requested to compare objective $O_i$ to objective $O_j$. The matrix $\tilde{C} = [\tilde{c}_{ij}]_{4 \times 4}$ represented by matrix 1 displays the comparison ratios.

Matrix 1 The fuzzy comparison matrix

\[
\tilde{C} = [\tilde{c}_{ij}]_{4 \times 4} = \begin{bmatrix}
1.00 & 1.00 & 1.00 & 1.00 & 0.56 & 0.63 & 0.77 & 0.84 \\
1.19 & 1.30 & 1.59 & 1.79 & 1.00 & 1.00 & 1.00 & 1.00 \\
2.78 & 3.03 & 3.70 & 4.17 & 1.94 & 2.12 & 2.59 & 2.92 \\
0.93 & 1.01 & 1.23 & 1.39 & 0.65 & 0.71 & 0.86 & 0.97
\end{bmatrix}
\]

\[
\begin{bmatrix}
0.24 & 0.27 & 0.33 & 0.36 & 0.72 & 0.81 & 0.99 & 1.08 \\
0.34 & 0.39 & 0.47 & 0.51 & 1.03 & 1.16 & 1.41 & 1.54 \\
1.00 & 1.00 & 1.00 & 1.00 & 0.80 & 0.90 & 1.10 & 1.20 \\
0.83 & 0.91 & 1.11 & 1.25 & 1.00 & 1.00 & 1.00 & 1.00
\end{bmatrix}
\]
According to Csutora and Buckley (2001) and Buckley et al. (2001), the consistency of $\tilde{C}$ is equivalent to the consistency of its deduced crisp matrix $C_c$. For example:

$$\tilde{c}_{12} = (0.56, 0.63, 0.77, 0.84), \quad c_{12} = \frac{0.63 + 0.77}{2} = 0.7.$$

In this way, we deduce the crisp matrix $C_c$:

$$C_c = \begin{bmatrix}
1.00 & 0.70 & 0.30 & 0.90 \\
1.44 & 1.00 & 0.43 & 1.29 \\
3.37 & 2.36 & 1.00 & 1.00 \\
1.12 & 0.79 & 1.01 & 1.00 \\
\end{bmatrix}$$

For all $c_{ij} \in C_c$, $\frac{\lambda_{\text{max}} - n}{n - 1} = \frac{4.077 - 4}{4 - 1} = 0.026 < 0.1$.

The crisp matrix $C_c$ is consistent. It implies the consistency of the fuzzy matrix $\tilde{C}$. Once consistency is proven, the second step in the Lambda-Max method is to calculate the fuzzy priority vector $\tilde{W}$ for $i = 1$ to $4$. Each fuzzy number $\tilde{w}_i$ is obtained by computing its $\alpha$-cuts for $\alpha \in \{0, 0.25, 0.5, 0.75, 1\}$.

**Matrix 2**  
**The fuzzy priority vector**

$$\tilde{W} = \begin{bmatrix}
\tilde{w}_1 \\
\tilde{w}_2 \\
\tilde{w}_3 \\
\tilde{w}_4 \\
\end{bmatrix} = \begin{bmatrix}
0.148 & 0.152 & 0.152 & 0.155 \\
0.214 & 0.217 & 0.220 & 0.224 \\
0.393 & 0.396 & 0.408 & 0.411 \\
0.234 & 0.234 & 0.245 & 0.245 \\
\end{bmatrix}$$

To check the convergence of this result, we compare the matrix $\tilde{C}$ to the matrix

$$\hat{X} = \begin{bmatrix}
\hat{x}_{ij} \\
\end{bmatrix}_{4 \times 4}$$

where the fuzzy ratio $\hat{x}_{ij} = \tilde{w}_i / \tilde{w}_j$ for $i, j \in \{1, 2, 3, 4\}$ and ‘/’ is the division operator (Klir and Yuan, 1995).

$$\hat{X} = \begin{bmatrix}
0.96 & 1.00 & 1.00 & 1.05 \\
1.38 & 1.43 & 1.45 & 1.51 \\
2.53 & 2.61 & 2.69 & 2.78 \\
1.51 & 1.54 & 1.61 & 1.65 \\
\end{bmatrix}$$

$$\begin{bmatrix}
0.36 & 0.37 & 0.38 & 0.39 \\
0.52 & 0.53 & 0.56 & 0.57 \\
0.96 & 0.97 & 1.03 & 1.05 \\
0.57 & 0.57 & 0.62 & 0.62 \\
\end{bmatrix}$$

To comment on the results, we represent the given ratios $\tilde{c}_{12}, \tilde{c}_{13}$ and $\tilde{c}_{34}$ and their corresponding computed ones $\hat{x}_{12}, \hat{x}_{13}$ and $\hat{x}_{34}$ as in Figure 5.
According to Figure 2, the ratio \( \tilde{c}_{34} \) expresses an indifference opinion between the objectives ‘reduce stock’ and ‘harmonise shareholder demands’; in fact, ratio \( \bar{x}_{34} \) expresses an opinion which is neither completely ‘indifference’ nor ‘sensitive preference’ between them. The ratio \( \tilde{c}_{34} \) diverges from its computed ratio. The ratio \( \bar{c}_{31} \) is not covered totally by its computed ratio and the inverse phenomenon is observed with the ratio \( \tilde{c}_{12} \) and its computed ratio. It can be concluded that the Lambda-Max method, based on the direct fuzzyfication of the \( \lambda_{\text{max}} \) method to compute the priority vector, leads to some divergent results even if the comparison matrix \( \tilde{C} \) is perfectly consistent.

3 The cover index-based framework for dealing with inconsistency

From the previous results, it can be observed that the problem of consistency in data can be considered some other way.

Regardless of the inconsistency test and depending on the fuzzy comparison matrix \( \tilde{C} \), we compute the fuzzy priority vector. We deduce the new fuzzy comparison matrix \( \tilde{X} \). At this step, we introduce the cover index to calculate the distance of the given ratios \( \tilde{c}_{ij} \) from their calculated ones \( \tilde{x}_{ij} \) (Seklouli, 2004). We define the cover index as follows.

**Definition of the cover index**

We consider two fuzzy subsets \( \tilde{x}_{ij} = (x_{aij}, x_{bij}, x_{cij}, x_{bij}) \) and \( \tilde{c}_{ij} = (c_{aij}, c_{bij}, c_{cij}, c_{bij}) \). The cover index is the sum of the distance between the support limit values of two fuzzy subsets \( \tilde{x}_{ij} \) and \( \tilde{c}_{ij} \) and the distance between the interval core of these two fuzzy subsets.

\[
c_e = \sum_i \sum_j \left( \left( c_{aij} - x_{aij} \right) - \left( c_{aij} - x_{aij} \right) \right)^2 + \left( \left( c_{bij} - x_{bij} \right) - \left( c_{bij} - x_{bij} \right) \right)^2 + \left( \left( x_{cij} - c_{cij} \right) - \left( x_{cij} - c_{cij} \right) \right)^2 + \left( \left( x_{cij} - c_{cij} \right) - \left( x_{cij} - c_{cij} \right) \right)^2
\]

**Definition of a fuzzy set (Figure 6)**

The support of fuzzy set \( \tilde{A} \) within a universal set \( X \) is the crisp set that contains all the elements of \( X \) that have nonzero membership grades in \( \tilde{A} \): \( \text{Sup}(\tilde{A}) = \left\{ x \in X / \tilde{A}(x) \neq 0 \right\} \).

The core of fuzzy set \( \tilde{A} \) is defined as \( \text{Nod}(\tilde{A}) = \left\{ x \in X / \tilde{A}(x) = 1 \right\} \).
We converge to the optimal solution by minimising the distance between the limits of these two fuzzy sets:

\[ \forall i \in N \text{ and } j \in N \]
\[ Z = \min c_i \]

with constraints

\[ \begin{cases} 
  x_{ai} \leq x_{bij} \\
  x_{bij} \leq x_{rij} \text{ and } c_{ai} \leq c_{bij} \\
  c_{bij} \leq c_{rij} \\
  x_{rij} \leq x_{qij} \text{ and } c_{rij} \leq c_{qij} 
\end{cases} \]

We consider the same numerical example introduced in the previous section, highlighting the Lambda-Max method. We first consider the case where the comparison matrix \( \tilde{C} \) is consistent.

\[ \tilde{C} = \left[ \tilde{c}_{ij} \right]_{4 \times 4} = \begin{bmatrix} 
  1.00 & 1.00 & 1.00 & 1.00 & 0.56 & 0.63 & 0.77 & 0.84 \\
  1.19 & 1.30 & 1.59 & 1.79 & 1.00 & 1.00 & 1.00 & 1.00 \\
  2.78 & 3.03 & 3.70 & 4.17 & 1.94 & 2.12 & 2.59 & 2.92 \\
  0.93 & 1.01 & 1.23 & 1.39 & 0.65 & 0.71 & 0.86 & 0.97 \\
\end{bmatrix} \]

We apply the proposed distance-based method. Several optimisation algorithms have been tested to resolve the system. They lead sensibly to similar results. Here the fuzzy priority vector \( \tilde{W} \) is given by conjugated gradient method.
Matrix 3  The fuzzy priority vector

\[
\hat{W} = \begin{bmatrix}
\hat{w}_1 \\
\hat{w}_2 \\
\hat{w}_3 \\
\hat{w}_4 \\
\end{bmatrix} = \begin{bmatrix}
0.12 & 0.13 & 0.17 & 0.19 \\
0.18 & 0.19 & 0.25 & 0.27 \\
0.25 & 0.28 & 0.49 & 0.52 \\
0.18 & 0.18 & 0.31 & 0.31 \\
\end{bmatrix}
\]

We compute the fuzzy ratio \( \tilde{x}_{ij} = \hat{w}_i / \hat{w}_j \) for \( i, j \in \{1, 2, 3, 4\} \):

\[
\tilde{X} = \begin{bmatrix}
\tilde{x}_{ij}^{1-3} \\
\tilde{x}_{ij}^{1-2} \\
\tilde{x}_{ij}^{3-4} \\
\end{bmatrix}_{4 \times 4} = \begin{bmatrix}
0.69 & 0.80 & 1.25 & 1.44 & 0.48 & 0.56 & 0.87 & 1.01 \\
0.99 & 1.14 & 1.79 & 2.06 & 0.69 & 0.80 & 1.25 & 1.44 \\
1.79 & 2.19 & 3.70 & 4.16 & 1.25 & 1.53 & 2.59 & 2.91 \\
0.93 & 1.02 & 2.01 & 2.13 & 0.65 & 0.71 & 1.40 & 1.49 \\
\end{bmatrix}
\]

Comparing Figure 7 to Figure 5, we observe that ratio \( \hat{c}_{13} \), marked in Figure 7 by ‘c_1-3’, and ratio \( \hat{c}_{12} \), marked in Figure 7 by ‘c_1-2’, are wholly covered by the computed ratios. The gap between ratio \( \hat{c}_{34} \), marked in Figure 7 by ‘c_3-4’, and its computed ratio is reduced to zero with a total covering. By using this formulation, we can obtain the rank order closer to the original information on the importance of objectives.

Figure 7  Given data versus the results under consistency
We introduce now some perturbation on the fuzzy ratio $\tilde{c}_{ij}$ that belongs to the consistent comparison matrix $\tilde{C}$ to force it to show inconsistency, in order to see how the new method deals with this inconsistency.

**Matrix 4  The inconsistency matrix**

$$\tilde{C} = \begin{bmatrix}
1.00 & 1.00 & 1.00 & 1.00 & 0.56 & 0.63 & 0.77 & 0.84 \\
1.19 & 1.30 & 1.59 & 1.79 & 1.00 & 1.00 & 1.00 & 1.00 \\
2.78 & 3.03 & 3.70 & 4.17 & 1.94 & 2.12 & 2.59 & 2.92 \\
0.93 & 1.01 & 1.23 & 1.39 & 0.65 & 0.71 & 0.86 & 0.97 \\
0.24 & 0.27 & 0.33 & 0.36 & 0.72 & 0.81 & 0.99 & 1.08 \\
0.34 & 0.39 & 0.47 & 0.51 & 1.03 & 1.16 & 1.41 & 1.54 \\
1.00 & 1.00 & 1.00 & 1.00 & 1.20 & 1.35 & 1.65 & 1.80 \\
0.83 & 0.91 & 1.11 & 1.25 & 1.00 & 1.00 & 1.00 & 1.00
\end{bmatrix}$$

We deploy the steps of the proposed distance-based method. The results converge to the same fuzzy priority vector $\tilde{W}$ calculated in the case with consistency (Figure 8).

**Figure 8  Given data versus the results under inconsistency**

4 Concluding remarks

In this paper, we have developed a new method to deal with inconsistency of data in fuzzy comparison methods. Contrary to the Lambda-Max method, which is based on a consistency test before the computational process of the rank vector, here we compute this vector with the hypothesis that data can be inconsistent and can be conserved and converted into fuzzy quantities by introducing the cover index to minimise this inconsistency.
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