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Black-box identification of discrete event systemwith optimal
partitioning of concurrent subsystems

Matthias Roth, Jean-Jacques Lesadember, IEEEand Lothar LitzMember, IEEE

Abstract—This paper proposes a data-driven method to
determine concurrent parts in Discrete Event Systemg¢DES).
The aim is to improve the results of black-box iderification
methods without considering any system informatiorexcept of
observed data. In order to allow an analysis of theollected
data, the impact of concurrency on the exhibited stem data is
determined by two criteria. We propose to use an djmnization
algorithm that isolates concurrent parts of the syem by
minimizing concurrency expressed by the two proposkecriteria
within the determined subsystems. A lab-size appkdion shows
the potential of the method for real-world manufactiring
systems. The aim is to deliver optimal identified maels for fault
detection and isolation.

I. INTRODUCTION
Increasing the dependability of modern industriggtems

like manufacturing or production systems is a camist
concern in the control community. Among others, Itfau

detection and isolation (FDI) plays a key role thiave
sufficiently reliable systems and to reduce codtyntimes.
Modern FDI-techniques are often model based. Tkea id

to compare an observed and a modeled system ointput

order to detect faults in the system. For systdmat ¢an be

modeled by Discrete Event Systems (DES) the diagnos

approach is a very prominent example for the atéissodel-
based methods [1]. It uses models that explicitytain
faulty system behaviors. As an advantage, this cggbr is
capable of giving guarantees concerning the diaailtg of
a system. Since each fault that has to be deteuntest be

If systems with a high degree of concurrency are
considered in the identification approach, it caket very
long to observe a sufficiently complete amount afadthat
yields an appropriate FDI-model. If the model ientfied
on an incomplete data basis, an unacceptable higtber of
false alerts occur during online monitoring [3]. dnder to
deal with an incomplete data base and to avoie falisrts, a
distributed framework has been proposed in [3]. Tita&n
idea of this approach is to divide a given systeno i
concurrent subsystems and to use a single modekict of
these subsystems. In [3], appropriate subsystems haen
defined in a heuristic way. In this paper, we pp@n
approach to automatically divide a system into corent
subsystems using an optimization algorithm thatuced
concurrency within each subsystem.

The paper is structured as follows: in section the
distributed framework of [3] is motivated and shport
explained. Section Ill analyses how concurrenciefiected
in observed system data. The automatic choice mfwgoent
subsystems using an optimization approach is engdain
section IV. The practical relevance of the proposedhod
is shown section in V. Section VI contains somectaaing
remarks and an outlook.

Il. DISTRIBUTED IDENTIFICATION

In this work we consider closed loop DES. The dlbse
loop consists of a controller and a plant, whicla ig/pical

explicitly modeled, drawbacks are the expensive ghogconfiguration for industrial production systems. €Th

building process and the inability to detect fatittat are not
part of the model. An approach that tries to avitidse
drawbacks is presented in [2]. In this approacladtfree
system model is used to detect and localize fa8ltsce the
model does not contain any faulty system behavtors

possible to obtain the model by identification. Tfailt

detection policy of this approach is that each ol
behavior that is not reproducible by the modelassidered
as a fault. Although diagnosability cannot be gogged in
this approach it has proven to be useful for reallav
applications like shown in [2].
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identification is based on controller /O (inputfput)
vectors collected during different system cycles.

Definition 1: The j-th 1/O vector in theh-th of p system
cycles is defined as  u,(J)=.0),--140),
o(j),.0,34)), with 1, ., lIs and Oy ., Oy
{1, 0} denoting the considered inputs and outputs of the
controller of the closed loop system. Inputs antpots are
referred to as “l/Os".

Definition 2: If during the h-th system cycle, I
I/O vectors have been observed, the sequence &atkas
o, =, @,y (2),...u(,)).

Assumption 1 Each I/O vector is created by a new event
such thatu, (j) Z u, (j +D)01<j <I,, .

This assures that two successive 1/O vectors diffeat
least one 1/O value. If each observed I/O vecteoissidered
as a letter of an alphabet we can define the sebads with
lengthq observed up to theth of p different system cycles.



A word represents an observed I/O vector sequence. exist faults that cannot be detected by a singldigba
Definition 3: The observed words of lengifobserved up automaton. In order to detect faults that lead foraidden
to the tth system «cycle are denoted asombined behavior of the partial automata, the &aork
t depicted in Fig. 2 has been introduced. An upperckire
Wi =U( U (q ( j), Yy ( j+1) 1oy ( j+a- ]))] consisting of the so called Permissive Observeds<ro
= e Product (POCP) and a given tolerance specificatitows
With this definition it is possible to describe thehavior restricting the combined behavior of the partiatoaata
of a system by the language built on the basie@bbserved ¢ oy that even faults leading to a forbidden autama
words. ~ network behavior can be detected. Algorithms tostrat
Def'”n't'on 4: The observed language of lengthis e pOCP and guidelines to design the tolerance
Lo =(JWSE with p denoting the number of observedsPecification are given in [3].
i=1
system cycles.
In this work, we assume that},. has been observed

during fault-free system cycles and thus is finBased on e cebreneat
the observed languagéy, . it is possible to identify a

monolithic automaton. The algorithm in [4] allows — %
constructing an automaton on the basis of obsemoeds of | emisiv obsenved cioss rodic
the parametric lengtk. The identified automaton is able to

l,-q+1

Fault detection:

forbidden network
behavior

produce the observed language of the system atdlis } Fault detection:
complete (51 =151 with L2 denoting the language Of /o sonaons | e ssmaen : Frotenroaucble.
the identified automaton) [5]. Since for real syssewith a [ iHi i | B

high degree of concurrency it is by experience puassible ‘ SYSTEM I

to observe all fault-free words (I/O vector sequesjanithin 5™ "Disiributed framework from [3]
a reasonable time, the cardinality of the word tgpically
evolves like shown in Fig. 1. The solid line thapresents a
system with a low degree of concurrency converges t
stable level after a short time. The dashed linesdwt stop
growing. This indicates that the system languagena yet
been completely observed and that new words widuoc
when the observation is continued. If ka1-complete
automaton is identified on such an incomplete deatse, it
. . 1 (n . i
will not be capable of reproducing the expected fauit- S(mn =_Z(_1)' []( n )" with m denoting the
free 1/0-vector sequences of lengtHl if they have not been nl= l
observed before. This effect leads to false alesiag the number of I/Os anch denoting the number of non-empty
fault detection policy that each non-reproducibédvior is partitions. In the case of 30 1/Os and three pantt (three
considered as a fault. subsystems and three identified partial automatig),leads
to 2.060010° possible solutions. Only a small number of
these solutions lead to subsystems with reduceducemncy
High concurrency which allows a complete observation of the accaydin
subsystem language in short time. Assigning 1/Os to
appropriate subsystems is an NP-complete combiahtor
I t problem. To facilitate finding such a partitionirtge rest of
Fig. 1: Evolution of the number of observed worfigeagthn over system the paper introduces an automatic way to assigis WD
cyclesh concurrent subsystems by a heuristic optimizagahiique.
In order to avoid an unacceptably high number tfefa
alerts, in [3] a distributed framework has beerppsed. The  [ll. MANIFESTATION OF CONCURRENCY IN THE OBSERVED
idea is to divide a system in concurrent subsystdios a SYSTEM LANGUAGE
properly chosen subsystem the observed languadaakty
typically converges to a stable level within a $hone due
to the reduced concurrency in the subsystem. Hehds, In section Il it has been lined out that we areriested in
possible to identify a partial automaton for eaabsystem finding subsystems with a low degree of concurreircy
that does not lead to false alerts when observimg torder to avoid false alerts using the identifieddels for
according subsystem. In [3] it has been shown thate FDI. The concurrency we are dealing with is strgngl

In [3] the necessary system partitioning has been
performed in a heuristic way. The I/Os of the l/€tor have
been assigned to different subsystems considerireg t
physical system structure. This approach is usuaby
possible if black-box identification is performedin
approximation of the number of possible partitisngjiven
by the Stirling number of the second kind [6]:

— Low concurrency

A. General considerations



connected to the non-determinism of the physicahtph the have been observed.

considered closed loop DES. Due to temporal non- 1)(0\ (0 1) (1) (0 1\ (0
determinism, a physical action in the plant doesatways 0f[1]]12 o[|o||1 0|1
. - a.=|| |, v o= L v =l
take exactly the same time to finish. If severdioms are ol'lo|]1 of'f1]]1 ol'l1
performed in a parallel way, this non-determinisads to 1)\l1){0 1)10) 10 1)\o0

several possible combined outcomes: in one syst@e @  The identification algorithm of [4] withk=1 basically
given action can finish faster than another paraliion and  consists of associating each 1/0 vector to an aatomstate
vice versa. This leads to numerous pOSSib|e ewoigtiSince and to connect states Containing /O vectors tlaaeheen
we do not explicitly consider the timed behaviots i ophserved successively. The result is a non-detéstiain
variations are only of interest if several actiomse autonomous automaton with output (NDAAO):

performed in a parallel way, which is considered @&s  pefinition 5: NDAAO = (X, Q, 1, A, x)  with X

concurrent behavior. . -
) S denoting a finite set of state the output alphabet,
Since we want to spot concurrent behavior in the g € b P

considered system using a black-box identificaipproach "X ~ 2 the non-deterministic transition relation,
the only available information is the data that tmen A:X — € the output function and, the initial state.
collected when observing different system evoltion The result of the monolithic identification can &een in
Hence, it must be analyzed how concurrency is e¢tftkin  Fig. 4 on the left side. The automaton is ableegjoroduce
the observed data. In the next two subsectionspresent each of the observed sequences. It can be seethé¢hiattial
two phenomena that can be observed when analyhimg state has three leaving transitions that are napes®
observed data and that are strongly related tourcemcy. reproduce the different observed following behaxidn the
example we assume that the global system condigisoo
concurrent subsystems: The first subsystem conesfsthe
A first phenomenon that occurs due to concurreray hfirst two 1/Os of the 1/O vector and the secondtegsconsist
already been mentioned in section Il. If a conauirsystem of the other two I/Os. Since the changes in valti¢/@s
is observed, the growth of the observed languagdirality  pelonging to different subsystems happen concuytehtee
is related to the degree of concurrency. Fig. Wshiypical following behaviors of the first state are possitie one
cardinality evolutions for systems with low and witigh  following behavior the first subsystem leads toliear/O

concurrency. The reason for the language growtrbeaseen changes ;). In the next case, the second subsystem evolves
in Fig. 3. If we represent the behavior of the aonent

system to be identified by a Petri net with two @ament
sequences there is only a limited number of possibfimultaneously &;).
evolutions to “move” the tokens through the neft(Retri
net). If the system is represented by a Petri rit more

B. Language growth

faster (0,) and in the third case the two systems evolve

parallel branches (right Petri net), then there arere “
possible system evolutions. Hence, it takes longgil the —
system language is completely observed which makes "

cardinality converging to a stable level.

separately, the identified partial automata are hmsimpler
as depicted on the right side of Fig. 4. The glahgput of
Fig. 3: Sketches of Petri nets with different degref concurrency the partial automata can be calculated by combittiegtwo
clear that partial outputs such that “-“-symbols in one pdrtia
automaton are overwritten by 1/O values from théeot
’ partial automaton [3].
observed up to cycleis larger than the word set up to cycle |nitial states of the partial automata have onlg &aving
t-1) then some new words that have not been searebefyansition representing one following behavior. STt a
must have been observed in ti system cycle. result of the reduced concurrency in the singlesgstems.
C. Branching Degree This observation shows that an identified automaédlects
concurrency of the considered system by the nunafer
direct following states in the automaton. More gattg, the
identification of a monolithic automaton can berses an
approximation of the reachability graph of a Petet
representing the considered system. If a systemahlasv

® ®
i i i Fig. 4: Result of the monolithic and distribute@ndification
If the 1/Os of each single subsystem are considered

Following Definition3 it is directly
Wose OWG" Hence, if - [Woi |- [Wg,." b O (word set

Obs

The second phenomenon is related to the structuea o
automaton identified on the basis of observed sysiata.
To facilitate the understanding of this phenomeneoas
shortly review the monolithic identification proaeé from
[4]. Suppose the following three fault-free systewolutions



degree of concurrency, the reachability graph dugshave
many states with several leaving transitions. la tiext
section we give a criterion how this “branching e of an
NDAAOQ can be quantified.

IV. DETERMINATION OF CONCURRENT SUBSYSTEMS USING
AN OPTIMIZATION METHOD

A. Optimization approach

In section Il it has been shown that concurren@g h

certain effects on the collected data or on moitkdatified
using this data. The idea of the optimization applis to
quantify these effects and

new subsystem. In order to evaluate the quality sélution,
two optimization criteria are introduced in the heaction.

procedure select a new solution
ynewe yC
Choose m I/0s randomly -> consI/0s
For each I/0 in consI/Os:
repeat
Ynew(I/0)=random[1,n]
until y,,(I/0)+y.(I/0)

Fig. 6: Algorithm to choose a new solution

B. Optimization criteria
In order to develop appropriate optimization cider

to develop appropriateeveral definitions are necessary. First, the ioglatof

optimization criteria in order to find optimal sylssems that subsystems, a solution (Definition 6) and 1/O vectors is

have a minimal degree of internal concurrency.

As shown in section Il, partitioning the controll&Ds into
appropriate subsystems is a combinatorial problém.
optimization technique that is well suited for Soty this

defined.
Definition 7: Thei-th subsystensys is based on partial

/O vectors  u, oo (1) = (1,(1)s -1 G ), O(0), -+, O (D)

class of problems is simulated annealing [7]. It ds With ls,..ls andO,,...On U{1,0,-} where I/Os not belonging

metaheuristic optimization approach
annealing process in metallurgy and describes sildesvay
to treat NP-complete combinatorial problems in picac
Slow cooling in metallurgy leads to a crystal stane that
has a low internal energy which is advantageousniaerial
properties. The optimization algorithm tries to fpem a
similar “slow cooling” in order to find a solutiowith a
minimal
criterion). The algorithm is sketched in Fig. 5.

procedure simulated annealing
begin
initialize T
select current solution y_ at random
repeat
select a new solution vy,
if eval(y./)>eval(y,.,)
then ycéynew evally.)-eval(y,e,)
else if random[0,1l)<e T
then y €V .,
T€T*coolingRate
until T<T;,

Fig. 5: Structure of simulated annealing accordmfy]

It is necessary to parameterize the algorithm whté
starting temperature T, the cooling rate and theimim

inspired by the thei-th subsystemy(l/O) # i) are assigned with “-*.

Assumption 2 Each partial I/O vectou, ;. is created by
a new event irsys such thatu, .. (J) Zu, o (j +1).

With Assumption 2 it is assured that two succespasial
I/O vectors differ in at least one 1/O value.
The first optimization criterion is a formalization of the

metaphorical energy (minimized optimizationanguage growth effect described in section llliiBcounts

for each subsystem the newly observed words in eagh
system cycle after the first one and multiplies thumber
with the square root of the according cycle:

p

E(Y) = 2 2 VWL |- [Woi'ss) - with
Osys &2

denoting the word set of lengthup to thet-th system cycle

of subsystemsys (definition of W «s IS straight forward

following Definition 3). If there is a high degreef
concurrency in one of the subsystensys, then the

according language growth will be important andstiaad to
high values ofE,(y) . The termyt was heuristically chosen
and adds more weight to new words that occur atdgstem

Wn,t

Obs, sys

(stop) temperature of,. The algorithm must be adapted tOcycles in order to represent the fact that we warfast
our optimization problem in two points: First, te&ucture convergence to stable language cardinality.

of a possible solutiop must be defined. Second, a method 10 The second optimization criterion analyses the structure

select a new solution must be given.

of NDAAO:s identified for the subsystems. It fornzals the

Definition 6: A solutiony is a map that associates eacty anching degree introduced in section 111.C. Aplained in

I/O to one and only one of subsystemsy: 1/O - [1,n].

With this definition it is assured that each I/Ohvamly be
associated to one subsystem. The algorithm to tsaleew

solution based on the current solutignis given in Fig. 6.

First, the algorithm copies the current solutiorytg, Then

it choosesn I/Os randomlym is another parameter that must NDAAQ,  of
be given to the algorithm. The smaller the more similar
the new solutiory,e, to the old solution is. To each of the BD(NDAAQ,,) = z

chosen 1/0Os (consl/Os), the algorithm randomly gassia

section I11.C, the number of following states i tidentified
automaton depends on the concurrency of the caeside
system. We now define a measure to express thishiray
degree:

Definition 8: The branching degreBD of the identified
subsystem sys is defined by

{ 0if [rx)E 1
[re)|-1if [r&)p 1

OxOX



It counts for each state of the considered NDAA@ thfalse alerts. In order to determine the subsysteased on

leaving transitions. Only states with more than te®ving
transition contribute to this measure since thigresents used.
possible concurrent behavior. In states with maavihg
transitions, we subtract one from the number afiditions.
This is done since one following transition in atstdoes not
represent concurrency. In the example of Fig. 4 th
monolithic model has 8D of 2 since only the first state

Subsystem 1 Subsystem 2 Subsystem 3

-

the observed data, the proposed optimization appris

contributes to the measure and has three leavémgitions.
Each distributed model on the left side of Fig.aé BD of
0 since each state has at most one leaving tramsiti

Note that the branching degree given in Definifois an
absolute measure and is not normalized to the cizbe
automaton. It only considers states that have akpessible

Fig. 7: Considered lab-system with heuristicallpsén subsystems

B. Evaluation of the optimization results

To demonstrate that the optimization approach ldads
useful results for real systems, it is necessanyetdorm an

following behaviors due to a possible concurrencyevaluation. An evaluation is only possible if a 6go

Normalization to the size of the automaton (e.gtestpace)
could lead to a situation where the branching degfetwo
automata are different even if both automata conthe
same number of states with more than one leavargition
and thus reflect the same degree of concurrency.

An optimization criterion based on the branchingreée
can be given as E,(y)=) BD(NDAAQ,) with

Osys

NDAAQ,, denoting the automaton

algorithm of [4] for subsystersys. The branching degree of
the subsystem NDAAOs are summed up to get a meé&mure

the concurrency of solution
Note, it is possible to havBD>0 and thusE,(y)>0

although there is no concurrency in the systenthdfe are
several “decisions” in the system (e.g. large ORbmork

piece), it is possible to have several followingtes of a
given automaton state. Since we only wantniaimizeBD

we can cope witlBD,,»>0.

With the definition of the optimization criteria i6 now
possible to perform the optimization with the algon from
Fig. 5. The function “eval” implements one of theposed
optimization criteria. In the case of the seconitedon, an
own NDAAO for each subsystem has to be identifietbte
the branching degree can be determined.

V. APPLICATION

A. Case study

The proposed method has been applied to a
manufacturing system like shown in Fig. 7. It h@sk@nary
controller I/Os. During one production (or systerygle the
plant treats three work pieces. If the system ibedivided
in subsystems, a heuristic solution is to grougsl&dcording
to the three machine tools. Within the subsystenasva in
Fig. 7 there are almost no concurrent actions. YBlem
cycles have been observed. It could be seen thagyttem
language of length 2 does not converge to a staféd [3].
Hence, the proposed distributed approach is to deel o
identify appropriate models to monitor the systemithout

solution is already known like for the system fréig. 7.
The good solution is to be compared to the autmaldyi
generated ones. Of course, any information conegrgood
or bad solutions is not available in general. Héris only
used to demonstrate the performance of the metiod.
decide upon the quality of an automatically gerestat
solution by comparing it to predefined “good” rdsultwo
similarity criteria are introduced that are necegsto

identified with theCompare an automatically generated and a givetisoiu

1. Absolute number of I/Os that are shared by an
automatically generated and a predefined subsystem
(similarity criterion 1).

We count I/Os that are shared by a predefined and a

automatically generated subsystem. The highenvtiise is,
the more similar both subsystems are. Since thierion
does not take into account the number of “wron@slin the
subsystems, we introduce a second similarity @oiter

2. Relative number of 1/Os that are shared by an
automatically generated and a predefined subsystem
(similarity criterion 2).

In this criterion we take the value from the ficsiterion

and divide it by the number of I/Os in the prededin
subsystem.
TABLE 1: EXAMPLE OF THE EVALUATION CRITERIA
Automatically generated

subsystems
A B c
6,9 |1,378| 245
11,2 0(0%) | 1(50%) | 1 (50%)
Predefined
ab SJES;SL';;S I1:3,4,5,6 1(25%) | 1 (25%) | 2 (50%)
a
:7,8,9 1(33%) | 2 (67%) | 0 (0%)

Table 1 shows an example of the similarity critefia
shows for example that in the predefined subsystethere
are three 1/0s 7, 8 and 9 and in the automatictdtgrmined
subsystem B there are four 1/0Os 1, 3, 7 and 8. difsolute
number of I/Os that are shared by both subsystsnadsb
given (2 in the case of Ill and B). Similarity eniton 2 is
given in brackets (67% in the case of lll and B).

The two criteria are used to compare a set of [fireste

and automatically determined subsystems. For each



automatically determined subsystem we take the mmaxi criterion (branching degree, starting temperat@@01 1000
value of its column in the table. This assures that iterations,m=3). The optimization takes between 20 and 25
compare it with the most similar predefined submyst minutes since the identification of automata tdkeger than
Determining the maximum we first consider simikarit the determination of the language growth. The bekition
criterion 1. If there are more cells with the savadue, we is to more than 93% similar to the predefined ohgain,
decide upon similarity criterion 2. In the example get the only 30 of 62 system cycles have been used. Thdatain
comparison pairs 2I1l, B>Ill and C>I1l. The predefined using the remaining collected cycles showed tha th
subsystem | is not compared to any automaticalhepgeted automatically determined solution is also apprdpriéor
subsystem since each generated solution is moréasitm  online-monitoring of the lab system.

another predefined one. The first similarity ciiter of the 01 gop @-- 100 ST CTITOn I S

complete setting is calculated by summing up alleti I/0s. T ¢
For the example the subsystems A, B, C share 2I(A B G
plus 2 (B>1ll) plus 2 (C>11) I/Os equals to 5 1/0Os with the w] ® A 10

according predefined subsystems. Hence the finsilagity E0) 17 -..\_\_‘6;;

criterion for the setting in table 1 is 5. The setaimilarity 150 4 T

criterion is determined by calculating the averagethe o) % :

similarity percentages. For the example we get 88%lII) LT

plus 67% (B>Ill) plus 50% (C>1l) divided by three equals s N D S S S
50%. teraton number Simiarty crterion 1

Fig. 8 shows the results of an optimization rumgighe Fig. 9: Optimization results for) (branching degree)

criterion “language growth” (Ein section IV.B) that was  with the best automatically determined solutions we
parameterized to deliver three subsystems. Thelirgar performed tests for the lab-system. It showed félae alerts
temperature for simulated annealing was 1000 are tQid not occur. We were also able to detect intevatiy built-
cooling rate was determined such that the optinuaatops in faults using the approach from [3]. Faults &sthat have
after 1000 iterations. New solutions are determiwétl the peen assigned to a “wrong” subsystem often ledatdt f
algorithm in Flg 6 withm=3. For the lab system such aNdetection by the upper structure of F|g 2.
optimization takes between 15 and 20 minutes onrenal
desktop PC. For some automatically determined isoisit VI. CONCLUSIONS
the similarity criteria have been calculated in esrdo
determine their distance to the predefined solutimmsisting
of the three subsystems (tools) explained in secddA. It
can be seen that solutions with good (small) valoeg; are
very similar to the predefined solution. The op#ation
delivers a solution consisting of three subsystevith 25
from 30 1/Os correctly assigned (more than 83% lairity).
For the optimization only 30 of 62 system cyclesenheen
used. In none of the automatically determined sstiesys a _ _

. . . . [1] M. Sampath, R. Sengutpa, S. Lafortune, K. Sinnadesm, D.C.
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An approach to divide a DES into concurrent sulesyst
based on observed data has been proposed. Oneeof th
parameters for the optimization is the number disgatems
that are to be build. Current work aims at deteingjrthis
number based on observed data and online calaulatio
constraints from the FDI approach in [3].
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