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New approximations in local volatility models
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Abstract. For general time-dependent local volatility models, we propose new ap-
proximation formulas for the price of call options. This extends previous results
of [BGM10b] where stochastic expansions combined with Malliavin calculus were
performed to obtain approximation formulas based on the local volatility At The
Money. Here, we derive alternative expansions involving the local volatility at strike.
Averaging both expansions give even more accurate results. Approximations of the
implied volatility are provided as well.

Keywords. Local volatility model, European option, asymptotic expansion, CEV
model.
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1.1 Introduction

1.1.1 Framework

We consider a linear Brownian motion (W;)o<;<r defined on a filtered prob-
ability space (2, Fr, (Fi)o<t<r,P) where T' > 0 is a fixed terminal time.
Here, (F;)o<i<r is the completion of the natural filtration of W. This is used
to model the dynamics of a risky asset S (e.g. a stock or an index), which
price process is (S¢)o<i<7. We are mainly interested in valuing European-style
financial contracts written on S, exercised at maturity 7', which related pay-
off is of the form &(St). We especially pay attention to vanilla options, i.e.
P(S) = (S — K)4 (call options) and ¢(S) = (K — S)1 (put options).

We consider the standard framework of complete market (see for instance
[MR98]), and more specifically, we assume that

1. the short-term interest rate (r)o<¢<7 is deterministic and bounded;
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2 E. Gobet and A. Suleiman

2. the risky asset pays a continuous dividend (g;)o<¢<7, which is determin-
istic and bounded,;

3. S follows a local volatility model, which dynamics is defined by the solu-
tion of the following stochastic differential equation:

ds
o = (re— a)dt +o(t,5)dW,. (1.1)
t

We denote the compound factor by

t
C; = exp (/ (rs — qs)ds). (1.2)
0
Thus, we have

St = Crexp(Xy), (1.3)

t t

1

X, = log(So) + / o (s, S)AW, — 5 / 02, S)ds.  (1.4)

0 0
Note that the above dynamics are directly given under the risk-neutral mea-
sure, since we only focus on pricing formulas. Then, the option price at time
0 is given by E(e™ I rsds@(Sr)). Of course, due to the general form of the lo-
cal volatility function o(t,.59), it is hopeless to derive exact closed formulas for
such option prices. The aim of this work is to obtain accurate approximations.

1.1.2 Literature background

The interest in local volatility models probably dates back to the work by
Dupire [Dup94] among others, who shows that such models are able to fit all
call and put option prices at a given observation date (the calibration date).
However, except in a few cases, analytical pricing formulas are available (for
instance, in the CEV model o(t, S) = vS%~1, see [Sch89]). As alternative nu-
merical methods, one could use a PDE approach but to achieve real-time pric-
ing and calibration routines, it is better to search for approximative formulas,
quicker to evaluate. Hagan etal. [HW99] use singular perturbation techniques
to obtain an implied volatility expansion, in the case of separable volatility
o(t,S) = a(t)A(S). Henry-Labordére [Hen08]| transfers heat kernel expansions
on price expansions. To tackle the case of non-separable volatility, Piterbarg
[Pit05] suggests the use of parameter averaging for some choices of o(t,.5).
A different approach has been developed in [BGMO09|: first a model proxy
is chosen, then a smart expansion around this proxy is performed, involv-
ing Malliavin calculus to determine explicitly the expansion terms. This ap-
proach appears to be quite flexible since it naturally handles time-dependent
coefficients and various modeling situations including so far jumps, discrete
dividends or stochastic interest rates. More precisely, applications to local
volatility model including jumps have been developed in [BGMO09] and deeply
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1 New approximations in local volatility models 3

investigated along further directions in [BGM10b]. Allowing the interest rates
to be stochastic is achieved in [BGM10a], while [BGM10c| considers the case
of time-dependent Heston model. In [EG10], the authors investigate the case
of assets paying discrete dividends. Within this approach, we are able to prove
explicit error estimates that depend on ¢ and its derivatives, on the maturity
and on the payoff. It helps to better understand the roles of each parameter.
In addition, the regularity of the payoff is crucial in order to design the expan-
sion and to establish error estimates. These features are extensively discussed
in [BGM10b| and [BGM10a).

Nevertheless, regarding the results in [BGM10b], one could legitimately
formulate the criticism that we use the local volatility only At The Money
(ATM in short) when we take the model proxy as Black-Scholes model and
when we compute the expansions. For arbitrary payoffs, this is natural, but
for call/put options, this may be strange since the spot and strike variables
play somewhat symmetric roles.

Here, we correct this drawback by providing new expansion formulas based
on the local volatility at strike (and we even mix the expansions). This article
is organized as follows: in the next paragraphs, we define the assumptions
and notations used throughout the paper. Then, in the next section, main
results are stated. The main proofs are postponed in Appendix. Numerical
experiments are presented in Section 1.3.

1.1.3 Standing assumptions for the approximations

Throughout the paper, we assume the following:

e Assumption (E). The function o is bounded and positive (0, =

inf o(t,S) > 0). We denote by cg > 1 the smallest constant
(t,z)€[0, T xR+

such that

sup o(t,S) <cg inf a(t,S).
(t,5)€[0,T] xR+ (t,S)€[0,T| xR+

e Assumption (R). The function o is seven-times continuously differen-
tiable in the S-variable and

M; = max sup —|o(t, exp(x ‘ < 00, 1.5

' 1<i<7 (4 2)€[0,T) xR ax’[ ( @)} (1-5)

My =max <M1, sup o(t, S)) < 00. (1.6)
(t,5)€[0, T xR+

The assumption (R) is used in at least two respects: it allows for differentiating
coefficients to obtain an expansion formula; it is used to derive error estimates.
The assumption (F) is an ellipticity-type condition that enables us to handle
the error analysis for non-smooth payoffs @ (such as call/put options). This
is the standard framework developed in [BGMO09].

Note that for deterministic volatility functions, one has M; = 0.
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4 E. Gobet and A. Suleiman

1.1.4 Definitions and other notations

In the representation of the expansion formulas, we repeatedly use the follow-
ing integral operator.

Definition 1 (Integral Operator). The integral operator w’ is defined as
follows: for any integrable function l, we set

T
w(l)th/ Ludu
t

fort € [0,T]. Similarly, for integrable functions (I1,1s), we put fort € [0,T)

T T
w(zl,IQ)tT:w(zlw(zz)T)Z“:/ zl,r(/ Iy ods)dr.
t r

The n-times iteration is defined analogously: for any integrable functions
(lla T 7l7l); we set

w(ly, )] =wlhw(la, 1)1}
fort €10,T).
We also use a short notation for Greeks.

Definition 2 (Greeks). Let Z be a random variable and let h be a payoff
function. We define the it" Greek for the variable Z by the quantity (if it has
a meaning):

O'E[h(Z + 7))

Greek(Z) = o ls—0.

Definition 3 (Black-Scholes formula and related Greeks). Using usual
notation, the Black-Scholes formula for call option and constant parameters
(o,7,q) writes

Call®®(t,8; T, K;0,7,q) = Se " TON(dy) — Ke "T=IN (dy),
where N'(d f_ e /2 “5—du and

1 Se~a(T—1) 1
T log (Ke—T(T—t)) + 50\/T —t,

do =do(t,S;T,K;0,7,q) =dy —oVT —t.

For time dependent coefficients (0s,7s,qs)o<s<T, the call price formula is de-
duced from the Black-Scholes formula by replacing the arguments o2, r and q
by their time-average on the interval [t,T]. The resulting formula is denoted
by Call®S(t, S: T, K; (04) s, (75)s, (€s)s)-

Fort < T and o > 0, the function (S, K) — Call®®(t, S; T, K;o0,r,q) is

smooth and its sensitivities BSI CallBS(t S;T,K;o,1,q) and 66;0 CallBS(t,S;T, K;o,1,q)

are given explicitly in Proposition 1 (see Appendzx C), fori=1,...,6. They
will be used in our expansion formulas (see Theorems 2 and 3).

dl :dl(tys;TaK;UaT’Q) =
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1 New approximations in local volatility models 5

1.2 Expansion formulas

In this section, we give several expansion formulas, with a second and third
order accuracy. The general principle for deriving such approximations is to
choose a relevant proxy and to expand the quantities of interest around this
proxy. First, we recall the general results from [BGMO09]|, where the proxy
is obtained by freezing the local volatility at the initial spot value (ATM).
Second we apply these expansions to call options. Third, using the Dupire
forward PDE satisfied by the call price as a function of maturity and strike,
we propose a new proxy where the volatility is frozen at the strike value K
(instead of Sp). We then derive new second and third approximation formulas.
Finally, some expansions of implied volatility are provided.

1.2.1 A general result

We first state two expansion results in a quite general form, so that we can
apply it later to various situations. Let (Y:)o<i<7 the solution of

1
dY; = —§a2(t,m)dt+a(t,n)dwt, Yy given. (1.7)

Theorem 1 (Second and third order approximations [BGM10b, The-
orems 2.1 and 2.3]). Assume that
o the function a is bounded and positive (ainy = inf a(t,y) >0). We
(t,y)€[0,TIxR
denote by cg > 1 the smallest constant such that

sup a(t,y) <c inf a(t,y).
(t,y)E[O,T]XR( ) E(t7y)€[07T]XR( )

e the function a is seven-times continuously differentiable in the y-variable

and
My = max sup a(t,y)| < oo, 1.8
! 1Si§7(t,y)e[o,T]xR’ yattv)l (1.8)
My o = max (My71, sup a(t,y)) < 00. (1.9)

(t,y)€[0,T1xR

e the function h : R — R is a.e. differentiable. In addition, h and h' have
at most an exponential growth: |h(z)| + |h'(z)| < cpe!®! for any x, for a
constant cy,.

Define

e the Gaussian process (Y, )o<i<7 by

1 t t
v =vo— g [ @ v+ [ alsvoaw,
0 0
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6 E. Gobet and A. Suleiman

a(t) == a(t,Yy), aM(t) := dya(t,Yy) and a®(t) = d2a(t,Yo);

the expansion coefficients computed using the function a(t,.) at Yp:
w(a?, aaM)T co, 1 = w(

w( 2 (2))0T7 car = w( )

csr = w(a? a?, aa?)T, ce.r = w(a® aa™, aaM)T
w(a?, a?, aa™, aa(l))g, cs,m = w(

Then, the following expansion formulas hold.
a) Second order approximation. One has

1 3
E[h(Yr)] = E[h(Y7")] + c1,7 (5 Greek] (Vi) — 5 Greeky (Y1) + Greeks (Y1)
+ Errors, (1.10)

where

M
|Errory| < C sup [|BD (Y7 + (1 — 0)YE) |2 (&) My s M2, T3/?
o :

v€e(0,1] inf

and the constant C' depends (in an increasing way) only on the upper bounds
of the model parameters, on cg and on the maturity.

b) Third order approximation. One has

6

E[h(Yr)] = E[R(YL)] + Y mixGreek]' (V) + Errors, (1.11)
i=1
where
_ar _Cr T 4T 6T CrT
T =7 2 2 4 4 2
_ 3ar [ cr  c3r1  Odcar | OdcsT | TCer | CTT | C8T
T]2,T—2+2+2+4+4+2+2+4,
3c
N3,7 =C1,7 — 2ca,7 — 2¢5,7 — Gcg, 7 — 3c7, 7 — ;Ia
13¢ 13c¢
N4, 7 =Ca4,T + C5,17 + 3C6,7 + 27’T %,
ns, 7 = — bcr. T — 3cs,T,
ne, T =2¢7T + C8,T),
and
(1) P My .o 3 2
|Errors| < C sup [|[A'YY (vYT 4+ (1 —0)Y7)|l2( V¥ My 1 My T4
vel0,1] Ainf ’

As before, the constant C depends (in an increasing way) only on the upper
bounds of the model parameters, on cg and on the maturity.
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1 New approximations in local volatility models 7

As explained in [BGM10b], the approximation order is related to the power
m in the error upper bounds My,lM{/TZ'O(\/T)erl. The smaller the volatility
(My,0 — 0) or its variations (My,;; — 0) or the maturity (I" — 0), the more
accurate the approximations. Since the proxy is Gaussian, the computation of
E[h(Y{)] and Greek? (YY) can be performed in closed forms for usual func-
tions h (such as call/put payoffs), or by using efficient numerical integration
techniques in other cases.

An interesting property of these expansion formulas is that they are exact
for h(z) = e* (indeed E[h(Y7)] = E[A(YE)] = Creek!(VF) = €¥0, and the
sum of expansion coefficients is equal to 0). In particular, when further applied
to the local volatility model (1.1), this implies that the call/put parity will be
preserved within these approximations.

When the function (¢,z) +— a(t,x) is piecewise constant w.r.t. the time
variable, the coefficients (¢; 7)1<i<s can be quickly and simultaneously com-
puted for different maturities 7', using recursion (see [BGMO09, Proposition
4.1]). In other situations, numerical integration is likely needed.

1.2.2 Application to expansion formulas for call price

We go back to the local volatility model (1.1) and to the evaluation of call
options. In view of (1.4), the call price at time 0 is equal to

Call(T, K) = E(e= o "%5(S — K),) = E(h(X1))

where h(z) = e~ o rsds(COre® — K) 4. In order to apply previous expansion
results, it remains to identify the function a(-) in the dynamics of dX; =
a(t, X;)dW; — 2a?(t, X;)dt. Comparing with (1.4), it follows that

a(t,x) = o(t, Cyexp(x)).

Owing to the assumptions (R) and (E) on o, one can apply Theorem 1 to
Y = X and to h(z) = e~ Je rsds(Cpe® — K),, in order to obtain expansion
formulas for call prices in local volatility models. The next step consists in
transforming the Greeks in the X-variable in the (usual) Greeks in the S-
variable, and in expressing the coefficients c; r using the derivatives of o.
These computations are detailed in Appendix A. We obtain the following

Theorem 2 (Second and third order approximations for call options,
based on the ATM local volatility).

Assume (E) and (R). Set oy = o(t,CSp), 0151) = 0go(t,CtSo), J,@ =
%0 (t,CtSo) and

o1 = w(o?, SoCooc)T, a1 = w(o?, (SeCoM))T

ag = u}(027 580200(2) + SOCUa(l))g, oy = u}(027 o2, (SOCU(l))2)g,

asr = w(az, o2, S§C200(2> + SOCUU(l))g, o = w(az, 5000'0(1), SOCUJ(U)E";,
oy = w(oz, o2, SQCO'O'(l), SQCO’O'(l))g, ag = cu(027 SOCOU(l), o2, SOCUU(U)?;.
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8 E. Gobet and A. Suleiman
a) Second order approximation. One has
Call(T, K) = Call’S(0, Sy; T, K) (1.12)
+ay 7 (gsgagcauBS(o, So; T, K) + S92 Call®®(0, So; T, K)) + Errors,

log(SoCr/K)]*\ Mo

MM2T3/2
SoEr ) (o) MM

|Errors| <CSpexp ( —

where the Black-Scholes price and greeks are computed using the time depen-
dent parameters (o4, T, Gr)o<t<T-
b) Third order approximation. One has

Call(T, K) =Call®®(0, So; T, K) (1.13)
6
+ ) mpSio5Call®® (0, Sp; T, K) + Errors,
i—2
where
S0+ Lo+ tazr + Janr + + B £ 900+ 2

=_—a —a —a e “a —a o “o
Tor = gour +g0er +gosr+ our o5+ Sasr 77+ 5087,
w37 = a1,7 + 4oy + das v + 12067 + 667 7 + 33,1,

153 153

T4, T = Q4,7 + Q57 + 306, + 5 onT + 08T

5,17 = 24ar 1 + 1208 7,

e, T = 207, + Q8 T,

[log(SOCT/K)]Q) ( Mo
8lo|2,T Tinf

|Errors| < C'Spexp (— V2 My MET?.
In the above expansions, the constant C depends (in an increasing way) only
on the upper bounds of the model parameters, on cg and on the maturity.

Note that the local volatility and its derivatives are computed along the ATM
forward curve (SoCt)o<i<T-

1.2.3 Other expansions based on the local volatility at strike

In the previous approximation formulas, the ATM local volatility plays a cen-
tral role. This is quite natural for arbitrary functions h, like in the general
form of Theorem 1. But when dealing with call-put options, the local volatil-
ity at strike presumably plays a similarly important role. The aim of this
paragraph is to derive similar expansion formulas, but using the volatility at
strike. To achieve this goal, we follow the Dupire approach [Dup94], which
writes a PDE satisfied by the call price function (T, K) — Call(T,K) =

E(e=Jo 795(Sy — K).). Indeed, we know that
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1 New approximations in local volatility models 9

OCall(T, K
POLLL) — g Cal(T, K) — (v — 4r) K

Call(0, K) = (So — K)4.

82Call(T, K)

aCall(T,K) 1
+ K2

) 2
e 50" (1. K)K

In other words, instead of handling a PDE in the backward variables (¢, .5)
with a call payoff as a terminal condition, we now deal with a PDE in the
forward variables (T, K), with a put payoff as an initial condition. This latter
has a probabilistic Feynman-Kac representation

Call(T, K) = e~ Jo 97— UE[(Sy — Kp),].

using the following diffusion process (K;)o<t<7:

dK
7t = —(rp_¢ — qr_)dt + o(T — t, K;)dW;, Ko=K. (1.14)
t

Define the process (Y;)o<¢<r as follows:

K, =e fot(rT_s—qT—s)dseyf, — %eyﬁ (115)
Cr

Then, Y has a dynamics of the form (1.7) with a(t,y) = o(T — 1, Cg =ZL=teY).
Thus, we are in a position to apply the general Theorem 1, to Y and to
the function h(y) = e~ I ar—edt(G, — g—;ey)+. Retransforming the Greeks
w.r.t. the Y-variable into usual Greeks w.r.t. K, we obtain the new following

expansion formulas (see Appendix B for the proof).

Theorem 3 (Second and third order approximations for call options,
based on the local volatility at strike).

Assume (E) and (R). Set C; = Cg;t, &t == o(T —t,C4K), &El) = 0go (T —
t,C,K), %) = 02,0(T —t,C,K) and

ar1r = w3, KCs5™M e, Qo1 :W(52,(KC~'&(1))2)0T»

2 K20255® 4 KC’&&(U)T g = w(&2,52, (KC'6(1))2)0T,

27 K2C%66% + KCo6 M), asr =w(?, KC56M, KCo6M)T
( C

arr =w(62,6%, KC66W, KCo6W)T, agr = w(d% KCs6W 6% KCo6W)T.
a) Second order approximation. One has

Call(T, K) =Call®®(0, So; T, K) (1.16)

+é) 7 (gKZ(?%(CaHBS(O, So; T, K) + K303 Call®®(0, So; T, K)) + Errors,

[log(SOCT/K)]Q MO

|Errors| <CK exp ( - 8|o|2. T ) (Uinf

) My MET3/?
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10 E. Gobet and A. Suleiman

where the Black-Scholes price and greeks are computed using the time depen-
dent parameters (G4, T, Gr)o<t<T-
b) Third order approximation. One has

Call(T, K) =Call®®(0, So; T, K) (1.17)
6
+ Z ﬁi)TKiaﬁ(CaHBS(O, So; T, K) 4+ Errors,
i=2
where
T 35 +1~ + —a + - + —a —|—1~ + 9@ —|—9~
Vs = - — - —Q —Q — O (6% 8
27 = 1T T 500 + a3 + plur + a5 + Sra6 T 7T+ A8 T,

T30 = Q1,7 + 4ay 1 + 4as 1 + 1206 7 + 6607 7 + 3308, T,
- N - - 153 . 153 .
T4 = Q4T + Q571 + 3067 + — onr + 7 Os1

7~T57T = 24(1771“ + 12&8,T7
e, = 207, + O8.T,
log(SoCr/K))*\ , My

2 32
M{M3T=.
st ) (o) Mt

|Errors| < CKexp (—

In the above expansions, the constant C depends (in an increasing way) only
on the upper bounds of the model parameters, on cg and on the maturity.

1.2.4 Expansion formulas for implied volatility

Interestingly, the previous expansions of call price can be turned into expan-
sions of implied volatility of(0,S0;7,K) defined by Cal(T,K) =
Call®3(0, 80; T, K; 61 (0,80; T, K), (rt)o<t<T, (¢ )o<i<T). To achieve this, we
use nice relations between Greeks (see below and Proposition 1), omitting to
indicate all the parameters whenever unambiguous:

Vega = aiCallBS(O7 S;T,K) = Se™ "N (d)VT = Ke "N (do)V'T,
o

Se= 1T N'(dy)  Vega

oVT ol "’
dy _ Vega

VT ol

2
S%Tg = SQ%CaHBS(O, S:T,K) =

dy
oVT

3
S3Speedg = Ss%CaHBS(O, ST, K)=—S5Tg( +1) = ( +1),

0? Ke ™TN'(ds)  Vega
KTk = 1°%(0,8; T, K) = =
K aKQCa (Oa Sa ) ) U\/T oT )
03 do Vega do
K3Speedx = K®——Call®® T K) = —K?Tg(1 — =— 1— .
Speedk aK3Ca 0,8;T,K) K( U\/T) oT ( O’\/T)

Now, consider the second order expansion formula based on the ATM local
volatility: it becomes
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1 New approximations in local volatility models 11

Q1T SoCr
Call(T, K) =Call®®(0, So; T, K') — Vega : log + Error,.
VT(f, o2ds)3/2 %)

This reads as an expansion of the implied volatility. The derivation is similar
for the second order expansion formula based on the local volatility at strike.
This proves the following

Theorem 4 (Second order approximations on implied volatilities).
Assume (E) and (R). Using the notations of Theorems 2 and 3, we have

1 T 1 1.7 S CT

ol(0,50; T, K) = (T/o o2ds)? — T%(leides)% log ( OK ) (1.18)
0o Ys

+ Errorl,

1T 1 a SoC:

I ) 1,T olr
0,5T,K)= (= ds)? : 1 1.19
o ( 3005 4y ) (T/(; Os 8) +T%(IOT&2d5)% Og( ) ( )

+ Error,.

Note that in the first case (1.18), the local volatility is computed ATM, while
in the second one (1.19), it is computed at strike.
In addition to these direct implied volatility approximations, one can up-
I

per bound the residual terms Erroré and Error,, simply applying the error
estimates from Theorems 2 and 3. We do not give the details of this derivation.

As it can be expected, the error estimates depend on the ratio bg‘(jo#,

but actually, they are locally uniform w.r.t. this ratio. More precisely, for any
& > 0, there is a constant C¢ which depends (in an increasing way) on &, on the
upper bounds of the model parameters, on cg, on the maturity and on the ra-
tio My /oiny such that for any Sy and K satisfying |log(SoCr/K)| < §|J|Oo\/T
we have

T
|Errors| + [Errory| < CeM; MET.

Thus, inaccuracies may occur for very small or very large strikes, a feature
which is confirmed by the further numerical experiments. In view of the above
upper bounds, the relative errors on implied volatility are locally of order
M7 MyT, justifying the label of second order approximations.

This paves the way for the derivation of a third order expansion of im-
plied volatility, but unfortunately, we have not been able to simplify the com-
putations in order to get a sufficiently nice expression. This will be further
investigated.

1.2.5 Applications to time-dependent CEV model

To conclude this section, we specify the results when the volatility has the
form
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12 E. Gobet and A. Suleiman

o(t,8) = 1,851 (1.20)
i.e. a CEV-type volatility with a time-dependent level (14)o<¢<7 and a time-
dependent skew (3;)o<i<7. In order to apply Theorems 2 and 3, all what is
needed is to give the expressions for the coefficients (a; 7, &; 1)1<i<¢. First, the
proxy volatilities are given by oy = vi(C:.80)Pt 1 and 64 = vy (Cy K)Pr—1—1,
where Cy = Cp_;/Cr; then, we have
arr =w(o?, (B -1)0%)g, azr = azr =w(o? (B -1)%")7,
Q4T = Q5T = w(027 027 (ﬁ - 1)20-2)(?7 Qe T = W(O'2, (5 - 1)02u (ﬁ - 1)02>gu
arr =w(0?,0% (B —1)0?, (8- 1)), asr=w(o? (8—-1)0% 0% (3 —1)o?)L.
The expressions are similar for (&; r)1<i<¢, by replacing o, by &, and (8, — 1)
by (6r—¢—1) in the above formulas. In the case of constant parameters v; = v,
B¢ = 0 and p = r — g, all the previous quantities can be expressed in closed
forms (the values of the integral operator w(.)Z are given by iterated integrals

of exponential functions). We give them in the simple case p = 0. By setting
o= z/SéFl and & = vKP~!, we obtain

T2 T2

a1 T = (5 - 1)0477 Qo T = Q317 = (5 - 1)2047’
T3 T

aar=asr =01 = (8 — 1)206?7 arr =agr = (6 — 1)208ﬂ~

Replacing ¢ by & gives the values for (&; 7)1<i<e-

1.3 Numerical results

In the numerical tests we report here, we take r = ¢ = 0 and we consider a
CEV model (1.20) for the volatility, with constant parameters v and 3. For
additional tests with time-dependent parameters, see [BGM10b]. We choose
So = 1, v = 25% and we allow § to vary. Actually, we consider two values:
G = 0.8 which is not far from the log-normal case, and 8 = 0.2 which is
rather different. We test the accuracy of different approximations, for various
maturities (3-6 months, 1-1.5-2-3-5-10 years) and various strikes.

INSERT TABLE 1.1 ABOUT HERE

The range of strikes depends on the maturity: the tested values are reported in
Table 1.1. Essentially, the strikes are roughly equal to Sy exp(¢& V\/T) where £ is
taken as various quantiles of the standard Gaussian law (we take the quantiles
1% —5%—10%—20%—30%—40%—50%—60%—70% —80%—90%—95%—99%):
this means that the first and last columns of strikes are associated to very ITM
options or very OTM options.

For the sake of completeness, in Table 1.2 and 1.3 we report the implied
volatilities related to the (exact) call price in CEV model with constant pa-
rameters (our computations are based on the work by Schroder [Sch89]).
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1 New approximations in local volatility models 13

INSERT TABLES 1.2 and 1.3 ABOUT HERE
We aim at comparing the following different approximations.

1. ImpVol (AppPrice(2,80)): this is the implied volatility of the second or-
der expansion based on the ATM local volatility (see (1.12) in Theorem
2).

2. AppImpVol(2,S50): this is the second order implied volatility expansion
based on the ATM local volatility (see (1.18) in Theorem 4).

3. ImpVol (AppPrice(2,K)): this is the implied volatility of the second order
expansion based on the local volatility at strike (see (1.16) in Theorem 3).

4. AppImpVol(2,K): this is the second order implied volatility expansion
based on the local volatility at strike (see (1.19) in Theorem 4).

5. ImpVol (AppPrice(3,S0)): this is the implied volatility of the third order
expansion based on the ATM local volatility (see (1.13) in Theorem 2).

6. ImpVol (AppPrice(3,K)): this is the implied volatility of the third order
expansion based on the local volatility at strike (see (1.17) in Theorem 3).

7. Av.ImpVol(AppPrice(3,.)): thisis the average of ImpVol (AppPrice(3,S50))

and ImpVol (AppPrice(3,K)). The interest in this approximation is ex-
plained later.

INSERT TABLES 1.4 and 1.5 ABOUT HERE

In Table 1.4 (resp. Table 1.5), we report the errors on implied volatil-
ity using the six first aforementioned approximations, for 4 = 0.8 (resp.
B = 0.2). The errors are expressed in bps (basis points): an implied volatil-
ity of 25.01% instead of 25% yields 1bp error. For instance, on the first
row of Table 1.4, the value —12.3 is associated to the approximation error
of ImpVol(AppPrice(2,80)) for the first strike of maturity 7 = 3M (i.e.
K =0.70); on the fourth row of Table 1.4, the value —0.9 refers to the approx-
imation error of AppImpVol(2,K) for the second strike of maturity T = 3M
(i.e. K = 0.75), and so one. Sometimes (especially for very small and very
large strikes), the price approximation is out of the non-arbitrage interval for
call options: in this case, one can not define a value for the implied volatility
and we report ND in the tabular. For all these results, a medium (or large)
error on implied volatility may yield a small (or reasonable) error on prices:
this is especially true for ITM or OTM options, for which the Vega is small
(see the discussion in [BGM10c]).

Influence of 3 and T'. Generally speaking, we observe that for § = 0.8, the
errors are smaller compared to 0 = 0.2: it is not surprising since the lognormal
proxy suits better in the first case. This can also be explained by our error
estimates, since M is essentially proportional to |3 —1|. Errors are increasing
w.r.t. T, which is also coherent with our error estimates.

Influence of K. For usual values of strike (essentially in the Gaussian quan-
tile range [10%, 90%]), errors are small (or very small, depending on the ap-
proximation that is used), usually smaller than 10bps for § = 0.8 up to 10Y
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14 E. Gobet and A. Suleiman

maturity, and smaller than 20bps for 8 = 0.2 up to maturity 5Y. Error ap-
proximations on implied volatility are much larger for very ITM or very OTM
options. For these situations, it may be a good idea to incorporate known
asymptotic on the implied volatility (see for instance [Lee04]).

Influence of the type of approximation. Regarding the second order ap-
proximations, within this model it gives lower bounds on implied volatility
(and on price). This systematic underestimation is a drawback of these ap-
proximations. Notice that it is usually much better to use the direct approxi-
mation on implied volatility (Theorem 4) compared to the implied volatility
of the price approximation. However, these implied volatility expansions un-
derestimate the true value as well.

As expected, third order approximations are more accurate than second
order ones. The improvement is more significant for § = 0.2. In Figures 1.1
and 1.2, we plot the errors on implied volatility for the maturity 7" = 1.5Y
(this choice is unimportant) for both values of 3.

INSERT FIGURES 1.1 AND 1.2 ABOUT HERE

We first observe that ImpVol (AppPrice(3,S80)) overestimates the true value
for K > Sy and yields an underestimation for K < Sy. This is the converse
regarding ImpVol (AppPrice(3,K)). On Tables 1.4 and 1.5, we can check that
this is generally satisfied for any maturity. Thus, an heuristic rule may be to
consider the following confidence interval for the exact implied volatility:

o'(0,80; T, K) € (ImpVol(AppPrice(3,K)), ImpVol(AppPrice(3,50))).

If the width of this interval is too large, it somehow indicates an inaccuracy
in our approximations.

Secondly, we observe that the errors using ImpVol (AppPrice(3,S0)) and
ImpVol (AppPrice(3,K)) have roughly the same magnitude (but with oppo-
site signs). Then, if we define the average

Av.ImpVol(AppPrice(3,.))

1
= i(ImpVol(AppPrice(& S0)) + ImpVol(AppPrice(3,K))), (1.21)
we expect to obtain a much better implied volatility estimate. The errors for
Av.ImpVol(AppPrice(3,.)) for § = 0.8 and § = 0.2 are reported in Tables 1.6
and 1.7. Observe that for maturities smaller than 5Y, the accuracy is truly
excellent (i.e. smaller than few bps) for a widened range of strikes.

INSERT TABLES 1.6 and 1.7 ABOUT HERE

We have compared our approximations with the known implied volatility ap-
proximation in the CEV model (with zero interest rates and zero dividend)
(see [Hen08, formula (5.41) p.141]):

L= )I(K/So) (| (B= DT So+ K gy
K16 _ S 24 2 '

o(0,80;: T, K) ~ 1/(
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1 New approximations in local volatility models 15

This latter approximation yields a slightly better numerical accuracy com-
pared to ours (and it is quicker to evaluate). However, our approximations
are also able to deal naturally with general time-dependent local volatility
(with piecewise continuity in time), as a difference with [Hen08, Chapter 5]
for instance, or with stochastic interest rates [BGM10a]. This may be a signif-
icant advantage compared to other approaches, while maintaining tight error
estimates.

A Proof of Theorem 2

We apply Theorem 1, by taking h(z) = e~ I rsds(Cre® — K) 4 and a(t, ) =

o(t,Crexp(z)). The required assumptions on h and a are satisfied owing

to assumptions (E) and (R). By simple computations, we easily check that

Myo = My and My1 = M. The proxy of X used in Theorem 1 now writes
=log(So) — 5 fo 2ds+f0 osdWs.

Maln term and correction terms. From this, we deduce that the main

term E(h(XZX)) in the expansion is equal to

T P
E(e™Jo ™45 (CreXt —K),) = Call®®(0, Sy; T, K; (0)o<t<T, (Tt)o<t<T, (¢)o<t<T)-

In the following, for the sake of brevity, we omit to indicate in the Black-
Scholes formula the dependence w.r.t. (o, 7, q)o<i<r. For computing the
sensitivities Greek” (XF) = LE(h(XE + x))|z—0, we proceed similarly to the
main term. First, we have E(h(XF+41x)) = Call®®(0, Spe*; T, K). By successive
differentiations, we obtain (using matrix notation)

Creek (XF) 100000 SodsCall®3(0, So; T, K)
Creekl (X F) 1100 00| | S20%2Cal®5(0,50; T, K)
Creekh (XE) [ [ 13 1 0 00| | S3a2Cal®®(0,S0; T, K) 199
Greek4(X£) 176 1 00| | Sioican®s(o,S0; T, K) |- (1:22)
Greek5 (XE) 1152510 1 0 | | $5393Call®5(0, Sp; T, K)
Greek!(XEF) 1319065151 SgaSCauBS(o So; T, K)

Regarding the summation of the correction terms, it implies that Z?:l ni,TGreek? (XE) =
S8 i rSiaLCall®S(0, So; T, K) where

mn,r =0,

R 3 1 9 9

T =5C1T + 56T + 563.7 + 14T + 1657 + - c6.r + 9cr 1 + 568,75
ﬁS,T =c1,r + 4C4’T + 4C5’T + 126677‘ + 660777‘ + 3368,T7

A 153 153

fa, 7 =Ca,1 + 57 + 3C6,7 + T + T

s, 7 =24cy 7 + 12¢c8 T,

fle,7 =2c7,T + C3,T-
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16 E. Gobet and A. Suleiman

The expressions of the coefficients (¢; 7)1<i<s are given in Theorem 1, but in
order to specify them in the current case a(t,x) = o(t, Cy exp(z)), we denote
them by (o, 7)1<i<s instead of (¢; 7)1<i<s. Easy computations show that
these definitions coincide with those given in Theorem 2. Then, the second
order expansion formula is obtained by keeping only the first coefficient oy 7,
while all the coefficients are taken for the third order expansion formula.

Error estimates. We have already observed that My, = My and My, =
M. Tt remains to estimate the factor |A() (v X7 + (1 —v)XF)|, arising in the
error bounds of Theorem 1. For v € [0, 1], define o} := vo(t, X¢) + (1 —v)o; €
[Cing, |0]oo] and 07" = vo2(t, X;) + (1 — v)o? € [afnf, |o|2.]: clearly we have

dwX;+ (1 —v)XF) = ovdW, — 5 ?’”dt.

We denote by P” the probability measure under which W/ = W, — 2 fot olds
is a Brownian motion. Then, putting dy = log(SoCr/K) and using h'(z) =
e=Jo qsdsemlx_log(sob_do, we obtain

E([ (vXr + (1= v)X7)]?)

_ Q2,2 fT qsds 2fT o:dstfT o’?’"ds
= Sge %o E(e”Jo 0 Ly gvaw, 1 7 02V s> —dy)

_ @2,-2 [T qedspu (2 [Flo)?ds— [T o2¥d
= Sge " E” (e o 0 ]‘foTo-gdW;’—&-QfOT[ag]?ds—% T o2V ds>— dy)

T
< S2e72J0 qﬁdH?IUlioTPv(/ oldW? +2/o|2.T > —dy). (1.23)
0

If —dy > 2|o|% T, one can apply the Bernstein exponential inequality to show
2 2

that the above probability is bounded by exp(—%). Using the

inequality (a —b)? > 2a2 — b2, it follows that

2

sup E([' (vX71 + (1 —0)XE)]?) < OS2 exp(— dy ) (1.24)
vel0,1] 4|0\20T

where the constant C' depends in an increasing way on the bounds on the co-
efficients and on the maturity. Note that the inequality (1.24) is also valid if
0 < —dp < 2|0|A,T: indeed, from (1.23), we write E([h’(vXT+(1 U)XP)] ) <

2 _o sds+2|o|2. T 2,—2 sds+2 2 i
S2e ST qeds+2]0|2, < Sze Jo" asds+2lolZ,T exp(%)exp( 4|g|§CT) <

CS2 exp(—W). To sum up we obtain

sup [[[h'(vXr + (1 —v)X7F)|l2 < CSo exp(_w

1.25)
ve[0,1] 8|o|2,T ) (

for any dy < 0, or equivalently for any K > SoCrp. Thus, the announced
estimates on Errory and Errors are valid for any Out of The Money calls. Using
a similar analysis, the same estimates hold for Out of The Money puts (K <

Page: 16 job: GOBET_SULEIMAN_VolLocale_FinalVersion macro: svmult.cls date/time: 5-0ct-2010/9:10



1 New approximations in local volatility models 17

SoCr). But, since the call/put parity is preserved within these expansions,
error estimates are equal for call/put with the same characteristics. Thus,
estimates for Out of The Money puts transfer to In The Money calls. This
completes the proof. 0O

A careful inspection of the current proof and that of Theorem 1 reveals
that the factor 8 in the exponential (1.25) can be improved and actually, it can
be taken strictly larger than 2: this gives presumably better error estimates
for K <« Sp or K > 5.

B Proof of Theorem 3

The derivation of the expansion is obtained following the same lines as those
for Theorem 2. We detail only the main arguments. The proxy for the process
(Yi)o<t<r is defined by Y, = log(K) + fg GsdWs — %fg 52ds. We interpret
e¥r /K as the Radon-Nikodym derivative of a new measure P w.r.t. P on Fr,
under which W, = W, — fot G4ds is a standard BM; then we obtain

CO €Y7I: K

E(e~Jo ar-edt(g, — o Y7 ),) =E(e= o TSdST(S‘JCTeYT’ ~K)4)

(e s (e i (re—ae)ds o ST S b [T B2 _ gy )
= Call®®(0, So; T, K; (6¢)o<e<r, (re)o<e<r, (@t)o<i<T)-

This gives the main term in the expansion. Regarding the computation of the
sensitivities Greek” (Y£), observe that E(h(Y + ) = Call®5(0, So; T, Ke*),
omitting the last parameters (6,7, ¢t )o<t<7. Thus, we easily relate the sen-
sitivities Greek” (V) to the Greeks of Call®>(0, S; T, K) w.r.t. K (instead
of Sy in the Theorem 2). The relation is affine and is similar to (1.22). The
other steps of the proof are analogous to that of Theorem 2, replacing Sy and
o by K and & in most places. O

C Computations of derivatives of the Black-Scholes price
function w.r.t. S and K

In the following proposition, we make explicit the formulas for the six first
derivatives of CadlBS(O,S;T,K;U7 r,q) (in short CallBS(O,S;T, K)) wrt. S
and K, leaving the proofs to the reader. These formulas are necessary to
implement the expansions of Theorems 2 and 3.

Proposition 1 (Black-Scholes Greeks). Using the notation from Defini-
tion 3, the sensitivities w.r.t. S are given by
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18 E. Gobet and A. Suleiman

).

As(t, ST, K) = %CallBs(t, ST, K) = e 9 TIN(dy),
Is(t, ST, K) = %CaHBS(t ST, K) = ¢ 9T~ ;\f’/(;h%t ’
Speeds (1, S; T, K) = wCallBS(t ST, K) = P;'(U \/0;17 D,
aa;CauBS(t ST, K) = gi( - a\l/;fl%ﬁ (1d%)) N 3?1 Cg )
aasac Al (1,8, T, K) = 5 (24 + - 50Td1_t 35(52 - )) 10d(1 (@ - - 3) 3(2 - ;d?t; ai
The sensitivities w.r.t. K are given by
Ax(t STV K) = 0 Call® (1,57, K) = —e~ TN (dy).
Ik(t,S;T,K) = 53(20 allPS(¢, $: T K) = T(Tt)z(j(\y[\//(jfi)t’
Speedx (¢, 5;T, K) = %Caﬂ‘”(t,s; T,K) = f%‘u - U\/%),
53(4 Call ™, 51T, K) = ié 2= a\/3;27—t * aj(%T_lﬂ)’
%c UPS(t, 5,7, K) = Z15(24 Jj% + 35((652 - )) 1:5(2;d2 ;)3) 3(24—( ;d%)t; s
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T K
3M |0.70]0.75|0.80{0.85]0.90{0.95/1.00{1.05{1.10{1.20{1.25{1.30{1.35
6M {/0.65]0.75(0.80{0.85/0.90{0.95|1.00{1.05(1.10{1.15|1.25|1.35{1.50
1Y [|0.55(0.65|0.75/0.80{0.90{0.95(1.00{1.05|1.15|1.25|1.40{1.50|1.80
1.5Y0.50{0.60{0.70(0.75(0.85]0.95|1.00{1.10{1.15|1.30{1.50{1.65|2.00
2Y |(0.45|0.55]0.65(0.75{0.85|0.90{1.00|1.10{1.20|1.35|1.55|1.80|2.30
3Y |(0.35]0.50]0.55(0.70{0.80|0.90{1.00|1.10{1.25|1.45|1.75|2.05|2.70
5Y ]|0.25]0.40|0.50{0.60{0.75]|0.85/1.00{1.15|1.35|1.60|2.05|2.50|3.60
10Y (]0.15|0.25|0.35|0.50{0.65(0.80{1.00|1.20{1.50|1.95|2.75|3.65|6.30

Table 1.1. Set of maturities and strikes used for the numerical tests.

3M [/25.908(25.728|25.563(25.409(25.265(25.129(25.001|24.879(24.763|24.548(24.447(24.350|24.258

6M [[26.096|25.728|25.564(25.410{25.266(25.130(25.001[24.880|24.764|24.654(24.448(24.258/24.001

1Y |]26.530(26.096|25.729|25.565|25.267|25.131|25.003|24.881|24.655(24.449|24.171|24.002|23.562

1.5Y|26.780|26.304|25.907|25.731(25.413|25.133|25.004 |24.766|24.656|24.353|24.003|23.772(23.311

2Y ||27.058(26.531(26.099(25.732]25.414|25.270(25.005|24.768|24.552|24.262|23.925|23.564|22.980

3Y [|27.729(26.783|26.534|25.911|25.570(25.272|25.008|24.770(24.453|24.089|23.633|23.254|22.605

5Y ||28.646|27.377|26.788|26.313|25.739(25.421|25.012|24.664|24.268|23.854|23.258|22.788(21.943

10Y {{30.079{28.658|27.746|26.800(26.118|25.586(25.022{24.568|24.020(23.386|22.573|21.918(20.694

Table 1.2. CEV model (8 = 0.8): implied volatilities in %.
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20 E. Gobet and A. Suleiman

3M ||28.755]28.003|27.312]26.673|26.080(25.528|25.010(24.535|24.074|23.232(22.845(22.477|22.128

6M |(29.590(28.017|27.325|26.686|26.092|25.539(25.021|24.535|24.078|23.646|22.851|22.133|21.177

1Y ||31.537(29.624(28.046|27.352(26.116|25.561(25.042(|24.555(23.664[22.867(21.814(21.189(19.602

1.5Y([32.706/30.568|28.831(28.075(26.736(25.583(25.062(24.115|23.681|22.513|21.202{20.359[18.733

2Y [[34.034]31.618(29.692{28.103[26.761(26.163|25.083|24.133(23.288(22.177(20.921{19.621|17.619

3Y [[37.339]32.840[31.698|28.924|27.459|26.209|25.124(24.170|22.930|21.547|19.882|18.555|16.406

5Y |/42.069|35.797|33.000{30.816|28.271|26.908|25.205|23.802|22.262|20.709|18.589(17.011|14.382
10Y ||47.850(41.604|37.460|33.144|30.082|27.758|25.378|23.535(21.407|19.089|16.346|14.325/10.993

Table 1.3. CEV model (8 = 0.2): implied volatilities in %.

& ImpVol (AppPrice (2,S0))
V' ApplmpVol (2,S)

== |mp Vol (AppPrice (2,K))
= ApplmpVol (2,K)

<I ImpVol (AppPrice (3,S0))
¢ |mp Vol (AppPrice (3,K))

2 X Av. ImpVol(AppPrice (3,.))

Fig. 1.1. CEV model (8 = 0.8): errors in bps on the implied volatility
using the 7 approximations ImpVol (AppPrice(2,S0)), AppImpVol(2,S0),
ImpVol (AppPrice(2,K)), AppImpVol(2,K), ImpVol (AppPrice(3,80)),
ImpVol (AppPrice(3,K)) and Av. ImpVol(AppPrice(3,.))
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3M || -12.3| -5.8| -2.4| -0.9/-0.3|-0.1{-0.1|-0.1|-0.2|-1.3| -2.6| -4.9| -8.5
-1.7| -0.9| -0.5| -0.3|-0.2|-0.1|-0.1{-0.1|-0.1|-0.3| -0.5| -0.6| -0.8
-17.1] -6.8| -2.6| -0.9|-0.3|-0.1|-0.1|-0.1|-0.2|-1.2| -2.4| -4.2| -6.8
-1.7| -0.9| -0.5| -0.3|-0.2{-0.1|-0.1|-0.1|-0.1|-0.3| -0.5| -0.6| -0.8
-1.4| -0.4| -0.1| 0.0| 0.0f 0.0| 0.0| 0.0| 0.0| 0.0| 0.1 0.1 0.4
0.6/ 0.1 0.0/ 0.0 0.0 0.0| 0.0] 0.0/ 0.0/ 0.0] 0.0 -0.1| -0.4
6M || -13.3| -3.4| -1.5| -0.6/-0.3|-0.2{-0.1|-0.2|-0.2|-0.4| -1.6| -4.4| -14.8
-1.9| -0.9| -0.6| -0.4|-0.2|-0.2|-0.1{-0.2|-0.2|-0.3| -0.5| -0.9| -1.5
-17.7| -3.7| -1.6| -0.7(-0.3|-0.2|-0.1|-0.2|-0.2|-0.4| -1.5| -4.0| -11.2
-2.1] -0.9| -0.6| -0.4|-0.2{-0.2|-0.1|-0.2|-0.2|-0.3| -0.5| -0.8| -1.4
-1.1] -0.1| 0.0/ 0.0{ 0.0f 0.0| 0.0 0.0| 0.0| 0.0| 0.0 0.1 0.8
0.7/ 0.0/ 0.0/ 0.0 0.0 0.0| 0.0] 0.0/ 0.0/ 0.0] 0.0 -0.1| -0.7
1Y || -23.5| -8.0| -2.3| -1.2{-0.4]-0.3]-0.3|-0.3|-0.5(-1.2| -3.9] -7.7| -36.8
-3.5| -1.9| -1.0| -0.7|-0.4|-0.3|-0.3|-0.3|-0.4|-0.7| -1.2| -1.6| -3.1
-34.1| -9.2| -2.4| -1.2(-0.4|-0.3|-0.3|-0.3|-0.5|-1.1| -3.6| -6.7| -23.2
-3.9| -2.0| -1.0| -0.7|-0.4|-0.3|-0.3|-0.3|-0.4|-0.6| -1.1| -1.5| -2.8
-2.1| -0.3| -0.1| 0.0| 0.0f 0.0| 0.0| 0.0| 0.0| 0.0| 0.1 0.2 3.0
2.0/ 0.2| 0.0] 0.0| 0.0| 0.0 0.0| 0.0] 0.0] 0.0| -0.1] -0.2| -2.3
1.5Y|| -28.4]-10.6| -3.5| -2.0|-0.7|-0.4|-0.4|-0.5[-0.6|-1.6| -5.6| -12.1| -50.0
-4.7| -2.7| -1.5| -1.1{-0.6|-0.4|-0.4|-0.5(-0.5|-0.9| -1.7| -2.4| -4.3
-41.3|-12.2| -3.7| -2.1|-0.7|-0.4|-0.4|-0.5|-0.6|-1.5| -5.1| -10.2| -29.7
-5.3| -2.9| -1.6| -1.2|-0.6|-0.4|-0.4|-0.5(-0.5|-0.9| -1.6| -2.2| -3.8
-2.5| -0.4| -0.1| -0.1| 0.0f 0.0 0.0| 0.0| 0.0| 0.0 0.1 0.4 4.4
2.5 0.3] 0.0] 0.0| 0.0| 0.0 0.0| 0.0] 0.0] 0.0| -0.1] -0.4| -3.3
2Y || -36.5[-14.5| -5.3] -1.9/-0.8|-0.6[-0.5[-0.6/-0.9]-2.0| -6.0| -17.6| -91.0
-6.2| -3.7| -2.2| -1.3|-0.8/-0.6/-0.5|-0.6(-0.8|-1.2| -2.1| -3.3| -6.2
-55.7(-17.2| -5.6| -1.9(-0.8|-0.6|-0.5(-0.6|-0.9]-2.0| -5.5| -14.2| -43.6
-7.1| -4.0| -2.3| -1.3|-0.8|-0.6/|-0.5|-0.6(-0.8|-1.2| -1.9| -3.0| -5.3
-3.5| -0.6| -0.2| -0.1| 0.0f 0.0 0.0| 0.0| 0.0| 0.0 0.1 0.7/ 10.0
3.6/ 0.5/ 0.1| 0.0| 0.0 0.0| 0.0 0.0 0.0(-0.1| -0.1] -0.6| -6.6
3Y || -64.7|-17.8]-11.3| -2.9]-1.4]-0.9]-0.8]-0.8]-1.3|-3.1|-10.5| -27.0{-140.9
-10.5| -5.0| -3.9| -1.9(-1.2]-0.9]-0.8|-0.8|-1.1|-1.8| -3.2| -4.9| -8.8
-122.7|-21.1]-12.6| -3.0|-1.4|-0.9(-0.8|-0.8|-1.2|-3.0| -9.3| -20.7| -57.5
-12.6| -5.6| -4.3| -2.0(-1.3|-0.9]-0.8|-0.8|-1.1|-1.8| -3.0| -4.3| -7.3
-8.9| -0.8| -0.4| -0.1|-0.1| 0.0| 0.0 0.0| 0.0| 0.1 0.3 1.2| 16.0
10.7] 0.6] 0.3] 0.1] 0.0| 0.0] 0.0| 0.0]-0.1]-0.1] -0.3] -1.2] -10.1
5Y |[|-106.7]-30.6|-13.2| -5.9|-2.2|-1.5|-1.2|-1.3|-2.1|-4.8|-17.3| -45.5|-471.9
-18.1| -8.6| -5.5| -3.6(-2.0|-1.5|-1.2|-1.3|-1.9|-2.9| -5.3| -7.9| -14.5
-256.0(|-38.2|-14.5| -6.1|-2.2|-1.5(-1.2|-1.3|-2.1|-4.6|-14.9| -32.2| -88.5
-23.2(-10.0| -6.1| -3.8(-2.1|-1.5|-1.2(-1.3|-1.8|-2.7| -4.7| -6.7| -11.5
-18.8| -1.6| -0.5| -0.3(-0.1|-0.1| 0.0| 0.0| 0.1 0.1] 0.5 2.4| 38.9
23.1 1.3] 0.3] 0.2|0.1] 0.0| 0.0]-0.1]-0.1]-0.2| -0.5| -2.4| -20.9
10Y ||-172.3|-69.5|-30.2|-10.0|-4.4|-2.7|-2.2|-2.4|-3.6|-9.1|-34.6|-103.0| ND
-33.7(-19.2|-12.1| -6.7(-4.1|-2.8|-2.2|-2.4|-3.4|-5.6|-10.2| -15.5| -29.6
-472.8|-94.7|-34.0|-10.3|-4.4|-2.8(-2.2|-2.4|-3.6|-8.7|-28.2| -60.5|-159.3
-47.5(-24.3|-14.3| -7.3|-4.2|-2.8|-2.2|-2.4|-3.3|-5.1| -8.7| -12.3| -20.9
-33.9| -5.0| -1.1| -0.5(-0.3|-0.2| 0.0| 0.1 0.2 0.3 1.1 6.7| 146.5
27.4| 2.5/ 0.6] 0.4|0.2|0.1| 0.0/-0.1|-0.2]-0.3] -1.3| -7.0| -58.7

Table 1.4. CEV model (8 = 0.8): errors in bps on the implied volatil-
ity using the 6 approximations ImpVol(AppPrice(2,S80)), AppImpVol(2,S0),
ImpVol(AppPrice(2,K)),  AppImpVol(2,K), ImpVol(AppPrice(3,80))  and
ImpVol (AppPrice(3,K)).
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3M |[-131.8| -71.5| -33.0| -12.7| -4.2| -1.5| -1.0| -2.3| -3.9| -22.8| -52.9|-124.1|-525.3
-18.8| -12.6| -8.0| -4.8| -2.7| -1.5| -1.0| -2.3| -2.7| -5.5| -7.6| -10.1| -12.9
ND| -134.0| -43.9| -14.2| -4.3| -1.6| -1.0| -2.3| -3.7| -18.5| -34.8| -57.1| -84.0
-24.4| -15.4| -9.3| -5.3| -2.8| -1.5| -1.0| -2.2| -2.7| -4.9| -6.5| -8.4| -10.3
-31.8 -9.5| -2.1| -0.5| -0.2| -0.1| 0.0| -0.9| -0.5 0.6 3.4| 12.8| 40.5
57.2 11.7 2.1 0.5| 0.2/ 0.1 0.0| -1.0| -0.7| -1.1| -3.3] -9.1| -20.3
6M |-152.3| -47.5| -22.8| -10.1| -4.6| -2.6| -2.1| -2.3| -3.6| -7.0| -27.8| -97.9 ND
-28.2| -14.0/ -9.4| -6.1| -3.8| -2.6| -2.1| -2.3| -3.1| -4.4| -8.2| -13.4| -23.2
-466.9| -63.4| -26.3| -10.8| -4.7| -2.6| -2.1| -2.3| -3.5| -6.6| -22.7| -56.0|-130.1
-38.4| -16.8| -10.7| -6.6| -4.0| -2.6| -2.1| -2.3| -3.0| -4.1| -7.1] -10.9| -17.1
-31.0 -3.3| -1.1] -0.6] -0.3| -0.2| 0.0| 0.1} 0.2 0.4 1.2 7.8 94.9
41.7 3.4 1.2 0.6| 0.3 0.1 0.0| -0.1| -0.2| -0.3| -1.1| -6.7| -41.0
1Y |[-257.5| -105.8] -34.8| -18.9| -6.5| -4.8| -4.2| -4.3| -7.4| -18.9] -77.7|-203.6 ND
-55.8| -31.6| -16.9| -12.1| -6.2| -4.8| -4.2| -4.3| -6.1| -9.8| -17.8| -24.4| -48.0
ND| -164.6| -40.5| -20.7| -6.7| -4.8| -4.2| -4.3| -7.1| -16.9| -52.8| -90.9|-227.4
-84.9| -41.8| -19.7| -13.4| -6.3| -4.8| -4.2| -4.2| -5.8| -8.7| -14.3| -18.3| -30.8
-63.4| -11.2| -2.4| -1.5| -0.6| -0.3| -0.1| 0.2| 0.6 1.2 4.9| 18.0| 343.5
77.5 12.0 3.0 1.8/ 0.6| 0.2] -0.1| -0.3|] -0.6| -1.0| -4.7| -15.0|-111.1
1.5Y([-313.2] -139.6| -53.3| -31.8|-12.3| -7.0| -6.2| -6.9| -8.6| -25.4|-118.7|-574.7 ND
-77.5| -46.0| -26.4| -19.8|-11.1| -7.0| -6.2| -6.8| -7.9| -13.7| -25.7| -36.7| -66.4
ND| -221.0| -63.9| -35.7|-12.8| -7.0| -6.2| -6.8| -8.4| -22.4| -73.0(-131.2|-273.3
-124.7| -63.5| -32.0| -22.6|-11.6| -7.0| -6.2| -6.7| -7.6| -12.0| -19.6| -25.7| -39.3
-76.9| -16.4| -4.4| -3.0| -1.5| -0.5| -0.1| 0.6| 0.9 2.0 8.6 39.6| 470.0
81.1 18.1 6.0 3.8/ 1.5/ 0.3| -0.1] -0.7| -0.9| -1.6| -8.1| -29.8|-150.5
2Y [[-395.3| -187.6| -79.0| -31.6|-14.5|-11.0| -8.3| -8.7[-12.8| -33.0{-125.5| ND ND
-104.9| -63.9| -38.4| -22.7|-13.6(-10.9| -8.3| -8.6|-11.1| -17.8| -30.4| -49.9| -94.8
ND| -314.7| -98.3| -34.7|-14.9|-11.1| -8.3| -8.6|-12.2| -28.6| -78.5|-172.3|-342.2
-180.4| -93.1| -48.5| -25.5|-14.1|-11.0| -8.3| -8.5|-10.5| -15.2| -22.8| -32.7| -50.2
-105.8| -25.5| -7.6| -3.8| -2.0| -1.4| -0.2| 0.7| 1.5 2.9 9.3| 76.9| 770.3
99.9 28.0| 10.5 4.6/ 1.8/ 0.9 -0.2| -1.0| -1.5| -2.2| -8.7| -50.8|-228.6
3Y |[-651.4] -234.4|-160.1| -48.9(-24.7|-15.6(-12.4|-12.3]-18.6| -51.2{-279.0| ND ND
-184.1| -90.8| -72.0| -35.7|-22.8|-15.5(-12.4|-12.3|-16.1| -26.3| -47.8| -73.4|-133.8
ND| -375.7|-219.9| -54.3|-25.7|-15.7(-12.4|-12.2|-17.6| -42.6(-125.7|-231.1|-397.4
-375.3| -138.1|-101.1| -41.3|-24.0(-15.7(-12.4|-12.2|-15.0| -21.5| -32.8| -43.5| -62.4
-228.9| -33.9| -19.4| -7.2| -4.3| -2.1| -0.5| 0.8 2.6 5.1 22.6| 156.9/1012.9
129.8 37.9] 25.9 8.8] 3.9| 1.1| -0.5| -1.5] -2.5| -3.7| -21.6| -89.8|-295.9
5Y ND| -392.5|-198.4|-100.5|-42.0|-28.2|-20.5|-19.9]-30.9| -80.9| ND| ND ND
-320.6| -163.4[-106.9| -70.8]-39.5|-28.2|-20.5|-19.9|-26.3| -40.9| -76.7|-117.4|-219.1
ND| -618.2|-247.5|-113.0|-43.8|-28.6|-20.5|-19.7|-28.7| -64.3|-188.0|-314.1|-468.3
-830.8| -283.4|-154.1| -88.3|-42.3|-28.7(-20.5|-19.7|-23.7| -31.7| -46.8| -59.8| -81.3
-414.2| -68.3| -27.9| -17.0| -9.3| -5.5| -1.3| 1.8 5.2 9.4 49.9| 341.0(1498.8
-666.6 40.4| 35.9| 21.7| 7.9]| 2.8] -1.3] -3.4| -4.8] -6.7| -47.8|-165.5|-400.1
10Y ND| -731.7|-386.6|-160.2|-80.6|-51.7(-37.8|-35.2|-51.8(-169.5| ND| ND ND
-387.9| -274.1]-196.2|-121.2|-77.4|-52.6|-37.8|-35.8|-46.2| -76.8|-146.2|-227.2|-439.9
1545.1| -250.4|-303.5|-155.1|-81.7|-52.1(-37.8|-34.9|-48.1|-118.9(-304.8|-431.9|-406.7
ND| -784.3|-387.4|-168.5|-87.5|-53.9(-37.8|-35.2|-40.1| -52.3| -71.3| -85.6|-103.8
-447.8| -67.5| -13.5| -17.4|-16.2|-10.3| -2.6| 3.5| 10.6| 19.8| 151.4| 855.1|2397.6
ND|-1411.2|-136.9| 34.6| 23.9| 8.4| -2.6| -7.4| -9.8| -15.8|-135.4|-323.5|-406.7

Table 1.5. CEV model (8 = 0.2): errors in bps on the implied volatil-
ity using the 6 approximations ImpVol(AppPrice(2,S80)), AppImpVol(2,S0),
ImpVol(AppPrice(2,K)),  AppImpVol(2,K), ImpVol(AppPrice(3,80))  and
ImpVol (AppPrice(3,K)).
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Fig. 1.2. CEV model (8 = 0.2): errors in bps on the implied volatility
using the 7 approximations ImpVol(AppPrice(2,S0)), AppImpVol(2,S0),
ImpVol (AppPrice(2,K)), AppImpVol(2,K), ImpVol (AppPrice(3,50)),

ImpVol (AppPrice(3,K)) and Av. ImpVol(AppPrice(3,.))

3M ||-0.41|-0.13|-0.04|-0.02|-0.02|-0.01| 0.00| 0.00| 0.00| 0.00| 0.01| 0.00|-0.01
6M |[-0.16(-0.04|-0.03|-0.02|-0.01|-0.01| 0.00|-0.01| 0.00|-0.01| 0.00| 0.01] 0.04
1Y ||-0.05|-0.06|-0.04|-0.03(-0.01{-0.02{-0.01{-0.01| 0.00{-0.01| 0.00| 0.00| 0.34
1.5Y||-0.02|-0.07(-0.04|-0.03(-0.02|-0.02(-0.01{-0.01{-0.01{-0.01| 0.00| 0.01| 0.54
2Y || 0.06|-0.08}-0.05(-0.03|-0.02{-0.02|-0.02|-0.01|-0.01|-0.01|-0.01| 0.01| 1.69
3Y || 0.89]-0.09|-0.06|-0.03|-0.02|-0.02|-0.02|-0.02(-0.01|-0.01{-0.01| 0.02| 2.98
5Y || 2.17|-0.16|-0.06|-0.04|-0.03|-0.03|-0.03|-0.02|-0.01|-0.01|-0.01| 0.01| 8.99
10Y |[-3.24]-1.24|-0.23|-0.05|-0.05|-0.05|-0.04|-0.03|-0.02|-0.01|-0.12{-0.13|43.89

Table 1.6. CEV model (8 = 0.8): errors in bps on the implied volatility using Av.
ImpVol (AppPrice(3,.))

3M 12.69/ 1.08| 0.01]0.00(-0.01|-0.01| 0.00{-0.95|-0.60{-0.27{0.01| 1.86| 10.08
6M 5.36] 0.07| 0.07]|0.03| 0.00{-0.02{-0.02{-0.02| 0.00| 0.02]|0.04| 0.54| 26.98
1Y 7.01 0.37| 0.31]0.14|-0.04|-0.07|-0.06|-0.06| 0.01| 0.11]0.13| 1.52|116.22
1.5Y 2.09] 0.87| 0.76|0.40|-0.03|-0.14|-0.14|-0.07|-0.02| 0.21|0.23| 4.94|159.77
2Y -2.93| 1.24| 1.46|0.40(-0.12(-0.21]-0.23]-0.14| 0.02| 0.34|0.28| 13.05|270.84
3Y || -49.57|  2.02| 3.24/0.82|-0.19|-0.50|-0.50|-0.34| 0.05| 0.69]0.49| 33.54(358.51
5Y |(|-540.41| -13.94| 3.99(2.33|-0.69|-1.31|-1.27|-0.77| 0.22| 1.37(1.04| 87.77|549.35
10Y ND|-739.31|-75.21|8.58| 3.84[-0.94|-2.64|-1.96| 0.38| 2.00|7.99|265.78]995.47

Table 1.7. CEV model (8 = 0.2): errors in bps on the implied volatility using Av.
ImpVol (AppPrice(3,.))
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