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ABSTRACT

Aims. The physical interpretation of spectro-interferometiatadis strongly model-dependent. On one hand, models imgpilab-
orate radiative transfer solvers are too time consumingiregal to perform an automatic fitting procedure and destophysical
quantities and their related errors. On the other handgusimple geometrical models does not givéisient insights into the physics

of the object. We propose to stand in between these two egtegproaches by using a physical but still simple paransetgrinodel

for the object under consideration. Based on this philogope developed a numerical tool optimised for mid-infrafedd-IR)
interferometry, the fast ray-tracing algorithm for circstellar structures (FRACS) which can be used as a stané-ahmadlel, or as

an aid for a more advanced physical description or even &froghting observation strategies.

Methods. FRACS is based on the ray-tracing technique without séagiebut supplemented with the use of quadtree meshes and the
full symmetries of the axisymmetrical problem to signifitpmlecrease the necessary computing time to obtain e.gochoomatic
images and visibilities. We applied FRACS in a theoretitadlg of the dusty circumstellar environments (CSESs) of Bigergiants
(sgBl[e]) in order to determine which information (physipafameters) can be retrieved from present mid-IR intenfetoy (flux and
visibility).

Results. From a set of selected dusty CSE models typical of sgB[e} ster show that together with the geometrical parameters
(position angle, inclination, inner radius), the temperatstructure (inner dust temperature and gradient) candbecanstrained

by the mid-IR data alone. Our results also indicate that gterdhination of the parameters characterising the CSHtglestaucture

is more challenging but, in some cases, upper limits as vgetlogrelations on the parameters characterising the mass<ém be
obtained. Good constraints for the sgB[e] central contimewmission (central star and inner gas emissions) can bimetiteehenever

its contribution to the total mid-IR flux is only as high as avfpercents. Ray-tracing parameterised models such as FRAECS
thus well adapted to prepare godinterpret long wavelengths (from mid-IR to radio) obsdions at present (e.g. VL/MIDI) and
near-future (e.g. VLTMATISSE, ALMA) interferometers.

Key words. Methods: numerical, observational — Techniques: high Emgasolution, interferometric — Stars: mass loss, emissi
line, Be, massive, supergiants

1. Introduction medium density needs to be parameterised and it is not deter-

) _ ) _ _ mined in a self-consistent way. For massive stars for it&ain
When dealing with opticaR interferometric data, one needs tQyoy|d be necessary to take into account non-LTEas includ-
invoke a model for the understanding of the astrophysical o hoth gas and dust emission of the circumstellar matesal
ject under consideration. This is because of (1) the low@®e \yg|| a5 a full treatment of radiation hydrodynamics. Fitin-

of the uv-plane and most of the time because of the lack of thgferometric data this way is as yet impossible becauserut ¢
visibility phase, and (2) because our aim is to extract ptafsi puting time limitations.

parameters from the data. This is particularly true for thd-M
Infrared Interferometric Instrument (MIDI Leinert et R003) Of course, solving at least the radiative transfer in a self-
at the Very Large Telescope Interferometer (VLTI), on whichonsistent way is already very demanding for the computa-
our considerations will be focused. Some pure geometnical tional resources. Consequently, model parameters caerde-b
formation can be recovered through a simple toy model suchtagmined in a fully automatic way and the model fitting praces
Gaussians (see e.g. Leinert efjal. 2004; Domiciano de Sowdast be carried out mostlyy hang or automatised by systemat-
et alT2007). ically exploring the parameter-space , the “chi-by-eygiraach
However, this approach does not give any insights into tmeentioned ia92). The followers of this appho
physical nature of the object. One would dream of having @nsider the “best fitting” model as their best attempt: a ehod
fully consistent model to characterise the object undgpens that is compatible with the data. It is admittedly not petrféat
tion. In many cases, if not all, a fully consistent model ig odit is in most of the cases the best that can be done given the dif
of reach and one uses at least a consistent treatment of-theficailty of the task. It is remarkable that a thoroughanalysis
diative transfer. Models based for instance on the MontdoCapof VLTI/MIDI data of the Herbig Ae star AB Aurigae has been
method are very popular (see elg. Ohnakalgt al.[2006; Nigcolperformed by di Folco et &l (2009) which remains to date dne o
& Alcolea R006;|Wolf et &l 1999) for this purpose. Still, thethe most achieved studies of this kind. From gRanalysis, for-
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mal errors can be derived and at least the information concer
ing the constraints for the physical parameters can be tieait
Qualitative information about the correlation of parametan
be pointed out.

The next step after the toy models for the physical char-
acterisation of the astrophysical objects can be made fram t
pure geometrical model towards the self-consistency biyihc
ing and parameterising the object emissivity in the analysi
For instance] Lachaume ef dl. (2p07) 4nd Malbet kt[al. {2005)
use optically thick (i.e. emitting as black bodies) and iy
thin discs to model the circumstellar environment of prémma
sequence and B[e] stars. Of course this approach has some
striction when modelling a disc: for instance it cannot Hand
nearly edge-on disc and an optically thin situation.

We propose an intermediate approach: between the use of
simple geometrical models and sophisticated radiativestea
solvers. Indeed, it is a step backwards from the “self-cziast”
radiative transfer treatment, which is in most cases toaackd
with regard to the information provided by the interferonet
data. For this intermediary approach, we assume a predcribe
and parameterised emissivity for the medium. Our purpote is
derive the physical parameters that characterise thissasitys
In the process, we compute intensity maps and most pantigula
visibility curves from the knowledge of the medium emisivi Fig. 1. Coordinate systems. The shaded ellipse represents a disc
with a fast ray-tracing technique (a few seconds depending giewed by the observer.
map resolution), taking into account the particular symiast
of a disc configuration. Then, the model fitting process can be
undertaken in an automatic way with standard methods (gee estudy is motivated by the typical data one can obtain froro-dis
Levenber 1944f Marqualfit 1563). The techniques we preskkg CSE observed with MIDI, the mid-IR 2-telescope beam-
are designed to be quite general and not tailored to anycptati combiner instrument of ESO’s VLT] (Leinert et|al. 2003).
emissivity except for the assumed axisymmetry of the proble
under considerat.ion. _ 2.1. Intensity map

Our purpose is twofold. On one hand - as already mentioned
- we aim to estimate physical parameters and their errons chi@atensity maps of the object are the primary outputs of the@ho
acterising the circumstellar dusty medium under constaera that we need to compute the visibilities and fluxes that are di
with as few restrictive assumptions as possible; at leastinvi rectly compared to the observations. For this purpose, we in
the obvious limitations of the present model. On the othexdhategrate the radiation transfer equation along a set of nays (
our purpose is to provide the user of a more detailed modet, stiracing technique) making use of the symmetries of the grabl
as a Monte Carlo radiative transfer code, with a first charact (see Sec{]3 for details).
sation of the circumstellar matter to start with. The unit vector along the line of sight is given loy =

In Sect[P we describe the general framework of the proposégini + Z cosi, i being the inclination between treaxis and
ray tracing technique. In particular how to derive the obakle the line of sight andk,"y the unit vector along th& et y-axis of
from the astrophysical object emissivity. In Sdft. 3 we desc a cartesian system of coordinates (see fig. 1), referres! tiea
the numerical aspects that are specific to the presentaaipgy “Model system” below. The problem is assumed to be invariant
technique. In particular, the use of a quadtree mesh angthe sby rotation around the-axis. We define a fictitious image plane
metries that allow us to speed up the computation are détail@y giving two unit vectorsy = -y cosi + zsini andX = —X.

In Sect.[# we focus our attention on the circumstellar disc dhis particular choice is made making use of the axisymmetry
B[e] stars and describe a parametric model of the circumstéf the problem. Note that for this particular coordinateteys

lar environment. In Secf] 5 we analyse artificial interfeesric (X, Y) the disc position angle (whenever 0) is always defined
data generated both from the parametric model itself and &0 @s 90°. The actual image plane, with th€ and X’ axis corre-
Monte Carlo radiative transfer code (Niccolini & Alcdlea@). sponding respectively to North and East, is obtained bytirga
Our purpose is not to fit any particular object, but to presemt the axis of our fictitious image plane by an angle;PA;, where
guideline to the following question: which physical infoation  PAd is the position angle of the disc with respect to North.

can we get from the data ? A discussion of our results and the The dust thermal emissivity at wavelengthand position
conclusions of our work are given in Seffs 6 §hd 7 respegtiveVectorr is given by

ma(r) = K&°Xr) By(T (1)) . 1)

Wherexj‘bs(r) is the absorption cdicient andB, (T (r) the Planck

We describe here the FRACS algorithm, developed to stuftjnction at the medium temperatufér) atr. «3is defined as
stars with CSEs from mid-IR interferometric observables(r) C3*S whereC3"is the absorption cross section am(d) the
(e.g. visibilities, fluxes, closure phases). Although FFSA&uld number density of dust grains iat

be extended to investigate any 3D CSE structures, we focus We neglect the scattering of the radiation by dust grains, op
here on the particular case of axisymmetrical dusty CSE®. Tkimising our approach to long wavelengths (from mid-IR te ra

= Nofl‘h

X

2. The ray-tracing technique
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dio). This assumption simplifies the radiative transferatmun 3. Numerical considerations
by removing the scattering term.

We obtain the intensity map at positioK,(Y) in the image
plane (inclined by) and at wavelength by integrating the trans-
fer equation along the particular ray that passes throughdh-
sidered point of the image plane. DefiningX, Y, i) (simply r
for short) as the position vector along a ray, given in the eho
system of coordinates by

We seek to produce intensity maps within seccﬂ1dsd we aim
for our numerical method to be Siciently general in order to
deal with a large range of density and temperature strusture
Given these two relatively tight constraints, the numériicte-
0gration of Eq. Kh) is not straightforward.
For example we have tested that tHe &der Runge-Kutta
integrators o# Press etlal. (1992) with adaptive step-siged(s-
-X cussed in) Steinacker et|al. 2006) doest not suit our conggrai
r(X, Y,i) = [ -Y cosi + ssini] , (2) Indeed, the step adaption leads tdfidulties if sharp edges
Y sini + s cosi (e.g. inner cavities) are present in the medium emissivity.

and by introducing the optical depth at wavelengtand posi-

tion salong the ray by 3.1. Mesh generation
VR Regarding the above mentioned constraints and tiierdit nu-
) n ot merical approaches tested, we found that lEh (4) is mfire e
(X Yiss) = fkﬁx(fg)ds', (3) ciently computed with an adaptive mesh based on a tree data
s structure (quadtre@sctrees). The mesh purpose is twofold: first,

it must guide the computation of Ed] (4) and distribute the in
tegration points along the rays according to the variatiohs
VR, R the medium emissivity; second, within the restriction ofsax
. ab (X Yi ) symmetrical situations, the mesh must handle any kind o§emi
(X, Yi) = f K3 (rs) Ba[T(rs)] e 7 ¥ds, (4)  sivity. Quadoctree meshes are extensively used in Monte Carlo
_JR® radiative transfer codes (e.g. sEe BiahEhi 2008; Niccadini
u Alcolea|200p] Jonsshin 2406; Wolf ef fil. 1p99); the mesh gen-
where the extinction cdgcient«®(r) ~ «2{r) because scatter- €ration algorithm is thoroughly described in Kurosawa &liel
ing is neglected. 0

We assume that the CSE is confined within a sphere of radius The mesh we use is eartesian quadtree Cartesian refers
here to the mesh type and not to the system of coordinates we

Rou s varies consequently frorm \/an)ut_ R to \/Rgut_ R* Use. Indeed, the mesh is implemented as a nested squared do-

(R = X2+ Y?) in Eq. ) and in the definition of a ray Eq] (2).main (cells) in the — [2 plane p = 32 + y2). The whole mesh

This hypothesis can be relaxed without altering the presemt s enclosed by the largest cell (the root cell in the treeahrizhy)

siderations and the domain of integration of Eﬂq (4) sutabb-  of sizeR,y in p and|Z. The underlyinghysical coordinate sys-

sen. tem is cylindrical (withz > 0) and the mesh cells correspond
If some radiation sources (e.g. black body spheres) are {8-a set of two (forz > 0 andz < 0) tori, which are the actual

cluded in the analysis, an additional term must be added gRysical volumes.

Eq. (4) whenever a particular ray intersect a source. For a The mesh generation algorithm consists in recursivelyddivi

source with specific intensity? this additional term is given by ing each cell in four child cells until the following conditis are

Ij e—Tﬁ(X»Y»i?S(S)), o) being the distance at which the ray giventy simultaneously fulfilled for each cell in the mesh (see Kars

Y andi (see Eq[]2) intersects the outermost (along the ray) soueéillier 2001}, for more details):

boundary. In that case the lower integration limit in E@1 (ant

abs ) ]¢ 43
is — \/R2,; — R, must also be replaced IsfP. {,{f [K” S(r)] o

we obtain

— < and )
T [K;ibs(r)] d3r
2.2. Interferometric observables Viot
From the monochromatic intensity maps at Wavelevlg(llEq.H) fff [T(NP &
we obtain both the observed fluxEs and visibilitiesV, for an Ve )
: . <7, (8)
object at distancd, [T der
th
F.() = isz (XY, i) dXdY, (5) WwhereV is the volume of celf, Vo is the volume of the root cell
d ande, g andn are parameters controlling the mesh refinement.

—00—00

In the present worke andg have been fixed to 1, but higher
and values can be useful for some particular situations whege th
L 0 oo generated kgnesh must be tighter than the mesh generatetydirec
V,(B. PA) = (XY i) @207 2[5 cose)+ ¥ sin)] gxdy from thelkji Sar)dT variations. Typ|cally, the;e situations show
A(B.PA) d2F,(i) ff X YD) et ’ ” up for high optical depths (in this paper, optical depth ealdo
—oo—e0 not exceed~ 1 at 10um along the rays). The practical choice

(6) of @, g andn is obtained from a compromise between execu-

whereV, is obtained for a given baseline specified by its prq: : ; .
jected length B (on the sky, i.eX(, Y") coordinates) and its polarq'on speed and numerical accuracy of the H§j. (4) integration

angle PA from North to East (direction of th€ axis).A andj 1 The actual computation time reached is less than 10's fof pigél
represent, respectively, RA PA and v-1. map on an Intel T2400.83 GHz CPU.
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Quadtree mesh

| | | | 3.2. Symmetries
A N ) N )

We can make use of the CSE symmetries to reduce the compu-
tation domain of an intensity map from Eﬂ (4) to only a fourth
of it and consequently reduce the computation time.

Recalling the definition of a ray (Efj. 2), we have two notice-
able identities for any disc physical quantity(e.g.«2 k¥, T,
n, ...) depending on

O (ry(X Vi) = @(ry(-X.Y.i)) and 11)
O (ry(X YD) = @ (ro(X.-Y.0)) . (12)

where Eq. @1) expresses the disc symmetry with respeceto th
y — zplane and Eq.[(§2) the point symmetry with respect to the
origin of the model system of coordinates.

From the above identities it is straightforward to deduedrth
counterpart for the intensity map

(X YD) = (=X Y,i) and (13)
_ - Taxkﬁxt(rg)ds
LK Y,i) = 1,(X =Y, i)e -sx , (14)

1.0 05 0.0 0-5 10714 wheresnax = +/R2,— R2. Note that the exponential factor in

+p[Ry Eq. (1) has to be evaluated when computif&, Y, i) anyway;

no extra &ort is required to derivé, (X, Y,i) from 1,(X, =Y, i)

Fig. 2. Quadtree mesh for a disc configuration. The disc paran): s e .
eters are those of model (b) described in Spcl. 5.2 (see ‘%86‘“ for the multiplication of, (X, -Y,1) by this factor.

TabIes[IZ anﬂ|4). The mesh refinement paramp([Eqs.[’f an<ﬂ8)
has been set to the high value~30n order to obtain a coarse 3.3. Intensity map

mesh more easily represented. " . . - .
The fictitious image plane is split into a set of pixels whoee p

sitionsX; andY are given by

(e.g. typical values ofy range from 10° to 10%). When deal- 1 N
ing with optically thick situations, a supplementary cdiwlis X; = Ax x (j += - —) , (15)
can be added to Eqsﬂ @) arﬁi (8) in order to prescribe an upper 2 2
limit to the cell optical depth. For instance, making use e t 1 N
computation of the integral in E](7), one can add the foitgw Yi = Ay X (k ts - E) ; (16)

criterion for cell¢ (whose centre isog, z:) and sizeA;)
whereAx = Ay is the pixel size inrX andY, andN is the number

1 . .
5 . fff &) & < Aty | ) of pixels inX andY, and where
TP Se Sy 0< jks(N:2)+5, (17)

whereAr;in is the prescibed upper limit to the cell optical deptivheres = -1 for N even and = 0 otherwise and-" stands for
For the moderate optical depths reached in this work, wif€ integer division. Taking into account the symmetriesime
values ofy down to 10° and Arm Set to 102, the criteria of tioned in Sec{ 3|2 only a fourth of the pixels need to be abnsi

Egs. [) and[{8) are the leading conditions to the mesh refirffd€d- . _ . _ .
ment. The evaluation of the integral in E[] (4) is carried out for

Figure [2 shows the mesh obtained in the particular case df@ch Pixel X;, Yi) and along the ray(X;, i, i). The intersec-
Ble] circumstellar disc (see Sef}. 4) for models whose paraniion points of the ray with the cell boundaries correspormnda t

ters are given in Tablg 2 (see caption for more details). set of distances along the ray defined as
The volume integrals in Eq{|(7) anﬂl (8) are estimated b% -0 (18)
Monte Carlo integration. For a quantifyr) and for the celk B
§ = s.1+Asp forl<| < nees, (19)

the integral([| f(r) dr is approximated by
Ve

wherences is the number of cells encountered along the ray, and
As the distance crossed within tHecell.

%7 Pty 27 A2 N We estimate numerically the optical deptf(X, Y,i; s), de-
2n f f p f(o,2)dzdp =~ N £ ok flok, Z) (10) fined in Eq. [B), via the midpoint rule quadrature by
Z;—ATS pf_%f k=1 Neells—1
N . (X Yi;s) =~ 70 = Z K(r..,) AS (20)
where we made explicit use of the mesh coordinates and where P
(ok, z) with k = 1,--- , N are chosen randomly and uniformly

within the cell domain. where we define@,1,2 = § + ATS forl =0, -+, Neens — 1.
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The numerical estimate df(X;, Y, i) is obtained by Table 1. Projected baselines. These values correspond to the
baselines accessible from pairs of Unit Telescopes (UTHQ-E
. Neelis—1 b 0 VLTI.
WX YD)~ Y Krg,,,) Ba(T(rs,, )€™ As . (21)
1=0 k  Bx[m] PAc[deg]
. . 1 37.8 61.7
The results for allj andk can then be obtained from the 2 413 53.4
discrete counterpart of the symmetry relatidng (13) &gl (14 3 437 44.8
. _ 4 462 44.5
Lai(Xn-1-j, Yie 1) = LX), Yie 1), (22) 5 495 375
. o O 6 51.9 30.0
|,1(Xj,YN,k,1,I) = |,1(Xj,Yk,I)e o, (23) 7 61.7 134.6
8 62.0 111.2
4. f i / 9 62.4 122.5
3.4. Interferometric observables 10 813 108 2
From the numerical estimate bf(X;, Yk, i) given above we ob- 11 83.0 52.2
tain (similarly to Eqs[]5 anf] 6) the numerical fluxes and visib 12 86.3 96.0
ities, which can be directly compared to the observed ddta. T 13 89.0 84.4
numerical estimate of these quantities is again obtainedith ig gz-g ggg
the mid-point rule. 16 113.6 824
The numerical flu¥=,(i) is computed by 17 1212 736
L NN 18 1264  64.9
Fal)~ 5 D D % Yi.D) Axay . (24)

=~
Il

0= defined by a given set of input parameters. This procedureis a

The complex visibility is approximated numerically by plied to artificial data in the next sections.

LN In order to quantify the discrepancy between the artifidial o

=

1 B R servations|{/°Py andF9) and the visibilities and fluxes from a
Vimw = 3TN (K Y, 1) €070 AxAy (25) : : - -
d? F,(i) e given model [V, (Bk, PAc)| andF ;) we use thg“ like quantities
whereB = (BcosA, BsinA) andRy = (Xk, Y1). , ii IVj’ibS(Bk, PA)| — IV, (Bk, PAY)| 2 o
X = b
. =1k=1 ov(K)

3.5. Atrtificial data generation

The procedure described below aims to mimic the observabffd

of the VLTI/MIDI instrument: the fluxF, (Eq.) and the mod- Nt (EOBS_E, \2

ulus of the visibility |V,| (Eq. ). The wavelengths and base-2> _ 22 4 A (28)
lines chosen for the artificial data generation corresporatt XF = or(j) ’

cessible values to VLTMIDI with the Unit Telescopes (UTs):
4;=7,89101112 and 13m (j = 1,---,ny;; 0y = 7), and To take into account both the mid-IR flux and the visibilities
(Bk. PA) as shown in Tablf] (= 1,--- ,ng; ng = 18). These on the same level in the fitting process, we minimise the follo

=1 k=1

values amount to 126 points covering the uv-plane. ing sum
For a given intensity map at;, F,; and|V,,| are taken as
the expectation values of the simulated data. The obsened | =}, + x . (29)

ngbs is then generated assuming a Gaussian noise with an RMS

root mean sauare) corresponding to 10 % relative eredi) = _ In the discussion below about the parameter and error deter-
é.lx Fy,. quare) P g F) mination we use the reducgd defined byy? = x?/(2ngn; —

Niree) (fOF Niee free parameters).

From a minimising algorithm the best-fit model parameters
can then be found by determining the minimy#h x? ... The
|Vj_b5(Bk, PAY)| = V4. (Bk, PAY)| + AV, (26) “error” estimate is obtained from a thorough explo’ratiorthﬁ

! : parameter space volume, defined by a contour Leﬁlrﬁj] +Ax?,
whereAVy is a wavelength independent shift that mimics th@hereAy? has been chosen equal to 1. This volume can be inter-
error in the observed visibilities, introduced by the cadib preted as a confidence region. The quantity defined in_ (29)
tion procedure commonly used in optidR interferometry. For s a weighted sum of? variables whose cumulative distribu-
each (R, PAJ), AVi is computed assuming a Gaussian noisgn function can be approximated by a gamma distributiee (s
with an RMS corresponding to 10 % relative error (typical fgfeiveson & Delangy 1958) with the same mean and variance.
VLTI/MIDI) oy(K) = 0.1x(|Va(Bk, PAW)I), where([Va(Bk, PA)D) It is then possible to obtain a rough estimate of the confidenc
is the wavelength mean visibility modulus. level associated with thay? = 1 confidence region given ap-
proximately by~ 2 o-.

The size of the confidence region is determined by consid-
ering all possible pairs of parameters for a given fitted rhode
We describe here the procedure adopted in order to simultaaad computing’? maps for each. The procedure to estimate the
ously fit observed fluxes and visibilities using FRACS modeksrors can be summarised as follows:

The artificial observed visibility amplitude¥%>y are ob-
tained as

3.6. Model fitting and error estimate
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Mid-IR flux (model a) Mid-IR flux (model b)

2.0 \HH\HH\HH\HHHuui P T B BN I NN
10—12 B L 1.2— —
E Z 10—11 ; ;
1.5 - 10 L
T 1. - T n
3 N L 3 0.8 —
) N r g 1 r
1S 10; [ IS — —
‘% B C % 0.6 —
L — X - (TR X L
A X L - ~
B C 0.4— —

0.5 % % ¥ 4% - 1 % i i
7 i C 0.2 —

‘ T T T T ‘ T T T T ‘ T 1T ‘ T T 1T ‘ T 1T ‘ L ‘ TT ‘ T T T T ‘ T T T T ‘ T T T ‘ L ‘ L ‘ L ‘ TT

8 10 12 8 10 12
A[pm] A[pm]

Fig. 3. Simulated VLTYMIDI mid-IR object flux. The numerically generated data (l@fodel a, right model b) are shown as circles
with error bars. The values of the fluxes for the best-fit medet represented as crosses.

— For a giveny? map, i.e. for a given couple of parameterd.1. Mass loss and dust density
among thengee X (Nree — 1)/2 possibilities, we identify the
region bounded bywy? = 1 around the minimum of this
particular map.

— The boundaries of the projection of these regions on e
of the two parameter axis considered are recorded for e
map.

— The final errors on a given parameter are taken as the hig
boundary values of the projected regions over all maps.

Dust is confined between the inner and outer raBsiNdRy¢
respectively. We assume a stationary and radial mass logs: p
ai(‘}ﬁ| quantities will consequently depend only on the radaah-
Agpentr and the co-latitudé. The disc symmetry axis coincides
with thez axis of the model cartesian system of coordinates. The
s loss rate and velocity parametrisations are simpidits
of the one adopted by Carciofi et|al. (2p10), and we refer the
reader to their work for a complete description (see alse Ste
et al.|199p, for a similar description).
4. Astronomical test case: sgBJe] stars The mass loss rate per unit solid angle, at co-latit@idis
np_)arameterised as follows

In the following sections we apply FRACS to a theoretical i

terferometric study of dusty CSE of B[e] supergiants (s¢Bie dMm dm )

the nomenclature df Lamers ef pl. 1p98). However, we empha- E(G) = E(O) 1+ Aq sin™(@)) , (30)
sise that FRACS is in no way restricted to this particulasslaf ) ]

objects. with the help of two dimensionless parametafsandm.

sgBle] stars reveal in particular a strong near- or mid-IR Even though our computations make no explicit use of the
excess caused by hot dust emission. There is evidence (E3gial velocity fieldv,(6) (assumed to have reached the termi-
Fickgraf et a].[1985) that the stellar environment, and in- pahal velocityv.(6) in the region under considerations, Ve(®) ~
ticular dust, could be confined within a circumstellar dider  Veo(6)), the dust density depends o) parameterised in a sim-
purpose is to characterise this class of objects and dedve Har fashion _
only geometrical parameters (e.g. inner dust radius, disi-p Vi (6) = i (0) (1 + A sin™6) (31)
tion angle and inclination) but also physical parametech s \yhere we have introduced the supplementary dimensionéess p
temperature gradients, dust formation region, materiabite  gmetersa,. From Egs. [J0) and (B1) we see thhatandA, are

the relative diferences of the values (%(0) andv;(6) at the
uator and the pole (relatively to the pole).
From the mass continuity equation one obtains the number

- The physical description of the CSE chosen for our study
the wind model with equatorial density enhancement. Tha is
classical CSE model commonly adopted for sgBJ[e] (@ort&e

p003) nsity of dust grains
In order to compute the model intensity maps we need to pa- Rn\2 1+ As 1+ A; (sing)™
rameterise the emissivity of the disc. Consistently withAErS n(r, 6) = Nin ( ) T+ A; 15 Ay (Sing)™ (32)

assumptions, we consider only dust thermal emission withou
scattering by dust grains and the gas contribution to thaumed wheren, is the dust grain number densityRy in the disc equa-
emissivity. In the rest of this section we characterise timése torial plane. In Eq@Z, the parametarcontrols how fast the
sivity by describing the dust density law, the absorptionssr density drops from the equator to the pole, defining an equato
section, and the temperature structure of the CSE. rial density enhancement (disc-like structure).
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Consistent with the accepted conditions for dust formatidrable 2. Model parameters. This table lists the parameters of 12
(Carciofi et al.| 20105, Portdr 2003) we assume that the dust ddifferent models. The parameter values that changg (i, and
survive only in the denser parts of the disc. We thus define)dfrom one model to the other have been inclosed in a box and
dusty disc opening anglady determined by the latitudes forseparated by a slash. The valueg\aé§ = 10°/60° given below
which the mass loss rate has dropped to half of its equatoralrrespond via EqmsS) tm = 18356/4.86 respectively.
value:

Ar-1 L Parameters Values Unit
Abg =2 arccos{ ™ ) (33) A 150 -
Ay -0.8 -
To summarise, the dust grains only exist (irér, §) # 0) in Aby deg
the regions bounded 3, < r < Ry and by™5% < g < =04, R, 50 Ro
Rin 30 Rs
. Rout 3000 Rs
4.2. Dust opacities N 3
The absorption cross secticih;ibs for the dust grains is ob- Tin 1500
tained from the Mie [(1908) theory. The Mie absorption cross y 0.75 -
sections are computed from the optical indices of astronaimi 1% 6500 W2 pm-tstrt
silicate (Draine & Leg 1984). Note that since scatteringds n @ 3 -
glected C3P ~ C®, with C®! being the extinction cross section. PAq 125 deg
For a power-law size distribution function according [ deg
to Mathis et aJ. [(1977) the mean cross sections (e.gCf5h) min 05 um
are given by Amax 50 um
B -35 -
amax
[ a#cC3a)da
Cabs= am'"amax— , (34) to lie betweernw = 4 (pure black body) and ~ 2.6 (free-free
f abBda emission) for an electron density proportionaf té (Panagia &
ann Felli L197%;|Felli & Panagja 1981).

whereanin, and amay are the minimum and maximum radii for
the dust grains under consideration ghid the exponent of the 5, Study of the tested models
power-law. The computation of the cross section in E (3 WF

performed with the help of tHe Wisconhide (1p80) algorithm.

ollowing the description in the last sections we describe
here the chosen sgB[e] model parameters used to simulate
VLTI/MIDI observations (visibilities and fluxes) and the cor-
4.3. Temperature structure responding analysis, i.e. model fitting, using FRACS. Tisé li
The dust temperature is assumed to be unique (i.e. indepbnt% cho_sen parameters Is Summar'sed in T I_e 2'.TW0 types of
of grain size) and described by a power-law numerlcal tests are presented. Firstly, synthetlc midntRrfer- _
ometric data are generated from FRACS itself. In that way, it
Rin\” is possible to determine what information the mid-IR inéeof
T(r) = Tin (T) ’ (35)  metric data contain under the optimistic assumption thatlave
) o have therue model. Secondly, this study is supplemented by the
whereTj, is the temperature at the disc inner radis We note  comparison of FRACS to a Monte Carlo radiative transfer com-
thaty is not necessarily a free parameter because in the opticg\tation. This confirms that FRACS can indeed mimic, under
thin regime (large wavelength and radius) the temperatoes g appropriate conditions, the results of a more sophisticatele
asT(r) o r=as with § ~ 1 (seq Lamers & Cassingfli 1999).  as seen from the mid-IR interferometric eye.

4.4. Central continuum emission 5.1. Parameter description

The continuum emission from the central regions is composgHe distance to the simulated object has been fixetHd. kpc,

by the emission from the star and from the close ionised g@gich is a typical distance for Galactic sgB[e].

(free-free and free-bound emission). This central sounsis-e The inner radiuR,, = 30Rs = 1800Ry value was cho-
sion is confined to a small region of radiBs (< Rin), which is  sen by considering the location of the hottest dust graiee (s
unresolved (angular sizes of a few milliarcseconds) by IRid- Camers & Cassine|lf 1999) with a condensation temperattire o
interferometers. Thus, in our modelliiy is simply a scaling 1500K assumed to be thE, value. The value oR, can-
factor of the problem fixed to a typical radius value for massi not be determined from the mid-IR data and has been fixed to
stars. The SpeCIfIC Intensity (ln W_Iﬁ/.lm_ strr ) of this central 3000Rs = 1.8 x 100 Ro. The temperature gradiemtwas fixed

source is parameterised as follows to 0.75 according t§ Portef (2003). RAvas fixed to 125.
Ao \? The central source emission is supposed to have a radius
13=15 (70) , (36) Rs = 60Rp. We recall that the central region is unresolved by

the interferometer and that its radiation describes batstéllar
Whereljo is the specific intensity at a reference wavelength and inner gas contribution to the continuum mid-IR emission

(= 10um in the following), andr gives the spectral dependencérhe specific intensity of this central sourk% has been chosen
of the continuum radiation. In the mid-IR its value is exgett to be 6500 W m? um=tstr?. If the central source was a pure
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blackbody this value would correspond to theub® emission The quantitative estimate of these constraints is deriveth &a
of a blackbody with an féective temperature arourd8000 K. systematic analysis of the variations with the parameters.
However, this central emission is not a pure blackbody, aad w In our model fitting andy? analysis we concentrate on
adopt the spectral dependence of the central source emissiol0 free parametersifee = 10) that can be set into fourfi@rent
be o = 3, which is a compromise between= 4 for a pure groups:

blackbody and a value af 2.6 for free-free emission (Panagia

& Felli T975;[Felli & Panagia 1981). — Thegeometricaparameters : PAi andRi,

Spectroscopic observations ofHind forbidden line emis- — the parameters related to tbentral sourcel? anda,
sions from Ble] CSES) reveal that typical vedu — those describing thtemperature structurelin andy, _
for A, are expected to range fror0.95 to —0.75. We adopt — and thenumber density of dust grainshz, Aby (or equiva-
the value—0.8 in our models. According tp Lamers & Wafers lently m) andni,.

(L987), the values of; range from 18 to 107 in most cases
(though values as low as 10 are not excluded). With this hi
value of A; the factor 1+ A(sin6)¥™ in Eq. (32) ofn(r,6) is
approximatively given by (sing)¥™ for all pertinent values of
0, i.e. those close ta/2 within the disc. This leads to an evi-
dent degeneracy inn x Ay in n(r, 0): we are only sensible to the 5 2 Model fitting and x? analysis of the 12 test models

product of the two parameters as a scaling factor for theiyens

Therefore, the value &, is assumed to be fixed to 150. We describe here the data analysis procedure adopted tp stud

To define the dust opacities the chosen valuesfos that OUr 12 test models. The results of our analysis are sumnaarise
of Mathis et a. K197|7),Fi)-$ — _35 Because soﬁe sgB[e]" TablegB and]4, and their physical interpretation is preesé
show weak 97 um silicate features in their spectrum (d.g. Portel Sect[p.

003:[Domiciano de Souza ef &I, 2D07) we chose to use lar eAs a first step we chose 2 of the 12 models, hereafter called
Egrai$ns| T OUr 1esT Todoe iﬁo.sbﬂm )andamax — 50um. r%odels (a) and (b), to be exhaustively studied from a coraplet

However, with this particular choice of large grains, thermge Model fitting procedure. As an example we show the simulated
albedo from 7 to 13m is 6.4 %, with the highest value reached?PServed mid-IR fluxes and visibilities for model (a) anditb)
at 7um. We have checked with a Monte Carlo (MC) simulationi9s-[3.[#, and]5. The parameters of models (a) and (b) are thos

(see Sect] 5]3) that thefect of scattering on our primary ob-Of Table V\éitth ~ 607, | = 50° andny, fixed to the val-
servables, visibilities, and fluxes is indeed negligealedm- U€s 0015nT= and Q15 n1” respectively. These two models are

; ; i - those presenting some of the best constrained model paremet
ggr;”ngdtgfﬂ_r?h”;t;‘;gm?fti\t,’g ;\év:;c:égg Etﬂf;z;c(:)zt;eﬂr&ng:)q&;)e for the QUst CSE. On the other har)d_, tlljg co_ntribl_Jtion_ of tmya ce
for the visibilities and the fluxes respectively. These ealmust tral regions to the total flux and visibilities is quitefigirent in
be compared to theffect of random noise in the MC simulation,"0d€ls (&) and (b) (see discussion in Sgct. 6).
estimated to be of the same order and to experimental errors, | "€ Study of models (a) and (b) have thus been performed
typically ~ 10 % for the visibilities and fluxes. We underline thagS for real interferometric observations. The best-fit ealof
whenever the albedo can be neglected, it is theoreticaifytsa (1€ parameters have been obtained by the Levenberg-Maltquar
compute visibilities and fluxes from the consideration preed @/gorithm with a stopping criterion corresponding to a ie&

. . . . . in2 3
in Sect[®, in any other situations thffeet of scattering on the decrease iy of 107, _
observable must be carefully tested. The errors on each model parameter have been obtained fol-

lowing the methods described in Sefct] 3.6. fffemaps have

The parametersi,, m andi were set to dferent values . .
defining 12 test models to be analysed from their correspor?f—en computed with a resolution of 2121 around the best-

ing simulated data. Tway, values (0015 nT and 015 nT<) It values of the parameters. The map sizes have been adjusted

_ > . ;
have been chosen in order to have an approximate disc-dﬂs?rder to englose théy; - .1 contour. Th|§ adjustmeont was
optical depth in the equatorial plane (froR to Roy) close performed until an upper limit for the map size of 100 % of the
to~ 01 and=~ 1 in the wavelength range considuered (frorReSt'f't parameter values was reached. This amounts to the co

7um to 13um). These values corresponds to a mass loss rg{étation of 3969x 10* different models. The results, namely the
oful\'/l ~2 5’)‘( 167""6 Mo yrL. Two mvrz)alues were chosen cor-nean relative error up to 100 %, for these two particular nsde

- ; : - are summarised in Tabjg 3.
responding to a wide and a narrow opening angleAidg.= 10° .
andAéy = 60°. Three inclinations were tested (20 50°, and The other ten models (numbered from 1 to 10 in Tdble 4)

90°) corresponding to discs seen close to pole-on intermdigﬁve be_en used in order to get some quantitativ_e (but linited
inclination, and equator-on. These valuesgf m, i ’together information about how the uncertainties of the fitted parame

with the parameters fixed above, define 12 test models thit rs evolve as a function of three disc_: chare}cte(ist.icsnptk:.al
be studied below. ' epth ¢ by means ofn;, parameter), its inclination) and its

opening angleAdy, controlled bym). To perform this study we
From these 12 test models we have generated 12 sets of gfii; g angleAd ym) D Y

- : o i e decided to limit the exploration of the space parameter
ficial VLTI/MIDI observations (visibilities and fluxes) following ; q|ative range of 25 % onpboth sides from Ft)he m%del param-
the procedure described in Sect) 3.5. We do not aim to prasent,

; ers. In order to reduce the computation time, the maps were
exhaustive revue of all types of sgB[e] CSE. Rather, we f8€dS |, generated around the best-fit parameters which would hav

on the analysis of the parameter constraints one can hofie t0 Q.4 jired to compute several thousands models more butdroun
tain from present and near-future mid-IR spectro-inteneetry. he trye parameters themselves. This procedure has théesupp
mentary advantage that we do not rely on any specific minimi-
2 The computation have been done for model b described infSgct. sation algorithm. We checked that estimating the best-farpa
the baselines listed in Tab[lg 1 and the wavelengths undesidenation eters from the true ones is reasonable within a few percents u
from 7 to 13um. ing the Levenberg-Marquardtalgorithm with a stoppingeitn

h The remaining parameters of the model are in general
oosely constrained by mid-IR interferometric observasico
that we kept them fixed to the values described above.
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Table 3. Relative errors (given in %) on the parameters for model&{&l) (see text for description of models). For each of the
10 free parameters considered in the analysis, the valude otlative error corresponding to the 1#elient models are given.
Indeed, these relative errors are “mean values” for thergiyecause the error bars are not symmetric with respecetbast-fit
values. The parenthesis around the relative errépocall that this parameter is bounded.

Models\Parameters A, m Rn N Tn vy Ijo a PA; i
@ (53) =100 19 46 15 7.1 27 13 43 6.2
(b) (59) >100 45 100 20 12 >100 96 94 7.2

Table 4.Constraints on the model parameters. For the 12 modelsd=resi here (diering in their value of, A6y andi), numbered
from 1 to 10 (except for model a and b), we classified the patarmeto 3 diferent relative error ranges : below 10 %, between 10
and 25 % and above 25 %. Becaudsem, nj,, Ijo are determined for all the models with an error greater tfa%2hey have been
discarded from the table for the sake of clarity .

Models\parameters Constraints [%]
T Aby[deg] i[deg] | <10 10-25 =>25
1 0.1 60 20 | Rn,vy Tin, @ PAy, i
2 1 60 20 | Rn Tin, ¥ a, PAy, i
3 01 10 20 | - Rin Tin, ¥, @, PAg, i
4 1. 10 20 | Rn, vy Tin a, PAy, i
(a) 0.1 60 50 Rin, Y PAy, i Tin, @
() 1. 60 50 | Rn, PAy,i Tin ¥ @
5 01 10 50 | - Rin Tin, ¥, @, PAg, i
6 1. 10 50 Rim Y PAji I Tin a
7 01 60 90 | Rn, v, PAy Tins 1, @
8 1. 60 90 | Rn, PAy T, 7,1 @
9 01 10 90 | PAq Rin Tin, 7, @, i
10 1. 10 90 | Rn,7,PAy, i Tin @

corresponding to a relative decreasg#rof 10-2. The resolution radius,Rr, and a second exponeyit
of the y2 maps have been reduced tox135. The total number
i . n)  (Rry’
of models to be computed is as large @1P5x 10° () = T (%) y (TT) ’ (37)
"

5.3. Comparison with a Monte Carlo simulation forr > Ry.
The best-fitting parameters for both parameterisations are

We generated synthetic data with the help of a Monte Caf§OWwn in Tablg 5. The images of the disc atub® generated
(MC) radiative transfer codd (Niccolini & Alcolep 2006) forwith the MC code and their corresponding FRACS counterpart
model b (see above) for the seven wavelengths considerbd inPest-fitting model) are shown in Fig. 6 for comparison.
problem and the baselines of Talﬂe 1. Again, the adopted pro-

cedure to generate the mid-IR interferometric data folldimes Di .
considerations of Sedt. 3.5. In the MC code, the source of pl'ﬁj IScussion

tons is described by a blackbody sphere of rafiis= 60Ro e first discuss the uncertainties in the parameters defored
and an éective temperature dfey = 8000 K. The temperature the 12 models studied in Seft.]5.2. For each model we divided
of the CSE is not prescribed but computed from|the | {icy (1998 parameters into three groups associated to a givendével
mean intensity estimator. This choice Bdr gives at the inner constraints expressed by the relative errors: below 10 $gen
radius of model b a dust temperature=01150 K lower than the 10 9% and 25 %, and above 25 %. This information is summarised
sublimation temperature. In this way, we can test if in thenfit in Table[h. The exact relative errors for the two models stddi
process using FRACS, a spuriodgeet might not lead the min- in detail (models a and b) are shown in Taljle 3. Then, we anal-

imisation algorithm to reach the upper limit faf, of 1500K, yse the results of Sedt. b.3 obtained from the best-fit of #ia d
corresponding to the adopted dust sublimation temperature simulated with the MC radiative transfer code.

We obtained the best fitting parameters for the CSE model
describedin Secﬂ 4 with FRACS. For a comparison with the M& 1. Central source
code,« has been set and fixed to 4 corresponding to the value of
a blackbody. Depending of the disc optical depth, the temper@ble[# shows that the central source parametérsand o)
ture structure may show two separate regimes correspotaingan only be constrained with relative uncertaintied0 % for
(1) the inner regions with the strongest temperature gnadi@- all test models. A deeper and more quantitative investgadf
tically thick to the stellar radiation and (2) the outer g opti- these parameters can be obtained from models (a) and (). Fro
cally thin to the disc radiation with a flatter temperaturadjent. TabIe|§ it can be seen thit ande are much better constrained
In order to determine if mid-IR interferometric data aresitve  for model (a) (27 % and 13 %, resp.) than for model (b)(retativ
to two temperature regimes, we tested tffe@ of two parame- errors= 100 %).
terisations of the temperature structure: the unique pdaveof The key quantity for a good constraint for the central source
Eq. (3%) and a generalisation to two power-laws with a ttéoTsi parametersl{ ande) is simply the relative contribution of the
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Table 5. best-fitting FRACS parameters from artificial data generatgh a Monte Carlo code. The column “true values” refers
to the MC input parameters, except fBf, y, andy’ which are determined from the results of the MC simulatiome Tolumns
“two power-law” and “one power-law” list the best-fit parataes obtained with FRACS assuming two and one power-lawher t
temperature respectively. Tb@émn values are respectivelyT and 079 for two and one power-law.

Parameters Units true values  two power-law  one power-law
Ay - -0.8 -0.791 -0.782
m - 4.86 5.59 4.74
Rin Rs 30 29.8 29.9
Nin m-3 0.15 0.189 0.169
Tin K 115(ﬂ 1090 1070

vy - 0.7250.478 0.7190.613 0.676
Rr Rin 5.24 2.87 -
15, Wm2umistr!  6.62x 10° 6.48x 10° 5.04x 10°
PAq deg 125 125 124
i deg 50.0 50.6 50.2

@ These values are not prescribed parameters, but are de¢erfinom the results of the Monte Carlo simulation. The valwgported here are
best-fit parameters of the mean disc temperature (see taxidie details).

flux of the central source to the total flux of the object (seuronT;j,. From Table[|4 we see that the CSE’s temperature structure
and disc). Indeed, the models in Taﬂle 3 onlffeti by this rela- is not highly dependent on(ni,) andAgy for tested models.
tive flux contribution of 53 % in model (a) £ = 0.1), while it is
only 0.7 % in model (b) t = 1).

Our analysis thus shows that interferometric data can c

stramlj0 anda with a relative precision of 15%-— 30 % even The parameters related to the density law, that is torsam,

when the <_:entra| source contributes to (only) a few percéntghdAZ’ seems to be rather poorly constrained from the mid-IR

the total mid-IR flux. data alone. From the results of model (a) and (b) correspgndi
to an intermediary inclination= 50°, we found that onlyn;, is

6.2. Geometrical parameters constrained somewhat mo_derately with a mean relati\_/e efror
46 %. Form and Ay, according to the results of Tatﬂs 3itseems

The parameters RAI, andRy, are those usually estimated fronmthat nevertheless, upper limits to their values can be ohited.

simple geometrical models (e.g. ellipses, Gaussians).edeny Note that becausA; is bounded {1 < A, < 0) the mean rel-

their determination from geometrical models is quite laditin  ative errors, 53 % and 59 % for model (a) and (b) respectively,

particular fori, for which only an estimate can be derived froncorrespond approximatively to the limit values &f, which is

the axis-ratio of an ellipse, for example. In addition, tleti-e consequently not constrained.

mate ofi from a simple analytical model such as a flat ellipse is TabIeHl confirms this trend fan, ni, andA, at least for the
only valid for configurations far from the equator (intermad  sjtuations explored via the models presented here. Fromegs
to low i). The use of a more physical and geometrically consisomputed within=25 % of the true value, we always found that

tent model such as FRACS allows us to relax this constraiht afhe mean relative error to these parameters is larger thas 25
makes the determination opossible for all viewing configura- with no hint that it could be close to these limits.

tions. . o o From Fig[, comparing thg? maps for all pairs ofi,, mand

_ As expected, PAandi are better determined if the inclina-, we can see that thi? contours get sharper around the min-

tion of the_ dl_sc Wlth respect to the line of S|_ght is away fromum value for model (a) (corresponding to lower opticalttiep

pole-on (high). In Fig. B we can clearly see this behaviour frongjong the line of sight) than for model (b). Indeed, the craists

they? maps involving PA andi. Moreover, the uncertainties ongn n,, andm are improved for lower optical depths, or equiv-

PAg andi do not seem to be strongly dependentrofequiva- zjently for lower disc masses. Indeed, when the disc mass (or

lently nin) andAéy (equivalentlym) for all models. optical depth) decreases, the flux (mid-IR flux, intensityps)a
The inner dust radiuBi, is not strongly dependent on anyemitted by the disc reflects the mass of the disc, while foh hig

parametert, A6y or i), being very well constrained (better tharpptical depths we only probe the regions of the disc veryeclos

10 %) for most tested models. to the projected surface revealed to the obsergrhowever,

is undfected by the change in disc mass and remains undeter-

mined anyway. From Fig[] 9 it can be seen thatmandA; are

strongly correlated. This is expected from the expressfahe

The parameters related to the temperature structure of$ie cdensity (see Ed. B2) depending on these parameters. However

Tin andy, are well constrained in most models, with relative ethis dependence and the final correlation between thesenpara

rors below 20 % and 12 % for both models (a) and (b). Indeegfers are related through the computation of the visieditind _

y has a strong impact on the IR emission across the disc, 4A@ mid-IR flux, as well as the comparison to the data and is,

consequently this parameter has a direct influence on thzlvis therefore, not straightforward.

ities (see Figs[|4|] 5)in has a lower influence, comparedip To improve the situation concernimg,, m andA,, the mid-

on the shape of the monochromatic image (radial dependéncérddata can be supplemented by other types of observatichs su

intensity) and can be mainly considered as a scaling fagtitr t as for instance spectroscopic data, from which one canriutte

On the other hand, the mid-IR flux imposes stronger consfraitermineA; (e.g. see{ Chesneau efjal. 2005). We testedftieete

dh4- Number density of dust grains

6.3. Temperature
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of fixing the value ofA;, or equivalently of assuming thab is ] S i
fully determined, in the process of estimating the errorghef 1200
other parameters. For model (a), the relative errorggmand ]
m go down to 33 % and 71 % respectively while for model (b), .
nin andm are determined with an accuracy reaching 95% and 1000
78 % respectively. The precision to which other parametess a .
determined is notféected by the determination é5.

800—

We also tested the influence of the determinatiomgfm _ 1
andA; on other parameters by fixing their values and estimatng = i
the relative errors on the remaining parameters for model (a © 600
and (b). Onlyl§, andTi, are more stronglyféected by the deter- i
mination ofn;,, mandA;: for model (a) (resp. model bjo gets 400

determined down to 19 % (resp. 80 %) angdown to 9 % (resp.
18 %). The influence is stronger with lower disc mass (model a i
compared to model b). Thidfect can be explained because if 200—
we have a good determination of the disc mass because we know i
nin, M, andA,, the determination of the parameters that scale the 1
source and disc fluxes is improved accordingly for the Migjbi o+14
and the mid-IR flux.

nin, mandA; shape the density structure of the circumstellar
medium. Though they are not well constrained, they cestaintig. 7. Temperature of the CSE. The solid line represents the best
have a strong influence on the temperature structure, whichfit (last column in Table[|5) with a unique power-law, the dzesh
turn is very well constrained. For the particular case of[8yB line the best-fit with two power-laws (fourth column in Tafile
circumstellar discs, a natural evolution of FRACS is tout#  and the dot-dashed line the MC results. The shaded regioa-rep
the direct heating of the medium by the central source ofradients the possible domain for a unique power-law by takit in
tion assuming that the disc is optically thin to its own rdidia. account the errors estimated in Taﬂle 3.
The temperature structure would not be parameterised,tand i
good determination would certainly put better constraimts;,,,
mandA;, while keeping an ffiordable computation time for the

21 S specific intensityl$ , and the parameters related to the density,
model-fitting procedure. This will be the purpose of a subseq Ay, nip andm can be recovered fairly well and have best-fitting

worl;_. I deri Ki fih ; . .values close to the true parameters.
accolrré?ny’tgr;\?vgirr]iteerirg{efi?szét‘rr\]eIngr(;me?e%;%@tebgrccaomn &N The values offn, Rr, y andy’ reported as “true” in Tablf 5
9 . p e indeed the values of a fit to the average (over the carditit

Sy . . r
within the prescribed limits (100 % for model a and b and 25 : ; . i
for model 1 to 10) and second the mean relative error must be(%r a givenr) computed temperature in the disc. The true rela

. . > 0GR differences folli, do not exceed 7 % independently of the
low as possible. The best-fitted parameters, most of theditne n
cording to these criteraria are by decreasing order of betstrd adopted parameterisation of the temperature (one or twepow

L . . laws). The best-fitting values of, the inner temperature gradi-
R. ; S " h
mlnatlon.R.n,.PAd, Y. Tin, 1, @, 15, Min, MandA,. This tendency ent, obtained with FRACS are very close to the true valuels wit
can be seen in Tablg 4.

two and one power-law with true relative error of 1% and 7 %
respectively. This already suggests that the mid-IR daisigpe
6.5. best-fit to the MC simulation information on the inner antottest region of the CSE, in par-
ticular on the inner temperature gradient
The xZ,,;, Values obtained for the two types of temperature Fitting the temperature computed with the MC code with
parametrisations (one and two power-laws) are quite simila simple power-law, we obtaip ~ 0.64. This value is close
0.79 and 073 respectively. Regarding the data, both tempert those of the best fitting models, especially with a unique
ture parametrisations are indeed acceptable. In additi@se power-law (6 % relative dierence). For comparison, the actual
results show that we can actually obtain very good fits fromean temperature gradient as derived from the MC simulation
data sets based on more physically consistent scenariaamA cis ~ 0.60. For this particular data set, the valuesybfand Rr
plete error analysis and study of the parameter deterrmimhtis recovered by FRACS fer by 28 % and 45 % respectively from
been presented in the previous sections for data generated fthe actual values. This again confirms the sensibility ofriker-
FRACS and will not be repeated here. In particular, parameferometric data to the temperature structure mostly in timei
confidence intervals, from which errors were derived, hdve &r < Ry) regions of the disc. The best-fitting models (fourth and
ready been estimated. Here, we will instead focus oftrtieser-  last columns in Tablf 5) as well as the MC results are shown in
rors, i.e. the dferences between the true model parameters afig. []. Regarding the errors (estimated from the resultsrgin
the best-fitting values for the parameters (see Tgble 5)tibe Table[:}'@) shown as a shaded area, we can see that both tempera-
types of errors must not be confounded. The errors reflect ture parameterisations are essentially the same and sheitea b
the capability of FRACS to mimic the mid-IR interferometricagreement with the MC results in the inner than in the outer re
data regarding the information it provides. Of course, wifita gions of the disc.
sparse uv-plane coverage inherent to this kind of data dsagel ~ We considered a “truncated” model with two power-laws
the experimental noise, one should not expect a full agraemgwith parameter values listed in the third column of Ta@IérB)
of the fitted and the true parameters: they are indeffdrént.  which the CSEs emission for > Ry, the “outer” regions, has
From Table[b, we see that the geometrical parameteig,PAbeen set to 0. We then compared the visibilities and the fluxes
andRj,, can be almost exactly recovered as expected. The sounf¢his truncated model to the same modaluding the outer
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region emission. We obtained relativéfdiences, averaged overSpectroScopic Experiment (MATISSE) projeft (Lopez €}t al.
all considered wavelengths and baselines (TEbIe 1), of 18d% ). In this respect, FRACS is not restricted to the migalfrl
17 % respectively. These relativefidrences are larger, but aresub-millimeter interferometric data obtained with the édma
still close to the noise level. For this reason, one cannpéeix Large Millimeter Array (ALMA) for instance can be tackled.

to obtain much information on the outer temperature gradien
at least for the particular configuration we considered. Adnowledgements. We thank the anonymous referee for hés constructive
comments that lead to significant improvements of the maipisdVe also

would like to thank Alex Carciofi, Olga Suarez Fernandendrei and Ivan
Belokogne for fruitful discussions and careful proof reegdi

The Monte Carlo simulation have been carried out on a comfiaiznced
lléf_the BQR grant of the Observatoire de la Cote d'Azur.
This work is dedicated to Lucien.

7. Conclusion

We proposed and described here a new numerical tool to in
pret mid-IR interferometric data. Even though we focussed o
the special case of circumstellar disc observations, timeenid
cal techniques have been developed with the aim to be asalengieferences
as possible. The methods we employ rely on both paramelleri%ieanchi S, 2008. AGA. 490, 461
physical models and the ray-tracing technique. The neeslitdr - - ¢ "= " \Viiroshnichenko, A. S., & Biorkman, J. E. 202pJ, 721, 1079
a tool is evident because the nature of interferometric taia cpesneau, 0. Meilland, A., Rivinius, T., et al. 2005, A& 275
poses an interpretation through a model of the object toimbtai Folco, E., Dutrey, A., Chesneau, O., et al. 2009, A&A, 50065
any kind of information. On one hand, Monte-Carlo radiativ@omiCifclgOTdF:‘&SLouZa'l_,'/3;\./i Eig%tjleAT-,JCzh;;nggau, O., etal. 28QA, 464, 81
transfer methods require too much computation time to asgty@'ne 5. 1. & Lee, |. M. P AP, 269, o .
ciate the model-fitting to an automatic minimum search metho e'\\,’VZ?gRt’edA'sﬂ;n&o? gﬁ”sea’daféscl 'Tlegcif.;'rlgf ﬂ';{{é%ﬁ'oxefgfaﬁﬁfssg;fe
On the other hand, purely geometrical function fitting (sash  administration
ellipses or Gaussians) are too simple to envisage to oblgis-p Felli, M. & Panagia, N. 1981, A&A, 102, 424
ical constraints on the observed disc. Hence, a tool like ERA Guilloteau, S. & Dutrey, A. 1998, AZA, 339, 467
fills a blank in the model fitting approach for mid-IR interder ‘l](O”SSO”' P. 2006, MNRAS, 372, 2
. . . . urosawa, R. & Hillier, D. J. 2001, A&A, 379, 336

metric data interpretation. The main advantages of FRA@S @bchaume, R., Preibisch, T., Driebe, T., & Weigelt, G. 2088A, 469, 587
its speed and its flexibility, allowing us to testldrent physical Lamers, H. J. G. L. M. & Cassinelli, J. P. 1999, IntroductionStellar Winds,
models. Moreover, an exploration of the parameter spaceéean ed. J. P. Lamers, H. J. G. L. M. & Cassinelli
performed in diferent manners and can lead to an estimate E'ifmers' : *3 GG '-L- MM &%’.V":l‘(tersf' L'é BdF'vl\\A/" 19876A&HA' 182&3% Zorec. ]
the sensitivity of the fit to the dierent model parameters, i.e. & 1602 aga aa0. 117 0 o e D TOAARE & £OTEE 5
realistic error estimate. Leinert, C., Graser, U., Przygodda, F., et al. 2003, Ap& S8, 73

We applied these techniques to the special astrophysisal ceeinert, C., van Boekel, R., Waters, L. B. F. M., et al. 200& 423, 537
of B[e] star circumstellar environments by generatingfiaitil Levenberg, K. 1944, The Quarterly of Applied Mathematics] &4 _
data in order to analyse beforehand what constraints cat-be 'd"ljez' B., Wolf, S., Lagarde, S., et al. 2006, in Society obt®fOptical

. . . . . _Instrumentation Engineers (SPIE) Conference Series,0288, Society of

tained on each parameter of the particular disc model in thisppoto-optical Instrumentation Engineers (SPIE) ConfezeSeries
work. The techniques will then be applied to real interfeetitic  Lucy, L. B. 1999, A&A, 344, 282
data of a sgB[e] CSE in a sequel to this paper. Malbet, F., Lachaume, R., Berger, J., et al. 2005, A&A, 427, 6

We showed in our analysis that the “geometrical” param@rquardt, D. 1963, SIAM Journal on Applied Mathematics, 431
ters such a&;,, PAq andi can be determined with an accuracx,l?th's’ 3. S., Rumpl, W., & Nordsieck, K. H. 1977, ApJ, 217542

N v . . ie, G. 1908, Ann. Phys., 25, 377

< 15 %. Mid-IR interferometric data give access to a mean teMicolini, G. & Alcolea, J. 2006, AGA, 456, 1
perature gradient: the temperature structdrg &éndy) can be Ohnaka, K., Driebe, T., Hofmann, K., et al. 2006, A&A, 445150
very well determined (withirs 20 % ands 10 % respectively). Efgg";?i? ’1\\l/| %553'"'}2; A193795§ Ae%/i\’ 39,1
Itis possible to have access to the central source emissitin (b, . " \y"\" Telkolsky, S. A.. Vetterling, W. T., & FlanneB. P. 1992,
an accuracy 30 %) when it has a significant contribution to the Nymerical ‘recipes in C. The art of scientific computing (Caidige:
total flux of the object (a few % are fiicient). The remaining  University Press, —c1992, 2nd ed.)
parameters of our disc model, namajy, mandA; are not very Stee, P., de Araujo, F. X., Vakili, F., et al. 1995, A&A, 300.2
well constrained by MIDI data aloney, is at best determined a}?'”ac"ber' \JN ?afg”;%”rk A.I, %He”fé”%sg;ooe* ApJ, 648, 92
with an accuracy of about 50 % in some cases. K, can be ‘s ,ﬁ’enﬁm'g’ T8 s?gc'klum,’s. 1899, ASA 349 836
estimated through spectroscopic observations, then tiarei zickgraf, F. 2003, A&A, 408, 257
about then;; andm determination improves somewhat. Zickgraf, F., Wolf, B., Stahl, O., Leitherer, C., & Klare, G985, A&A, 143, 421

FRACS can be used mainly for two purposes. First, it can be
used by itself to try and determine physical quantities efdin-
cumstellar matter. Admittedly, it is not a self-consistemidel,
i.e. the radiative transfer is not solved because the tesyer
structure is parameterised. From the usual habits in tleegdre-
tation of interferometric data it is nevertheless a stephbeythe
commonly use of toy models or very simple analytical models.
This approach has indeed been very successful in the mitictne
wavelength range (e.g. spe Guilloteau & Dutyey 1998). Secon
it can be viewed as a mean to prepare the work of data fitting
with a more elaborate model (such as a Monte Carlo radiative
transfer code for instance) and to provide a good startigtpo

FRACS is a tool that can help in the process of inter-
preting andor preparing observations with second-generation

VLTI instruments such as the Multi-AperTure mid-Infrared
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Fig. 4. Visibilities of the artificial sgB[e] circumstellar envinonent (model a). The visibility variations with the waveigm are
shown for each baseline specified by the value of the prajduiseline and the position angle on the sky. The circleesept the

simulated observations, and the solid curves represeiettefit model.
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Fig. 5. Visibilities of the artificial sgB[e] circumstellar envinment (model b).
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Fig. 6. Disc images at 1Qm. (a) Image computed with the help of the Monte Carlo radégtiansfer code. (b) Image of the best-
fitting model with two power-laws (parameters of the fourttiuenn in Table[|5) obtained with FRACS.
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Fig. 8. Evolution ofmand PA; with the inclinationi. Left: y2 maps for the couplenand PA; ; right: x* maps for the couplen and
i. Contours are drawn for?, .+ Ax?, with Ay? = 0.3, 1, 3. From top to bottom the inclinatidrtakes the value 2Q 50° and 90
The results correspond to model 4, 6, and 10. The limits ofrthps have been set #25 % of the true values of the parameters.
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Fig. 9. x2 maps for the parameteng,, A, andm. The results presented here are those of modet (a)q 1, left part) and model (b)
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