Autofocusing-based visual servoing: application to MEMS micromanipulation.
Guillaume Duceux, Brahim Tamadazte, Nadine Le Fort - Piat, Eric Marchand, Guillaume Fortier, Sounkalo Dembélé

To cite this version:

Guillaume Duceux, Brahim Tamadazte, Nadine Le Fort - Piat, Eric Marchand, Guillaume Fortier, et al.. Autofocusing-based visual servoing: application to MEMS micromanipulation.. IEEE. International Symposium on Optomechatronic Technologies, ISOT’10., Oct 2010, Toronto, Canada. sur CD ROM, 6 p., 2010. <hal-00521655>

HAL Id: hal-00521655
https://hal.archives-ouvertes.fr/hal-00521655
Submitted on 28 Sep 2010

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Auto-focusing-based visual servoing: application to MEMS micromanipulation

G. Duceux, B. Tamadazte, N. Le-Fort Piat, E. Marchand, G. Fortier, and S. Dembélé

Abstract—In MEMS microassembly areas, different methods of automatic focusing are presented in the literature. All these methods have a common point. Thus, the current auto-focusing methods for microscopes need to perform a scanning on all the vertical axis of the microscope in order to find the peak corresponding to the focus (sharpen image). Those methods are time consuming. Therefore, this paper presents an original method of auto-focusing based on a velocity control approach which is developed and validated on real experiments.

I. OVERVIEW

Reliable auto-focusing methods are indispensable in the microassembly of hybrid micro-electromechanical systems (MEMS) and for general uses of optical microscopes [6], [8]. Ensuring an optimal focus is essential in industrial vision systems. A good focus ensures sharpen image and thus improves the reliability of vision algorithms. Meanwhile, the availability of high resolution cameras and powerful micro-processors have made possible for vision systems to play a key role in the automatic microsystems assembly area.

Implementing an auto-focusing for an optical microscope solves different difficulties. Firstly, the depth-of-field is weak in optical microscopy. Therefore, visual features extraction is not effective on blurred image. Another consequence is that image quality is more sensitive to lighting, exposure time and noise perturbations. Thus, reliability is more difficult to obtain with optical microscopes.

Traditional auto-focusing methods are based on a cost function which presents a maximum corresponding to the position of the optical microscope given the sharpest image. To obtain this sharpest image, auto-focus methods proceed with a vertical scanning on the microscope focus range. The microscope moves to different positions with a fixed step, and for each position the cost function is computed. Considering that depth of field is very weak, to ensure usable images, the scanning step has to be really small with regards to common vision system. Therefore, those kind of methods are time consuming. If the object has a vertical movement, to keep the focus on it, move presicely the microscope, or do the auto-focus once again on a smaller range. Actually, for each application, a good auto-focus method has to be found by choosing the range, the step and the cost function with regards to the situation.

To provide a dynamic, fast and accurate autofocus, more elaborated methods have to be found. This paper presents an original method in which the focus is found by controlling the velocity of the microscope with an adaptive gain. The main purpose of this research is to perform faster autofocus by investigating different approaches (cost functions).

The paper is structured as follow: Section II presents the equipments and the configuration used for this study. Section III details the modelling which concerns visual servoing, traditional auto-focus and the developed focus-based visual servoing. Section IV presents experimental results.

II. EXPERIMENTAL SETUP

The proposed auto-focusing method was experimented on a MEMS microassembly station (Fig. 1). The goal is to find the focus on the positioning platform or on the gripper. The experimental set-up used to validate the concepts developed, includes a robotic system in combination with a gripping system and an imaging system. The whole set-up is positioned on a vibration-free table inside a controlled environment as required by this kind of experiment (Fig. 1).

A PC is connected by a serial link, to the microscope (Fig. 2). It processes the information and computes the algorithm. It is a Intel Core 2 Duo, CPU 3.16 GHz, 3.25 Go of RAM.

The imaging system includes a microscope positioned vertically. It is a LEICA MZ 16 A optical video stereomicroscope. The zoom (and then the magnification) and the focus are motorized and controlled by the PC. The magnification ranges from $0.71 \times 11.5$. The field-of-view varies from $700 \mu m \times 900 \mu m$ with a resolution of $1.4 \mu m$ at the maximum of the magnification ($11.5$) to $20 mm \times 25 mm$ with a resolution of $21 mm$ at the minimum of magnification ($0.71$). The depth-of-field varies from $2.9 mm$ to $0.035 mm$ according to the numerical aperture of the objective. The work distance is approximately $112 mm$.

Most of experiments results were performed with a frame rate of 12 fps. To send a request to the motors, via the serial link takes approximately 20 milliseconds. The whole algorithm has a treatment rate of 7 frames per second.

III. FOCUS-BASED VISUAL SERVOING

As already stated, the objective is to find the focus position automatically and quickly in order to ensure good condition for industrial vision algorithms in automated processes. This task is known as autofocus. To perform that, different cost functions which usually reflects the sharpness of the image contour were implemented and evaluated. With respect to
A. Common autofocus approaches

Autofocus is a kind of visual servoing task that is generally performed in first. The autofocus task consists on finding the position on the optical axis of an optical microscope (or camera) that provides the more usable or sharpen images.

Classical approaches are based on the maximization of a cost function $C$. The common approach consists in scanning a range of positions $r$ with a fixed step. For each position, the cost is computed with the current image. At the end of the scan, the focus position should be the one corresponding to a peak of the cost function. A comparison of cost functions was described in [9], [2], [4]. More details on common autofocusing methods are presented in [3] and [5].

These traditional autofocus have a set of well known issues: they are slow, a good cost function has to be find for each situation, and a lot of parameters have to be adjusted to perform a good automated process in term of rate, precision and adaptability.

B. Autofocus cost functions

Many focusing algorithms have been proposed and compared in [9], [2], [4]. For traditional focusing algorithms, the output (cost function) of an ideal focus algorithm is defined as having a maximum value at the best focused image/position. In [9], the focus algorithms used in the literature are compared and tested in detail. In the context of our study, different cost functions were selected and used in the proposed autofocus-based visual control.

- **Derivative-based algorithms**

  - **Gradient**:
    \[
    C_{\text{Gradient}} = \sum_{H} \sum_{W} \nabla I_x(i, j) + \nabla I_y(i, j) \tag{1}
    \]

    where $I$ represents the gray level intensity of the pixel at the coordinate $(i, j)$. $H$ and $W$ are the Height and the Width of the image.

  - **Laplacian**:
    \[
    C_{\text{Laplacian}} = \sum_{H} \sum_{W} \Delta I(i, j) \tag{2}
    \]
Histogram-based algorithms

These algorithms use histogram pixels with intensity normalization of the final output with the mean levels.

- **Range algorithm**: this algorithm computes the difference between the highest and the lowest intensity levels.

\[
C_{\text{range}} = \max_{0 \leq i < 255} (h(i) > 0) \cdot \min_{0 \leq i < 255} (h(i) > 0) \quad (8)
\]

- **Entropy algorithm**: it assumes that focused images contain more information than blurred images.

\[
C_{\text{entropy}} = - \sum_{0 \leq i < 255} p_i \cdot \log_2 (p_i) \quad (9)
\]

where \( p_i = h(i) / H \cdot W \) is the probability of a pixel with intensity \( i \).

- **Variance**: it assumes that focused images contain more information than blurred images.

\[
C_{\text{variance}} = \frac{1}{H \cdot W \cdot \mu} \sum_{i} \sum_{j} (I(i,j) - \mu)^2 \quad (4)
\]

with:

\[
\mu = \frac{1}{H \cdot W} \sum_{i} \sum_{j} I(i,j) \quad (5)
\]

- **Normalized variance**: this technique allows the normalization of the final output with the mean intensity \( \mu \).

\[
C_{\text{n.variance}} = \frac{1}{H \cdot W \cdot \mu} \sum_{i} \sum_{j} (I(i,j) - \mu)^2 \quad (6)
\]

- **Autocorrelation**:

\[
C_{\text{auto-corr}} = \sum_{i} \sum_{j} I(i,j) \cdot I(i+1,j) - H \cdot W \cdot \mu^2 \quad (7)
\]

- **Histogram-based algorithms**

These algorithms use histogram \( h(i) \): the number of pixels with intensity \( i \) in the image.

- **Range algorithm**: this algorithm computes the difference between the highest and the lowest intensity levels.

\[
C_{\text{range}} = \max_{0 \leq i < 255} (h(i) > 0) - \min_{0 \leq i < 255} (h(i) > 0) \quad (8)
\]

- **Entropy algorithm**: it assumes that focused images contain more information than blurred images.

\[
C_{\text{entropy}} = - \sum_{0 \leq i < 255} p_i \cdot \log_2 (p_i) \quad (9)
\]

where \( p_i = h(i) / H \cdot W \) is the probability of a pixel with intensity \( i \).

- **Other algorithms**

  - **Image power**:

\[
C_{\text{power}} = \sum_{i} \sum_{j} I(i,j)^2 \quad (10)
\]

This algorithm sums the square of image intensities of each pixel \( i \).

The normalized variance (see equation (6)) is the cost function that has been selected for our study. It presented the better behavior and stability to condition changes. Whatever the parameters applied on the microscope, the noise is still significant on the cost function, a low pass filter can be applied on the function with usually good results. Unfortunately, that increases the computational time, which is critic in velocity-controlled algorithm.

C. Visual servoing

Visual servoing is a well known technique in robot control that allows to achieve robotic tasks from visual features acquired by a camera. In common approach, the control law is designed to move a robot so that the current visual features \( s \), acquired from the current pose \( r \), will reach the desired features \( s^* \) acquired at the desired pose \( r^* \) [1]. The control law is thus designed to vanish the error given by:

\[
e = s - s^* \quad (11)
\]

To build the control law, the knowledge of the interaction matrix \( L_s \), that links the feature variation to the camera velocity \( v = L_s e \) is usually required. The camera velocity is then given by \( v = -\lambda L_s^T e \).

With respect to classical visual servoing techniques, the proposed approach presents two main differences:

- first, here our goal is not to minimize an error \( e \) but to maximize the cost function given by equation (6).
- second, considering equation (6) it is not necessary as for classical visual servoing approaches to extract features \( s \) (points, lines, pose, etc.) from the image. Rather, we will consider the image as a whole and consider all its pixels.

We built a control law that directly control the velocity of the optical microscope. The control law is composed of the gradient and a gain. The gradient of the cost function gives the direction in which the microscope should move. It is written as following:

\[
v = \lambda (C,h,k) \cdot \frac{VC}{\|VC\|} \quad (12)
\]

where \( VC \) is the gradient of the cost function given by equation (6) wrt. the microscope velocity along its optical axes. Let \( I_n \) denote the image taken at the discrete time \( n \), then \( VC \) is given by:

\[
VC = C(I_n) - C(I_{n-1}) \quad (13)
\]

where

Different gains had been tested. From these gains we have selected the following which presented the best behavior of
the control law (i.e. convergence and stability). It is given by:

\[
\lambda(C, h, k) = \begin{cases} 
  h(C_0)^k & \text{if } C_0 < 1 \\
  h & \text{else}
\end{cases}
\]

where \( h \) and \( k \) are two positive integers, and \( C_0 \) is the cost function computed at the initial position.

The adaptive gain \( \lambda(C) \) is an important part and it has to be adjusted. The first condition is that far from the focus position, the velocity should be big enough to avoid small perturbations and thus oscillations. This is the role of \( h \). It represents the maximum velocity. The second condition is that near the focus position, the velocity is zero. \( k \) is there for that purpose. Indeed, if \( C_0 \) does not decrease enough near the focus position, the velocity will be too high to focus precisely. Finally, \( C_0 \) is the evaluation of the cost function corresponding to the initial image/position.

Different solutions have been developed and tested to stop the proposed autofocus technique when the sharpen image is found. The selected solution is the following: a well adjusted autofocus-based visual servoing algorithm should only oscillate around the focus, so the algorithm can be stopped when the gradient direction changes.

D. Discussion

The autofocus presented in this paper is made to do a static autofocus. But it may be used to perform a dynamic one, meaning that it is possible to track an object (for example the gripper) on its vertical displacement during the different micromanipulation and microassembly tasks. In fact, in microassembly, research intend to assemble MEMS in complex ways. In order to do this, as the depth-of-field is narrow, the focus has to be adjusted to put a MEMS on the top of another one.

IV. EXPERIMENTAL RESULTS

The purpose of this work was to find a quicker autofocus, and explore a new approach. Experimental validations have been made of course in order to validate this approach, but also to compare this method with traditional ones.

Figure 4 and figure 5 illustrate the cost function obtained using the variance and Laplacian methods, respectively. These curves are obtained in perfect conditions of illumination. This explains the smoothness of the curves (lack of transitions caused by the lighting fluctuations). The maximum of each curve represents the relative position of the sharpness image from the start position of the optical microscope before the vertical scanning.

These methods are reproduced with perturbations (i.e. changing light). So, figure 6 and 7 show the same cost functions curves (i.e. Laplacian and variance approaches), respectively. In this case, the behaviors of these techniques change and cause small and repetitive transitions in the curves. Despite these inconvenient behaviors of the cost functions due to unstable lighting, it has been demonstrated that the proposed autofocus-based visual servoing remains effective and precise.

Another approach presents a good behavior of its cost function, this is the normalized variance technique. This is true in both cases: good conditions or unstable lighting. Where a pass low filter is added to the normalized variance, it can be seen that the maximum of the cost function curve is well represented (see, Fig. 8).

It can be noticed in the previous studied examples that the cost functions and autofocus methods are sensitive to many factors: lighting, magnification, exposure time, as explained in [7]. However, the developed autofocus-based visual ser-
voing presents some advantages despite these perturbations. From the both studied approaches (traditional and proposed techniques), it can be noticed that the proposed approach remains more robust against the perturbations and more precise. Among the methods used, the normalized variance (Fig. 8) is the technique which presents the best compromise speed/robustness. Moreover, the fact to normalize the cost function values during the acquisition allows to reduce the perturbations effects. This is even more interesting when a low pass filter is added to the cost function. This filter is given by the following relationship:

\[ C_f = 0.5 \times C_k + 0.5 \times C_{k-1} \tag{15} \]

Nevertheless, as it can be seen with comparison between traditional autofocus and autofocus-based visual servoing, it brings some serious advantages. This is more interesting when the control law is done with an adaptive gain. The idea is to use a large proportional gain to accelerate the scanning of the microscope initially, when it is far from the sharpness image (i.e. in the first part of cost function curve). Once it begins to approach the maximum value of the cost function, the microscope velocity should exponentially decrease. Therefore, the adaptive gain \( \lambda_a \) can be adjusted in order to decrease this velocity. Over, the use of this type of adaptive control law allows to avoid the local maximum of the cost function curves. The gain \( \lambda_a \) is function of the gradient of the curve and is given by:

\[
\lambda_a = \begin{cases} 
    h \left( \frac{C_0}{C_k} \right)^k & \text{if } \frac{C_0}{C_k} < 1 \\
    h & \text{else}
\end{cases}
\tag{16}
\]

where \( h \) and \( k \) are positive integers. The experimental results presented in this paper are obtained with \( h = 1000 \) and \( k = 2 \). The behavior of \( \lambda_a \) obtained with such parameters is represented in Fig 9.

Concerning the time needed to find the sharpness image, a comparison test has been made between the traditional autofocus approaches and the proposed method. For instance, the traditional autofocus was performed with a scanning on the full range of positions and with a step of 100 \( \mu \)m. It found the focus positions in approximately 2 minutes. In the same conditions, the velocity-based autofocus was found the sharpen image in only 0.5 seconds (15 images are needed to perform the autofocusing process). The precision of the position of the sharpen image performed with the traditional technique is 119 \( \mu \)m while the precision estimated by the proposed method is 100 \( \mu \)m.

The comparison has been carried on with different initial conditions: restricted range, different steps, initial positions, and initial velocities and whatever was possible. The result is that the velocity-based autofocus was more faster despite the technology limitation which concern the limited communication speed between the computer and the optical microscope motorization.
Figure 10 illustrates the cost function-based normalized variance acquired during the achievement of the velocity-based autofocusing. It can be noticed that the optical microscope displacement is stopped precisely at the first maximum which represents the sharpen image vertical position. The corresponding velocity behavior sent to the focus motorization of the microscope is represented in the Fig. 11. Through the adjustable positive gain integrated to the control law, the decreasing of the velocity is exponential. However, a small oscillation appears at the end of the velocity curve, this is a test to ensuring that the maximum value of the cost function curve is well reached.

![Figure 11. Velocity versus number of iterations.](image1)

Figure 12 shows shots captured during the autofocus process. It took around 0.5 seconds to find the focus with a precision of 100 µm. This autofocus is performed with the presence of the microgripper in the vertical scan interval which adds difficulties to find the perfect sharpen image.

V. CONCLUSION AND FUTURE PERSPECTIVES

This paper has presented a new approach for autofocusing in order to make it faster and accurate. The method is based on the maximization of a cost function like common autofocus. But instead of proceeding with a scanning on image/position, the proposed approach is based on the control of the focus motorization velocity. Experimental results had shown that this method allows to perform fast autofocus in general. Once adjusted to a specific microscope-based system, it allows to accelerate considerably the micromanipulation and microassembly processes.

The future work will be oriented on the use of these approaches: i.e. vision feedback control based on the use of the global image information (intensity, gradient, Laplacian) to automate MEMS micromanipulation and microassembly processes.
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