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Abstract— In this paper we present a catadioptric stereovision system based on a single camera, two plane mirrors and a prism mounted on a rotating axis. On the one hand, the system is able to project a real scene on two half images. Thus, contrary to classical stereo system, it deals with the problem of the camera synchronisation and makes the calibration and rectification process easier. On the other hand, the optical axis of the system can be steered to point a region of interest of the real scene. This new system is cheaper and more compact than two cameras based setup. It has been developed in the context of on-road vehicle applications and more specifically for long-range road surveillance. This degree of liberty is useful when the region of interest is far away in the front of the vehicle because it requires a long focal length to reach a sufficient resolution. This optical system is associated to a dense stereo matching algorithm and a disparity map segmentation process. We present some results we have obtained using synthetic stereo images to illustrate the fonctionnality of this setup.

I. INTRODUCTION

Obstacle detection process is a critical task in the context of developement of a driving assistance system. Researchers have investigated this topic for many years. Actually, the most efficient systems are based on several sensors as cameras, lidars or radars. These multi-sensor architectures take into account redundant and complementary information to make the object detection and tracking more accurate and robust.

To guarantee the best efficiency of the system, obstacles have to be detected as far as possible, especially when the speed of the vehicle is high. For radars and lidars, the range of perception is up to 100 meters. For cameras, it is more difficult to provide an efficient surveillance beyond 50 meters because of a trade-off between resolution and field of view. When the vehicle moves on a straight road (cf. figure 1.a), a long focal lens can be mounted on the camera to simultaneously provide sufficient resolution and capture all the width of the road. When turns occur, as shown on figures 1.b, 1.c and 1.d, to keep in sight the region of interest (i.e. the road and its shoulders) located at a greater distance, a wide field of view is required. In this case the image resolution is too low and we have to face to a less accurate computed distance and to a worse detection capability. Moreover, for narrow field of view, some objects in the scene will not be seen, as illustrated on figure 1.c for the pedestrian and the cyclist.

In this paper, we propose a new stereovision system that aims at tracking the region of interest to keep it in sight and computing accurate depth map as shown in figure 1.d. The system is a catadioptric setup that comprises two fixed mirrors, a movable prism and a single camera. The use of only one video sensor makes the system more compact and less expensive. In addition, to steer its field of view is easier than for a classical stereo sensor that requires to move both cameras. Stereo matching performance is improved because the difference between the focal lengths of the two cameras disappear and the intensities differences between stereo pair are reduced. Thus it is easier to calibrate the system.

During the last years, the computer vision community has shown an increasing interest in dioptric and catadioptric stereo systems based on a single camera. Baker and Nayar [1] were the first to study the image formation with catadioptric sensor. In [2] the authors describe a first system based on planar mirrors that project a rectified stereo pair on a the camera sensor. In [3], different camera-mirrors configurations are studied, emphasized on criteria like accuracy of depth reconstruction, field of view and resolution. They proposed four configurations whose two have a central mirror. In [4] and [5] the authors use a biprism in the place of the planar mirror.

The system we propose is an adaptation of the first one proposed by Innaba [6] that has been efficiently implemented by Mathieu and Devernay by taking into account many technological constraints [7].

The structure of the paper is the following. In section II, we describe briefly the architecture of our sensor and we analyse more specifically the behavior of the sensor when a rotation is applied to the prism around its vertical axis. In section III, we present the experimental setup we have designed for obstacle detection application. In section IV, we present some results on disparity map computation and segmentation in a synthesis image context. The conclusions and perspectives are provided in the last section.

II. THE ORIENTABLE SENSOR CONCEPT

A. System description

A schematic top view of the stereoscopic sensor is presented in figure 2. It is composed of two lateral planar mirrors (′(a) and ′(b) in figure 2) and of a central prism.
with two planar reflective surfaces (marked as (c)). This setup is similar to the system described in [7], except that the prism can turn around the axis defined by the edge at the intersection of the reflective surfaces (marked as \( \text{'(O_MC)'} \)). The optical axis of the camera intersects the edge of the prism, which is projected as a vertical straight line through the center of the image. This straight line, which does not move when the prism is rotated, splits the single image into two half images that would be separately formed by the virtual cameras marked as \( \text{'(l)'} \) and \( \text{'(r)'} \) in figure 2.

Let \( \varphi \) denote the total angle of view of the camera, \( \alpha \) the angle between the reflective surfaces of the prism, and \( \beta \) the angle between a lateral mirror and the optical axis of the camera. Assuming a pinhole model, \( \varphi \) is equal to \( 2 \cdot \arctg(w/(2 \cdot f)) \), where \( w \) is the width of the image sensor and \( f \) the focal length. The angle of view of both virtual cameras is only one half of \( \varphi \). It can be shown that the optical axis of a virtual camera is parallel to the optical axis of the real camera if \( \beta \) is equal to \( \alpha - \varphi/8 \).

This configuration simplifies the triangulation computations performed during 3D reconstruction, since the optical axes of the virtual cameras are parallel. The lateral mirrors are spaced in order to get a predefined distance \( E \) between the optical axes. For simplicity, but an exact calculation could naturally be used, we assume that \( \varphi \) is small enough to be considered equal to its tangent. Under this assumption, two parallel light rays separated by \( E \) will reach two pixels with the same coordinates in each half image. Our central prism is mounted on a motorized stage whose angular position can be precisely oriented thanks to a stepper motor. The geometric analysis of the rotation of the prism follows.

**B. Prism rotation analysis**

As illustrated on figure 3 when a rotation is applied to the prism, the orientation of the optical axes of the virtual cameras change but remain parallel.

The straight line joining the optical centers of virtual cameras is no more perpendicular to the virtual optical axes, but remains perpendicular to the optical axis of the real camera.

Let \( d \) denote the distance between the optical center and the edge of the prism, and \( \delta \) the angle between the symmetry axis of the prism and the optical axis of the real camera. The optical center of each virtual camera remains on a circle of radius \( d \) centered on a point that does not belong to the optical axis. We can demonstrate that both optical centers belong to the straight line that is the superior or inferior...
limit of the field of view of respectively the left and the right virtual camera.

The angle between the optical axis of a virtual camera and the optical axis of the real one is twice the angle $\delta$. The baseline of our stereo system is the distance between the two virtual parallel optical axes. Its length $b$ is given by the following equation:

$$b = E \cdot \cos(2 \cdot \delta)$$  \hspace{1cm} (1)

For very small values of $\delta$, the baseline is equal to the baseline of the system when $\delta = 0$. For high value of $\delta$, the real value of the baseline $b$ has to be taken into account for depth computation.

The next table illustrates how $\delta$ varies if we aim at always tracking the road as shown on figure 4. The rotation angle $\delta$ of the central prism is evaluated by the simple relation of equation 2.

$$\delta = \frac{1}{2} \cdot \arcsin(D/(2 \cdot R))$$  \hspace{1cm} (2)

where $R$ is the curvature radius and $D$ the perception distance. The table I gives 3 examples with realistic curvature radii, found in main road and highway specifications for a detection distance of $D = 100m$ and for $E = 0.2m$. With these results we can verify that the variations of the baseline value are not significant to be taken into account for depth computation in the context of our application.

<table>
<thead>
<tr>
<th>Curvature radius (m)</th>
<th>500</th>
<th>1000</th>
<th>1500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prism rotation $\theta$ (°)</td>
<td>2.8696</td>
<td>1.4330</td>
<td>0.9551</td>
</tr>
<tr>
<td>Baseline $b$ (m)</td>
<td>0.19975</td>
<td>0.19994</td>
<td>0.19997</td>
</tr>
</tbody>
</table>

## III. The stereovision system

Let $E$ denote the baseline of the virtual stereovision system, $d$ the distance between the edge of the prism and the CCD sensor of the camera and $\beta$ the orientation of the lateral mirrors. It is possible to compute the position of the lateral mirrors and the coordinates of the optical centers of the virtual cameras according to these parameters.

The position of lateral mirrors are defined by the coordinates of $ML_l$ and $ML_r$ given by the following equations:

$$\begin{align*}
    x_{ML_l} &= a \\
    y_{ML_l} &= 0 \\
    z_{ML_l} &= d
  \end{align*}$$

$$\begin{align*}
    x_{ML_r} &= -a \\
    y_{ML_r} &= 0 \\
    z_{ML_r} &= d
  \end{align*}$$

With:

$$a = \frac{E - 2 \cdot d \cdot \cos(2 \cdot \beta)}{2(1 + \cos(2 \cdot \beta))}$$  \hspace{1cm} (3)

The coordinates of the left and the right virtual optical centers $O_{COV_l}$ and $O_{COV_r}$ are calculated by the following relations:

$$\begin{align*}
    x_{COV_l} &= a - (a + d) \cdot \cos(\pi - 2 \cdot \beta) \\
    y_{COV_l} &= 0 \\
    z_{COV_l} &= d - (a + d) \cdot \sin(\pi - 2 \cdot \beta)
  \end{align*}$$

$$\begin{align*}
    x_{COV_r} &= -a + (a + d) \cdot \cos(\pi - 2 \cdot \beta) \\
    y_{COV_r} &= 0 \\
    z_{COV_r} &= d - (a + d) \cdot \sin(\pi - 2 \cdot \beta)
  \end{align*}$$

Our experimental system has been designed after we have defined all the parameters available in the table II. We define a field of view so that the road and its shoulders are detected at a distance of 100m. These parameters have been chosen to respect a trade-off between the compactness and the accuracy of the system.

Table III gathers the geometric parameters of the system computed from previous information.

## TABLE II

**Fixed parameters**

<table>
<thead>
<tr>
<th>$f$</th>
<th>35mm</th>
<th>Focal distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>8.9mm</td>
<td>CCD sensor width</td>
</tr>
<tr>
<td>$D$</td>
<td>100m</td>
<td>Distance</td>
</tr>
<tr>
<td>$E$</td>
<td>0.20m</td>
<td>Axis separation</td>
</tr>
<tr>
<td>$d$</td>
<td>0.10m</td>
<td>Distance between optical center and the prism</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>45°</td>
<td>Angle between prism and optical axis</td>
</tr>
</tbody>
</table>

Finally, Table IV shows the optical center coordinates of the virtual camera.

## FIGURES

- **Fig. 3.** Stereoscopic setup with rotation of the prism
- **Fig. 4.** Curvature radius
IV. THE SIMULATION RESULTS

A laboratory prototype has been constructed with mirrors carefully mounted on an optic table (cf. figure 13). We are now developing the mechanical adjustments in order to obtain usable images. Since an embedded version of this prototype is still under construction, range image sequences of real scenes are not yet available. To provide a quantitative evaluation of the improvements brought by the proposed sensor, synthetic stereo images were generated thanks to a graphical simulation software package i.e. **POVRAY**\(^{TM}\) [8]. The proposed sensor has been designed using this tool. Classical lane configuration with real world textures for the road surface and for horizontal curvatures of 1000\(\text{m}\) were used. With these considerations we generate images of resolution 1024 \(\times\) 512 pixels. These images of the scene content, a blue car at 60\(m\), a green car and a pedestrian (red cylinder) at 100\(m\) and an orange car at 200\(m\). Figures 5 and 6 show stereo images of the scene obtained by the virtual sensor respectively by a lens with focal length equal to 16\(mm\) and 35\(mm\).

Figure 7 shows that, without rotation of the prism the pedestrian and two cars do not appear. To perceive again the pedestrian and the cars located at 100\(m\), it is necessary to apply a rotation of 1.5\(^o\). As illustrated in the figure 8, to place the most distant car and the pedestrian at the center of the field of view, the prism rotation is \(-3^o\). In all the previous cases, more details of each vehicle are available on the images.

A. Dense disparity map computation

All these images have been rectified in order to apply the dense stereo matching algorithm presented in [9]. This algorithm, named Similarity Based Adaptive Neighborhood (hence-forth SBAN), is based on a SAD measure and excludes the pixels of the neighborhood that are not similar to its center. It corresponds to adjusting the size and the shape of the correlation neighborhood according to the local color or intensity information.
The computed range images obtained respectively from the images 7, 8 and 9 are shown in figures 10, 11 and 12. The highest gray levels (white pixels) in these range images correspond to close objects and the lowest gray levels (black pixels) to distant objects. Only the depth values of each right images have been computed.

B. Disparity map segmentation

Road and obstacle are detected by analysing the disparity map in two steps. The first step defines the set of pixels corresponding respectively to the vehicles and to the road. The second step yields the detection and the separation of each obstacle in front of the stereo sensor.

In the literature, authors generally firstly compute the ground plane parameters by fitting a plane in the \((x, y, d)\) space using a least squares method. Secondly, they verify that each pixel of the disparity map satisfies inequality (8).

In [10], it is considered that a road and an obstacle can be approximated respectively by an horizontal and a vertical plane in the real scene. As it is described in [10], road disparity \(d_{\text{road}}(x, y)\) is a linear function in terms of disparity map pixels coordinates:

\[
d_{\text{road}}(x, y) = ax + by + c ,
\]

where \((a, b, c)\) are the parameters of the ground plane and \((x, y)\) are pixel coordinates. Under this assumption, a pixel corresponds to an obstacle if its disparity value satisfies the following equation:

\[
d(x, y) > ax + by + c .
\]

In [11], Labayrade et al. assume the same hypothesis but in the histogram of disparity values space. This is a robust method for detecting the obstacles which is based on the assumption that, for each scanline where the road is visible, the dominant disparity value is that of road surface pixels. A "V-disparity" image is computed for each scanline. A "V-disparity" is the histogram of disparity values.
of the associated scanline in the original disparity image. The ground plane is estimated by extracting from this “V-disparity” image the dominant line features with the Hough transform.

In this work, we remain in the \((x, y, d)\) space and we propose to analyse separately the profile of every column in the disparity map \([12]\). For each column \(x\) of the disparity map, the disparity profile of road pixels is a straight line segment with a large slope. On the contrary, for the pixels corresponding to an obstacle, the slope of the straight line is small. Thus, boundaries of an obstacle are marked at the intersections of two line segments in the profile, one with a small slope and one with a large slope. Bounding boxes are generated using the edges detected on neighbour columns with the constraint of constant disparity to define each bounding box.

The results are presented on the figures 14, 15, 16 for which one can visualise the bounding boxes superimposed on the right range image. Each obstacle is detected. More specifically, figures 14 and 15 show clearly that the most distance vehicle is detected with accuracy and certainty thanks to the orientation of the optical axis of the sensor. The quality of the detection would have been worse using the stereo pair of the figure 5.

V. CONCLUSIONS

The work, presented in this paper, has been done in the framework of the Ravioli’s project (RARadar, VIsion Orientable, Lidar). This project deals with the development of a multi sensor architecture including Radar, Lidar and video sensors in the context of long range obstacle detection and tracking.

In this paper, we have presented a new catadioptric stereo sensor developed in the project. It is based on a single camera with a long focal length lens and used a movable prism to steer the optical axis of the sensor toward a given region of interest. Firstly, the system yields a good resolution of each object on the road. Secondly, it offers a complete view of the scene. We have validate its fonctionnality thanks to a disparity map computation and segmentation process. The results show that the sensor seems a valuable concept for applications that require an accurate 3D object reconstruction, description and tracking.

Now, we are working on an embedded prototype to carry out experiments on real world scenes. This sensor will be connected to a FPGA based architecture hardware, called the STREAM processor, that we have developed in a previous project. To reach a real-time obstacle detection application, the adequation between the algorithm implementation and the computing architecture is required. Thus, we aim at implementing the rectification stage, the disparity map computation and segmentation algorithm on the STREAM. We will improve obstacle detection and tracking by using a lane-markings extraction process.
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