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Abstract: This article presents a novel approach to assess the stability of linear systems with delayed and sampled-data inputs. It proposes an extension of existing results on the stability of sampled-data systems to the case where a delay is introduced in the control loop. The method is based on a continuous-time modelling of the systems together with the discrete-time Lyapunov theorem, which provides easy tractable sufficient conditions for asymptotic stability. Those conditions cope the problem of stability under asynchronous samplings and time-varying delays. The period and delay-dependent conditions are expressed using computable linear matrix inequalities. Several examples show the efficiency of the stability criteria.
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1. INTRODUCTION

In the last decades, a large attention has been taken to Networked Control Systems (NCS) (see [Hespanha et al., 2007], or [Zampieri, 2008]). Such systems are controlled systems containing several distributed plants which are connected through a communication network. In such applications, one has to check the robustness of a control law with respect to the additional dynamics introduced by the communication networks. Among these dynamics, this article focuses on the influence of transmission delay and asynchronous samplings. The transmission of a data packet through a network can not be achieved instantaneously. Transmission delays are unavoidably introduced. Those delays may lead to instability [Richard, 2003]. On the other hand, a heavy temporary load of computation in a control processor can corrupt the sampling period of a certain controller. We can also imagine a situation where the sampling period is scheduled in the control design in order to avoid this load. In both cases, the variations of the sampling period will also affect the stability properties. It is thus an important issue to develop robust stability criteria with respect to transmission delays and asynchronous samplings.

Sampled-data systems have extensively been studied in the literature [Chen and Francis, 1995, Fridman et al., 2004, Fujioka, 2009, Zhang and Branicky, 2001, Zhang et al., 2001] and the references therein. It is now reasonable to design controllers which guarantee the robustness of the solutions of the closed-loop system under periodic samplings. However the case of asynchronous samplings still leads to several open problems such that the guarantee of stability whatever the sampling period lying in an interval. Recently, several articles drive the problem of time-varying periods based on a discrete-time approach, [Yue et al., 2008, Oishi and Fujioka, 2009, Hetel et al., 2006]. Note that the discrete-time approaches do not fit with the case of uncertain systems or systems with time-varying parameters. Recent papers considered the modelling of continuous-time systems with sampled-data control in the form of continuous-time systems with delayed control input. In [Fridman et al., 2004], a Lyapunov-Krasovskii approach is introduced. Improvements are provided in [Fujioka, 2009, Mirkin, 2007], using the small gain theorem and in [Naghshtabrizi et al., 2008] based on the analysis of impulsive systems. These approaches are very relevant because they deal with time-varying sampling periods and with uncertain systems (see [Fridman et al., 2004] and [Naghshtabrizi et al., 2008]). Nevertheless, these sufficient conditions are still conservative. This means that the conditions obtained by continuous-time approaches are not able to guarantee asymptotic stability whereas the system is stable. Recently several authors [Fridman, 2010, Liu and Fridman, 2009a, Seuret, 2009, 2010] refine those approaches and obtain tighter conditions.

When transmission delays are introduced in the control loop, the problem becomes more complex. It is indeed well known that delays require a more accurate analysis since the time-delay systems are of infinite dimension [Gu et al., 2003, Richard, 2003]. Several articles have been provided to cope with the stability of NCS under sampling and transmission delays. In [Fridman et al., 2004, Liu and Fridman, 2009b, Naghshtabrizi et al., 2010], stability conditions of systems under asynchronous sampling and transmission delays are presented. However those conditions are still conservative and require improvements. In the present article, we provide a novel method to assess asymptotic stability of such systems. The conditions are presented as an extension of [Seuret, 2010] to the case of time-varying transmission delays. This problem of NCS proposed here is hybrid since we consider a continuous time model of the plant and a discrete-time communication. Thus another important improvement presented here consists in employing the discrete-time Lyapunov theorem to continuous-time modelling of sampled-data systems with delays. The main
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Fig. 1. Control loop of Networked control systems under transmission and sampling delays

idea in this paper is to consider separately the two types of delays. This method provides a larger upper-bound of the allowable sampling period than the existing ones (based on the continuous-time approach).

This article is organized as follows. The next section formulates the problem and presents a lemma that will be used in the sequel. Section 3 exposes the novel stability criteria based on the discrete-time Lyapunov theorem. Then, in Section 4, asymptotic stability criteria for sampled-data systems are exposed to cope with time-varying input delays. Some examples are provided in Section 5 which shows the efficiency of the method.

Notations. Throughout the article, for a n-dimensional state vector $x$ and a non-negative delay $h$, $x(t - \theta)$ denotes a function such that $x(t - \theta) = x((t - \theta)\mod \theta)$ for all $\theta \in [-h, 0]$. The notation $\mathbb{R}_h$ stands for the set of the functions from $[-h, 0]$ to $\mathbb{R}^n$. The sets $\mathbb{R}_+^n$, $\mathbb{R}_x^m \times \mathbb{R}_h^m$ and $\mathbb{S}^n_h$ denote respectively the set of positive scalar, the set of $n \times n$ matrices and the set of symmetric matrices of $\mathbb{R}^{n \times n}$. The superscript '$T$' stands for the matrix transposition. The notation $P > 0$ for $P \in \mathbb{S}^n_+$ means that $P$ is positive definite, then the set of symmetric definite positive matrices is denoted as $\mathbb{S}^n_+$. The symbols 1 and 0 represent the identity and the zero matrices of appropriate dimension. Recall that a function $\gamma : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is a $K$-function if it is continuous, strictly increasing and $\gamma(0) = 0$. A function $\gamma'$ belongs to the set $K_\infty$ if $\gamma' \in K$ and $\gamma'(s) \rightarrow \infty$ as $s \rightarrow \infty$. A function $\beta : \mathbb{R}_+^n \times \mathbb{R}_+^n \rightarrow \mathbb{R}_+$ is a $\mathcal{KL}$-function if, for each fixed $t \geq 0$, the function $\beta(t, \cdot)$ is a $K$-function, and for each fixed $s \geq 0$, the function $\beta(s, \cdot)$ is decreasing and $\beta(s, t) \rightarrow 0$ as $t \rightarrow \infty$.

2. PROBLEM FORMULATION

2.1 System definition

Consider the linear system with a sampled and delayed input as shown in Figure 1:

$$\dot{x}(t) = Ax(t) + Bu(t),$$

where $x \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$ represent the state variable and the input vector. The matrices $A$ and $B$ are constant and of appropriate dimension. As in the situation of networked control systems, the control input $u$ is affected by the networked communication. In this paper it is only assumed that the network induces a time-varying transmission delay $h$ and a sampling of the transmitted signal. We are looking for a piecewise-constant static state-feedback control law:

$$u(t) = Kx(s_k), \quad s_k + h(s_k) \leq t < s_{k+1} + h(s_{k+1})$$

where $0 = s_0 < s_1 < \ldots < s_k < \ldots$ represent the sampling instants. The sequence of $\{s_k\}_{k \geq 0}$ is strictly increasing and goes to infinity as $k$ increases. The transmission delay $h(t)$ is assumed to be constant or time-varying and such that

$$\forall t, \quad h(t) = [h_1 \ h_2], \quad \epsilon_1 \leq h(t) \leq \epsilon_2 < 1$$

where $0 \leq h_1 < h_2$ and $\epsilon_1 < \epsilon_2$. In order to simplify the notation, $h_k = h(s_k)$ is introduced. Denote $t_k = s_k + h_k$. These instants $t_k$ represent the instants where the control input is updated, which refers to the actuation instants. Our objective is to ensure the stability of the system together with a state-feedback controller of the form

$$u(t) = Kx((t - s_k), t_k \leq t < t_{k+1}.$$ (3)

where the gain $K$ in $\mathbb{R}^{n \times m}$ is given. Assume that there exists a positive scalar $T$ such that the difference between two successive sampling instants $T_k = s_{k+1} - s_k$ satisfies

$$\forall k \geq 0, \quad 0 \leq T_1 \leq T_k \leq T_2.$$ (4)

Then the actuation instants $t_k$ of the control input satisfies

$$\hat{T}_k = t_{k+1} - t_k = s_{k+1} - s_k + h_k < h_k.$$ (5)

Several authors investigated in guaranteeing the stability of such systems. In Fridman et al. [2004], a continuous-time approach to model sampled-data systems was developed. It allows assimilating sampling effects as the ones of a particular delay. Substituting (3) into (1), we obtain the following closed-loop system:

$$\dot{x}(t) = Ax(t) + A_h x(t - h_k),$$

$$\forall \tau \leq \tau \leq T_k.$$ (5)

where $A_h = BK$ and where the continuous delay function corresponds to the continuous extension of the $h_k$ within a sampling period. From (4), it follows that $\tau \leq T_k$ since $\tau \leq t_{k+1} - t_k$. We will further consider (5) as a linear system with uncertain and bounded delay $h(t) = t - t_k$. An example of such delays is presented in Figure 2.

In Fridman et al. [2004] or Millán et al. [2009], the authors propose an aggregated delay formulation. They develop stability criteria which take into account the delay $\delta$. However they did not consider the different natures of the transmission and the sampling delay. More especially the additional characteristic of sampled delay which is $\tau = 1$ has not been included and thus leads to conservative conditions.

In this paper, the aggregated delay $\delta$ representing the effect of the transmission and the sampling delays is split into two parts. The main idea is to consider separately the two types delays. This allows having $\delta$ greater than the upper bound $h_2$. In this paper, a novel method to assess stability of systems subject to this type of delay is proposed. The present article establishes a novel approach to cope with the stability analysis of continuous-time systems under delayed and sampled inputs. This method is based on the discrete-time Lyapunov Theorem and leads to less conservative necessary conditions. Those conditions concern a class of functionals which are not required to be of the Lyapunov-Krasovskii type. For the sake of simplicity, the notation $\tau$, $h$ and $h$ stand for the time-varying sampling delay $\tau(t)$, the time-varying transmission delay $h(t)$ and its time-varying derivative $\dot{h}(t)$.

Integrating the differential equation (5) with the control law (3) over the interval $[t_k, s_k]$ for any instant $s_k$ in $[t_k, t_{k+1}]$, the dynamics of the system satisfies
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Fig. 2. Examples of a delay generated by a transmission delay $h_k$ bounded by $h_1$ and $h_2$ and an asynchronous sampling of periods $T_k$
\[ \forall s \in [t_k, t_{k+1}), x(s) = \tilde{A}(\tau(s))x(t_k) + \tilde{A}_d(\tau(s))x(t_k - h_k), \]
\[ \forall \tau \in [0, \bar{T}], \tilde{A}(\tau) = e^{\tilde{A}^T \tau}, \quad \tilde{A}_d(\tau) = \int_0^\tau e^{\tilde{A}(\tau - \theta)d\theta}BK. \] (6)

This equality leads naturally to the introduction of a novel notation. Define the function for all integer $k$, $\chi_k^{h_k} : [0, T_k] \times [-h_2, 0] \to \mathbb{R}^n$ such that for all $\tau$ in $[0, T_k]$ and all $\theta$ in $[-h_2, 0]$, $\chi_k(\tau, \theta) = x(t_k + \tau + \theta)$. The set $\chi_k^{h_k}$ represents the set of functions defined by $\chi_k^{h_k}$ as the set of continuous functions from $[0, T] \times [-h_2, 0]$ to $\mathbb{R}^n$ where $T$ is the upper-bound of the $T_k$ in (4).

2.2 Preliminary lemma

In order to clarify the presentation, the following lemma on a property of convex linear matrix inequalities is stated.

Lemma 1. [Naghshtabrizi et al., 2008] Consider three matrices $X_1$, $X_2$ and $X_3 \in \mathbb{R}^n$ and a time-varying parameter $\lambda : \mathbb{R}^+ \to [\lambda_m, \lambda_M]$, for some given $\lambda_m$ and $\lambda_M$. If the following inequality is guaranteed
\[ \forall t \geq 0, \quad X_1 + (\lambda_M - \lambda(t))X_2 + (\lambda(t) - \lambda_m)X_3 < 0, \] (7)
then, it is equivalent to
\[ X_1 + (\lambda_M - \lambda_m)X_2 < 0, \quad X_1 + (\lambda_M - \lambda_m)X_3 < 0. \] (8)

3. MAIN RESULT

This section is motivated by the difference between the discrete and continuous-time Lyapunov Theorems. As the problem of sampled-data systems is at the boundary of the discrete and the continuous-time theories, it is important to put in clear the difference between them. More especially, the main idea of this section consists in developing a novel stability criterion for systems, taken in a continuous-time model, using the discrete-time Lyapunov Theorem.

Theorem 1. Let $V : \mathbb{R}^{h_k} \to \mathbb{R}^+$ be a functional for which there exist real numbers $0 < \mu_1 < \mu_2$ and $p > 0$ such that
\[ \forall(x_t) \in K, \quad \mu_1|x_t(0)|^p \leq V(x_t) \leq \mu_2|x_t|^p. \] (9)
The two following statements are equivalent.
(i) $\forall k \geq 0, \quad \Delta V(k) = V(x_{t_{k+1}}) - V(x_{t_k}) < 0$;
(ii) There exists a continuous functional $\bar{V} : [0, T_{\text{max}}] \to \mathbb{R}$, differentiable over all intervals of the form $[t_k, t_{k+1}]$ which satisfies
\[ \forall k \geq 0, \quad \bar{V}(T_k, \chi_k^{h_k}) = \bar{V}(0, \chi_k^{h_k}). \] (10)

and such that, for all $k > 0$ and for all $t$ in $[t_k, t_{k+1}]$, the following inequality holds
\[ \mathcal{W}(\tau(t), \chi_k^{h_k}) < 0, \] (11)
where $\mathcal{W}(\tau(t), \chi_k^{h_k}) = \frac{d}{dt} \left[ \frac{1}{2} \left[ V(x_t) + V(\tau(t), \chi_k^{h_k}) \right] \right]$. Moreover, if one of these two statements is satisfied, the solutions of system (1) with the control law (3) are asymptotically stable.

Proof. Consider a positive integer $k$ and $t \in [t_k, t_{k+1}]$. Assume (ii) is satisfied. Integrating $\mathcal{W}$ over the interval $[t_k, t_{k+1}]$ and assuming that (10) holds, this directly implies $\Delta_k V(k) < 0$ and that (i) holds.

Assume now that (i) is satisfied. Inspired by Lemma 2 in Peet et al. [2009], consider the functional $\mathcal{V}(\tau, \chi_k^{h_k}) = -V(x_t) + \tau / T_{\text{max}} \Delta V(k)$. Indeed, $\mathcal{V}$ is a functional since it is expressed with respect to $\Delta V(k)$ which depends on the function $\chi_k^{h_k}(0, \theta) = x_{t_k}(\theta)$, $\chi_k^{h_k}(T_k, \theta) = x_{t_{k+1}}(\theta)$ and $\chi_k^{h_k}(\theta) = x_{t_k}(\theta)$ for all $t \in [t_k, t_{k+1}]$. By simple computations, it is easy to obtain that this functional satisfies (10) and that $\mathcal{V}(\tau, \chi_k^{h_k}) = \Delta V(k)$. Thus, $\mathcal{V}$ has the same sign as $\Delta V(k)$. This proves the equivalence between (i) and (ii).

From the discrete-time Lyapunov theorem, the equilibrium of the discrete-time system is asymptotically stable.

The end of the proof consists in ensuring that the solutions of the continuous-time system are not diverging within a sampling period. Consider any $s \in [t_k, t_{k+1}]$. From (9), it follows that
\[ V(x_s) < \lambda_2|x_s|. \] From (6), the following equality holds
\[ x(s) = \tilde{A}(\tau(s))x(t_k) + \tilde{A}_d(\tau(s))x(t_k - h_k), \]
where $\tilde{A}$ and $\tilde{A}_d$ are given in (6). Since those matrix functions are considered only on $s \in [0, T_{\text{max}}]$, and continuous over this interval, it is clear that there exist a constant parameter $\lambda^*$ such that $|x(s)| \leq \lambda^*|x_{t_k}|$. Since $|x_{t_k}|$ is converging to zero as $t_k$ tends to infinity, it is clear that $x(s)$ also converges to zero as $t_k$ tends to infinity.

The statement of Theorem 1 is finally simple. However the consequences on the functional $\mathcal{V}$ are relevant. No conditions on the positive definiteness of $\mathcal{V}$ are introduced. The positivity requirements to ensure stability is on the functional $\mathcal{V}$ and (10).

Knowing that $V(x_{t_{k+1}}) - V(x_{t_k}) = \int_{t_k}^{t_{k+1}} \dot{V}(x_s)ds$, the objective consists in ensuring that this integral is negative definite. In [Peet et al., 2009], it was shown that there is an equivalence between this condition and the existence of a function $\tilde{V}$, such that $\int_{t_k}^{t_{k+1}} \dot{V} = 0$ and $\bar{V} < 0$. Thus the objective is to find appropriate functionals $\mathcal{V}$ such that $\mathcal{W} < 0$.

In the following, a theorem provides sufficient conditions to ensure (11) in the case of time-varying delay $h$. 4. STABILITY CRITERIA

Consider system (5) under an asynchronous sampling (i.e. $T_k$ time-varying) and a time-varying delay $h$ satisfying (2). The following theorem is proposed:

Theorem 2. For given $0 \leq T_1 < T_2$ and $0 \leq h_1 < h_2$, consider an asynchronous sampling and a time-varying delay $h$ which satisfy (2) and (4). Assume that there exist, for $p = 1, 2, 3$
and for \( l = 1, 2, 3, 4 \), the matrices \( Q_p \) and \( R_l \in S^n_+ \), \( P \) and \( U \in S^n_+ \), \( S_1 \) and \( X \in S^n_+ \), and three matrices \( S_2 \in \mathbb{R}^{2n \times 2n} \), \( Y_1, Y_2 \in \mathbb{R}^{2n \times 2n} \), \( Y_3 \in \mathbb{R}^{5n \times 2n} \), that satisfy for \( i = 1, 2 \) and \( j = 1, 2 \)
\[
\begin{align*}
\Pi_1(h_j) + T_i(N^T_{h_j} X N_2 + \Pi_2)_{2} h_{2i} N_1 Y_j &= 0, \\
\Pi_1(h_j) - T_i N^T_{h_j} X N_2 T_i N_1 Y_j - T_i U &= 0, \\
&\text{and} \quad Q_{23} = Q_2 - Q_3 > 0
\end{align*}
\]
where \( T_1 = \max(0, T_1 - h_{2i}), T_2 = T_2 + h_{2i} \) and
\[
\Pi_1(h_2) = 2N^T_{h_2} P N_0 - N^T_{h_2} S_{12} - 2N^T_{h_2} S_{2} N_{12} + M^T_{h_1} Q_{1} M_1 - (1 - \varepsilon) M^T_{h_2} Q_{23} M_2 - M^T_{h_2} Q_{12} M_3 - M^T_{h_2} Q_{3} M_4 + M^T_{h_2} \tilde{\Pi}(h_1) M_0 - 1/h_1 M^T_{h_1}((1 - \varepsilon) R_0 + R_1) M_{12} \\
&- 1/(1 - \varepsilon) M^T_{h_2} R_1 M_5 - 2N_1 Y_1 M_{24} + 2N_2 Y_2 M_{25} - 2N_3 Y_3 M_{12}, \\
\Pi_2 = N^T_{h_2}(U N_0 + 2S_1 N_{12} + 2S^T_{h_2} N_2), \\
\Pi_1 = R_3 + R_1, \\
\Pi_2 = (1 - \varepsilon_1) R_2 + R_3 + R_4, \\
\tilde{\Pi}(h_1) &= R_1 + h_1 R_2 + h_2 R_3 + h_2 R_4.
\]

The constant matrices \( M_1, M_2, \ldots, M_T \) for \( t = 0, \ldots, 7 \) are such that
\[
[M^T_{h_1} M^T_{h_2} \ldots M^T_T] = I
\]
\[
M_0 = A_0 M_1 + A_0 M_T, \\
N_0 = [M^T_{h_1} M^T_{h_2} \ldots M^T_T], \\
N_1 = [M^T_{h_1} M^T_{h_2} \ldots M^T_T], \\
N_2 = [M^T_{h_1} M^T_{h_2} \ldots M^T_T], \\
N_3 = [M^T_{h_1} M^T_{h_2} \ldots M^T_T]^2.
\]

The matrices \( M_{ij} = M_i - M_j, N_{ij} = N_i - N_j, i, j \in \{1, \ldots, 7\} \) refer to the notation at the end of the section introduction. System (5) is thus asymptotically stable for the sampling period \( T \) and the time-varying input delay \( h \).

**Proof.** Consider the functional:
\[
V(t, x_t, \tilde{x}_t) = z^T(t) P z(t) + \int_{t-h}^{t} x^T(s) Q_1 x(s) ds + \int_{t-h}^{t} x^T(s) Q_2 x(s) ds \\
+ \int_{t-h}^{t} \tilde{x}^T(s)(R_1 + (h - t + s) R_2) \tilde{x}(s) ds \\
+ \int_{0}^{t} \tilde{x}^T(s) R_3 \tilde{x}(s) ds d\theta \\
+ \int_{h}^{t} \tilde{x}^T(s) R_4 \tilde{x}(s) ds d\theta
\]
where \( z(t) = [z^T(t) x^T(t - h)]^T \). This functional corresponds to a classical type of Lyapunov-Krasovskii functionals to check the stability of time-delay systems. Here we only consider the assumption on the positivity of \( V \) achieved by the positive definiteness of the matrices \( P, Q_1, R_1 \). On the other hand, we introduce an additional functional \( V(t, x_t) \) given by
\[
V(t, x_t) = (T_k - \tau) \zeta^T(t) [S_1(t) + S_2 z(tk)] + (T_k - \tau) \int_{t}^{t} \tilde{x}^T(s) U \tilde{z}(s) ds \\
+ (T_k - \tau) \tilde{\zeta}(t_k) X z(t_k),
\]
where \( \zeta(t) = z(t) - z(t_h) \). The first step of the proof consists in establishing some properties of the additional functional \( V \). To prove the continuity over \( [t_k, t_{k+1}] \), note that for \( t = t_k \), \( \zeta_0(t_k) = 0 \), the integral is zero and the last term is also zero since \( \tau(t_k) = 0 \). When \( t = t_{k+1} \), \( T_k - \tau \) is equal to zero. Then following equalities are satisfied
\[
\lim_{t \to t_k} V(t, x_t, - \epsilon) = 0,
\]
\[
\lim_{t \to t_{k+1}} V(t, x_t, \epsilon) = 0.
\]

The functional \( V \) is thus continuous with respect to \( t \) and is differentiable over \([t_k, t_{k+1}]\). Thus the functional \( V + V \) is continuous with respect to the time variable and moreover \( V \) is zero at all sampling instances. This makes \( V \) suitable for applying Theorem 1. As suggested in the theorem, no additional constraint is introduced on \( S_1, S_2, U \) and \( X \). Thus \( V + V \) is not necessary positive definite within two sampling instants. This corresponds to the improvement with respect to the previous approaches exposed in the case of sampled data systems [Fridman, 2010, Liu and Fridman, 2009a, Naghshtabrizi et al., 2010, Millán et al., 2009] for sampled and delayed input. Note that the positivity of \( U \) is not required as it will be introduced in the sequel.

The rest of the proof consists in ensuring \( W < 0 \) over \([t_k, t_{k+1}]\).

The computation of the derivative of \( W \) leads to
\[
W(t, x_t, \tilde{x}_t) = 2x^T(t) P z(t) + x^T(t) Q_1 x(t) \\
- x^T(t) Q_{12} x(t - h) - (1 - \varepsilon) x^T(t) Q_{23} x(t) \\
+ x^T(t) R_1 \tilde{x}(t) \\
+ (T_k - \tau) \int_{t}^{t} \tilde{x}^T(s) U \tilde{z}(s) ds \\
- (1 - \varepsilon) \int_{t-h}^{t} \tilde{x}^T(s) R_4 \tilde{x}(s) ds \\
\]
Introduce the augmented vector \( \phi(t) \in \mathbb{R}^{7n} \) such that
\[
\phi(t) = [z^T(t) x^T(t - h)]^T(1 - \varepsilon) \tilde{x}^T(t) \tilde{z}(t_k)]^T.
\]
It regroups the necessary variables to represent the dynamics of the system. From the definition of the delay \( h \) given in (2), and knowing that the matrices \( R_1 \) is positive definite, we have
\[
-1/(1 - \varepsilon) \leq 1/(1 - \varepsilon_1) \text{ and} \\
(1 - \varepsilon) \tilde{x}^T(t) R_2 \tilde{x}(t) = -1/(1 - \varepsilon_1) \tilde{\phi}^T(t) M^T_{h_1} R_1 M_{h_2} \phi(t)
\]
Concerning the integrals of (18), they can be rewritten as follows
\[
- \int_{t-h}^{t} \tilde{x}^T(s) R_2 \tilde{x}(s) ds \\
- \int_{t-h}^{t} \tilde{x}^T(s) \tilde{x}(s) ds \\
- \int_{t-h}^{t} \tilde{x}^T(s) U \tilde{z}(s) ds \\
- \int_{t-h}^{t} \tilde{x}^T(s) (1 - \varepsilon) R_2 R_3 \tilde{x}(s) ds \\
- \int_{t-h}^{t} \tilde{x}^T(s) R_4 \tilde{x}(s) ds \\
- \int_{t-h}^{t} \tilde{x}^T(s) (R_3 + R_4) \tilde{x}(s) ds
\]
\[
I_1 = I_2 + I_3 + I_4
\]
The following developments concern the integral terms of (19). Consider the last integral and a matrix $\bar{Y}_3 \in \mathbb{R}^{7n \times 2n}$ and the following equality

$$2\phi^2(t) \bar{Y}_3[z(t) - z(t_k)] = \int_{t_k}^{t} [2\phi^2(t) \bar{Y}_3 \dot{z}(s)] ds.$$

Since $U$ is assumed to be positive definite and thus non-singular, a classical bounding ensures that for all $t \in [t_k, t_{k+1}]$ and for all $s \in [t_k, t]

$$2\phi^2(t) \bar{Y}_3 \dot{z}(s) \leq \phi^2(t) \bar{Y}_3 U^{-1}(\bar{Y}_3)^T \phi(t) + \dot{z}^T(s) U \dot{z}(s).$$

Integrating the previous inequality over $[t_k, t]$, the following inequality is obtained

$$\int_{t_k}^{t} \phi^2(t) \bar{Y}_3 \dot{z}(s) ds \leq \phi^2(t_k) \bar{Y}_3 \dot{z}(t_k) + \int_{t_k}^{t} \phi^2(t) \bar{Y}_3 U^{-1} \bar{Y}_3^T \phi(t) ds.$$

Since $\dot{h} \leq \epsilon_2$ and $R_2 > 0$, applying Jensen's inequality to the first integral of (19) leads to

$$I_2 \leq -\phi^2(t) M_{13} \left(1 - \epsilon_2\right) R_2 + R_3 M_{13} \phi(t).$$

Based on the same bounding method, the two last integrals of (19) are bounded as follows

$$I_3 \leq \phi^2(t) [2\bar{Y}_2 M_{23} + (h - h_1) Y_1 \bar{Y}_3 \bar{Y}_3^T] \phi(t)$$

and

$$I_4 \leq \phi^2(t) [-2\bar{Y}_1 M_{24} + (h_2 - h) Y_1 \bar{Y}_3 \bar{Y}_3^T] \phi(t).$$

Using the definition of the matrices $M_{i} \; (i=1,2,3)$ and adding (20), (21) and (22) to (18), the following inequality is obtained for all $t \in [t_k, t_{k+1}]

$$\dot{\gamma}(t) = A\dot{x}(t) + A_d\dot{x}(t - h) = M_0 \phi(t),$$

where $\dot{x}(t)$ is defined in (9) and (10). The results are summarized in Table 1. The results in this article are linear with respect to the system matrices $A$ and $A_d$. It is important to see that the conditions require at least the system to be stable with the transmission delay. To see that one can choose $T = 0$ and we will obtain the classical LMI conditions for TDS by using Lyapunov-Krasovskii functional.

5. EXAMPLES

In this section, the following examples will be studied.

Example 1 Consider system (1) from [Fridman et al., 2004], [Millán et al., 2009], [Naghshtabrizi et al., 2008] with

$$A = \begin{bmatrix} 0 & 1 \\ 0 & -0.1 \end{bmatrix}, \quad A_d = BK = \begin{bmatrix} 0 & -0.1 \\ -3.75 & -11.5 \end{bmatrix}.$$

Example 2 Consider system (1) from [Fridman, 2010] with

$$A = \begin{bmatrix} -2 & 0 \\ 0 & -0.9 \end{bmatrix}, \quad A_d = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}.$$

Concerning the time-varying transmission delay, we consider $h_1 = 10^{-4}$, $\epsilon_2 = 1$ and $\epsilon_1 = -0.2$ and $-1$. The results delivered Theorem 2 for examples 1, 2 and 3 are summarized in Table 1. They show the influence of the delay variation $\epsilon_1$. Note finally that the conditions of Theorem 2 with $T = 0$ are satisfied for example 1. This means that the systems are stable under asynchronous sampling whose maximal periods are given in Table 1.

6. CONCLUSION

A novel analysis of NCS under asynchronous sampling and input delay is provided in this article. This approach is based on the discrete-time Lyapunov Theorem applied to the continuous-time model of the sampled-data systems. Tractable conditions are derived to ensure asymptotic stability. The examples show the efficiency of the method and the reduction of the conservatism compared to other results from the literature. Further work would reduce the conservatism of the stability conditions.
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<table>
<thead>
<tr>
<th>Ex.1</th>
<th>$h_2$</th>
<th>$10^{-3}$</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1</th>
<th>1.061</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Naghshtabrizi et al., 2010]</td>
<td>1.111</td>
<td>0.714</td>
<td>0.469</td>
<td>0.269</td>
<td>0.069</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>[Millán et al., 2009]</td>
<td>1.042</td>
<td>0.843</td>
<td>0.643</td>
<td>0.443</td>
<td>0.243</td>
<td>0.043</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>[Liu and Fridman, 2009b]</td>
<td>1.638</td>
<td>1.063</td>
<td>0.786</td>
<td>0.541</td>
<td>0.301</td>
<td>0.054</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -0.2$</td>
<td>1.671</td>
<td>1.307</td>
<td>1.034</td>
<td>0.76</td>
<td>0.462</td>
<td>0.121</td>
<td>$10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -1$</td>
<td>1.640</td>
<td>1.049</td>
<td>0.798</td>
<td>0.564</td>
<td>0.322</td>
<td>0.059</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ex.2</th>
<th>$h_2$</th>
<th>$10^{-3}$</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>3</th>
<th>3.307</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Naghshtabrizi et al., 2010]</td>
<td>1.278</td>
<td>0.499</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[Millán et al., 2009]</td>
<td>1.867</td>
<td>1.368</td>
<td>0.868</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[Liu and Fridman, 2009b]</td>
<td>1.970</td>
<td>1.368</td>
<td>0.868</td>
<td>0.443</td>
<td>0.212</td>
<td>0.038</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -0.2$</td>
<td>2.511</td>
<td>1.878</td>
<td>1.666</td>
<td>1.424</td>
<td>1.167</td>
<td>0.512</td>
<td>$10^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -1$</td>
<td>2.444</td>
<td>1.362</td>
<td>1.130</td>
<td>0.856</td>
<td>0.484</td>
<td>0.184</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ex.3</th>
<th>$h_2$</th>
<th>$10^{-3}$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.6</th>
<th>0.9</th>
<th>1.2</th>
<th>1.346</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Naghshtabrizi et al., 2010]</td>
<td>1.278</td>
<td>1.064</td>
<td>0.704</td>
<td>0.399</td>
<td>0.099</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[Millán et al., 2009]</td>
<td>1.338</td>
<td>1.239</td>
<td>1.039</td>
<td>0.739</td>
<td>0.439</td>
<td>0.139</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>[Liu and Fridman, 2009b]</td>
<td>1.945</td>
<td>1.548</td>
<td>1.230</td>
<td>0.864</td>
<td>0.522</td>
<td>0.168</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -0.2$</td>
<td>1.945</td>
<td>1.783</td>
<td>1.560</td>
<td>1.208</td>
<td>0.814</td>
<td>0.335</td>
<td>$10^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>Th. 2, $\tau_1 = -1$</td>
<td>1.914</td>
<td>1.473</td>
<td>1.209</td>
<td>0.890</td>
<td>0.551</td>
<td>0.179</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Maximal sampling period $T$ for time-varying transmission delays(Theorem 2) for examples 1, 2 and 3.