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Abstract—In this paper, a multi-modeling strategy based on belief function theory is developed. The basic idea is to consider a fuzzy rule based system with a belief structure (BS) as output. The focal elements of each rule are formed by a subset of a collection of functional models. A particular attention is paid to the topic of combining global and local fuzzy models of Takagi-Sugeno type by a specific formulation of the proposed model. Some examples are given to show the validity of the approach.
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I. INTRODUCTION

The mathematical description of a priori unknown dynamic process from observed data and/or expert knowledge is a widely encountered problem in engineering, industry, time series analysis and other fields. In most cases, the models consist of a set of functional relationships between the elements of a set of variables. A common way consists of making an estimation by specifying a function with known structure but unknown parameters to be estimated. Although the obtained models might be acceptable in many cases, this approach does not seem satisfactory from the perspective of knowledge engineering and intelligent reasoning. More specifically, in many practical problems the prediction should be accompanied with some additional information that quantify their reliability, e.g. for example in the form of a confidence interval.

For the modeling of complex problems, the principle of divide-and-conquer is widely adopted in approximating unknown nonlinear mappings by a smooth combination of simple functional models. One of the most outstanding models is the TSK fuzzy model which has attracted a great attention due to its performances in many applications. Typically, fuzzy modeling involves structure and parameter identification. The latter is usually addressed by some gradient descent variant, e.g., the least squares algorithm or back-propagation. The former describes the inherent structure for a concrete problem by partitioning each input variable range into fuzzy sets. In general, the clustering is done in the input space of training data without integrating the interaction between the input variables and the output dynamics. In order to take into account the interaction between input and output variables, the clustering is done in the product space of input and output variables instead of the input space in traditional algorithms of fuzzy modeling.

In the context of fuzzy modeling, the problem of identifying the parameters of the constituent local linear models of Takagi-Sugeno fuzzy models is of great importance because it is difficult to find a tradeoff between global model accuracy and interpretability [20], [21].

Here, we propose a multi-modeling strategy based on evidence theory whose main distinctive feature concerns the nature of the outputs, which consist in a set of belief masses. By using a particular formulation, we show that the local and global models can be combined in a single model.

This paper is organized as follows: section 2 describes briefly the basics of evidence theory. In section 3, the TSK model is presented and a special attention is paid to the issue of combining local and global models. The formulation of the functional approximation using the belief function theory and the description of the proposed model as well as further developments is also presented in section 4. Some numerical results are given in section 5. Conclusions are drawn in section 6.

II. THE DEMPSTER-SHAFER THEORY

A. Knowledge model

In this section, we give a brief overview of certain aspects of D-S theory. For exposition on the D-S theory [1], see Shafer’s seminal work [2] and [4]. This theory is based on the definition of a set of hypothesis \( \Omega \) called the frame of discernment, defined as follows:

\[
\Omega = \{H_1, \ldots, H_j, \ldots, H_N\} \tag{1}
\]

It is composed of \( N \) exhaustive and exclusive hypotheses \( H_j \) for \( j = 1, \ldots, N \). Let us denote \( 2^\Omega \), the power set composed with \( 2^N \) propositions \( A \) of \( \Omega \):

\[
2^\Omega = \{\emptyset, \{H_1\}, \{H_2\}, \ldots, \{H_N\}, \{H_1 \cup H_2\}, \ldots, \Omega\} \tag{2}
\]

where \( \emptyset \) is the empty set. The concept of basic belief assignment (BBA) plays a central role in evidence theory. The mass of belief in an element of \( \Omega \) is quite similar to a
probability distribution, but differs by the fact that the unit mass is distributed among the element of $2^Ω$, that is to say not only on singletons $H_f$ in $Ω$ but on the composite hypotheses too. The belief $m_i$ assigned to an information source $S_i$ is thus defined by $m_i : 2^Ω \rightarrow [0, 1]$ such that:

$$m_i(φ) = 0, \quad \sum_{A \subseteq Ω} m_i(A) = 1. \quad (3)$$

The mass $m_i(A)$ represents how strongly the evidence supports $A$. Each subset $A \subseteq Ω$ such that $m_i(A) > 0$ is called a focal element of $m_i$. Let us denote $F^3$ the set of focal elements associated to a belief function $m_i$. From this BBA, a belief function $Bel^i$ and a plausibility function $Pl^i$ are defined respectively, as

$$Bel^i(A) = \sum_{B \subseteq A} m^i(B) \quad (4)$$

and

$$Pl^i(A) = \sum_{A \cap B \neq φ} m^i(B) \quad (5)$$

The quantity $Bel^i(A)$ can be interpreted as measure of one’s belief that hypothesis $A$ is true. The plausibility $Pl^i(A)$ can be viewed as the total amount of belief that could be potentially placed in $A$. Note that functions $m_i$, $Bel^i$ and $Pl^i$ are three representation of the same piece of information. In evidence theory, one of the main difficulties concerns the modeling of the knowledge of the problem by a proper choice of the belief functions $m_i$.

B. Dempster’s rule of combination

In many cases, the combination or the fusion of different information sources is an interesting solution to obtain more relevant information. Evidence theory provides a coherent framework for integrating different information sources. In fact, for a given number of BBAs $m_i$ obtained from different information sources $S_i$, the use of a combination rule provides combined masses summarizing the knowledge of the different sources. These belief masses can then be used for decision making with the advantage of the total knowledge contained in the belief functions given by each source. For two information sources $S_1$ and $S_2$, the induced BBA’s $m_1$ and $m_2$, can be combined by the so-called Dempster’s rule of combination to provide a new BBA $m = m_1 \oplus m_2$, called the orthogonal sum of $m_1$ and $m_2$, and defined as:

$$m(A) = \frac{\sum_{B \cap C = φ} m_1(B)m_2(C)}{1 - m(φ)}, \quad ∀ A \subseteq Ω \quad (6)$$

where the quantity in the numerator corresponds to the conjunctive rule of combination and the mass $m(φ)$ assigned to the empty set is defined by

$$m(φ) = \sum_{B \cap C = φ} m_1(B)m_2(C) \quad (7)$$

In the above equations, the mass $m(φ)$ reflects the conflict between the two sources $S_1$ and $S_2$. Assuming the normality of the BBAs ($m(φ) = 0$), the use of this rule is possible only if $m_1$ and $m_2$ are not totally conflicting, i.e., if there exist two focal elements $B$ and $C$ of $m_1$ and $m_2$ satisfying $B \cap C \neq φ$. Let us denote the belief function resulting from the combination of $K$ information sources as:

$$m = m_1 \oplus \cdots \oplus m^1 \cdots \oplus m^K \quad (8)$$

where $\oplus$ represents the operator of combination.

III. The TSK Model

The fuzzy rule based model proposed by Sugeno and his colleague’s [14] is able to describe complex, nonlinear processes [17], [18], [16]. It is based on the fact that an arbitrary complex system is a combination of mutually interlinked sub-systems. Let $K$ regions, corresponding to individual sub-systems, be determined in the state space under consideration. The behavior of the system in these regions can then be described with simpler functional relationships. If the dependence is linear and if one rule is assigned to each sub-system, the TSK fuzzy model can be represented with $K$ rules of the following form:

$$R^i : IF x_1 is A^i_1 and \ldots and x_r is A^i_r \quad THEN y is f^i(x) \forall i = 1, \ldots, K$$

Of particular interest is the linear case of $f^i(x)$:

$$f^i(x) = \theta^i_0 + \theta^i_1 x_1 + \ldots + \theta^i_r x_r \quad (9)$$

where $f^i(x)$ defines a locally valid model on the support of the cartesian product of fuzzy sets constituting the premise parts of the $i$th rule $R^i$, and $x = [x_1, \ldots, x_r]^T \in X$ is the vector of input (antecedent) variables. $A^i_1, \ldots, A^i_r$ are fuzzy sets defined in the antecedent space, and $\theta^i = [\theta^i_0, \ldots, \theta^i_r]$ is the vector of the consequent parameters of $f^i(x)$. The final output $\hat{y} \in Y$ is computed by taking the weighted average of the rule consequents

$$\hat{y} = \frac{\sum_{i=1}^{K} \beta^i(x_i) f^i(x)}{\sum_{i=1}^{K} \beta^i(x)} \quad (10)$$

where $\beta^i(x)$ is the degree of activation of the $i$th rule:

$$\beta^i(x) = \prod_{j=1}^{r} \mu_{A^i_j(x_j)}, \quad i = 1, \ldots, K \quad (11)$$

and $\mu_{A^i_j(x_j)} : R \rightarrow [0, 1]$ : is the membership function of the fuzzy set $A^i_j(x_j)$ in the antecedent of $R^i$. The construction of the TS fuzzy model from data is solved in two steps: 1) structure identification 2) parameters estimation. In the first step, the antecedent and consequent variables of the model are determined. From the available training data that contain $N$ input-output samples, a regression matrix $X$ and an output vector $y$ are constructed

$$X = [x_1, \cdots, x_N]^T, \quad y = [y_1, \cdots, y_N]^T \quad (12)$$

In the second step, the number of rules $K$, the antecedent fuzzy sets $A^i_j$, and the parameters of the rule consequents
\( \theta_i \) for \( i = 1, \ldots, K \) are identified. In order to capture the interaction between the input and output variables, the fuzzy clustering in the Cartesian product-space \( X \times Y \) is a useful method. This is based on the fact that the different clusters represent operating regions, where the system behaviour is approximated by local linear models. The data set \( Z \) to be clustered is formed by combining \( X \) and \( y \):
\[
Z = [X; y]^T
\]
(13)

Once the training data \( Z \) and the number of clusters \( K \) are given, the Gustafson-Kessel (GK) clustering algorithm [19] is used to discover the potential regions of the rules. From the the partition matrix \( U \), whose \( ik \)th element \( \mu_{ik} \to [0,1] \) is the membership degree of the data \( z_k \), the \( k \)th row of \( Z \) in cluster \( i \), it is possible to extract the fuzzy sets in the antecedent parts. One-dimentional fuzzy sets \( A_j \) are obtained from multidimensional fuzzy clusters (given by \( U \)) by point-wise projection onto the space of the input variable \( x_j \):
\[
\mu_{A_j(x_k)} = \text{proj}_j(\mu_k)
\]
(14)

where \( \mu_k \) is the level of belonging of the \( k \)th sample (vector \( x_k \)) to the \( i \)th cluster, while \( \mu_{A_j(x_k)} \) is the value of the membership of the \( j \)th input variable of the \( k \)th sample \((j \text{th co-ordinate of the vector } x_k) \) in the fuzzy set \( A_j \). Since all the functions \( \mu_{A_j(x_k)} \) are considered under representation membership function, the condition \( \mu_{A_i(x_k)} : \mathcal{R} \to [0,1] \) must hold true. Value of firing strength of the \( i \)th rule for each \( k \)th input sample is computed as and-conjunction by means of the product operator:
\[
\beta_k^i = \beta^i(x_k) = \prod_{j=1}^{r} \mu_{A_j(x_k)} \quad k = 1, 2, \ldots, N
\]
(15)

The correct application of this equation requires an introduction of a threshold \( \xi (\xi = 0.05, \text{for example}) \) for the fulfillment of the condition: \( \mu_{A_j(x_k)} \leq \xi \Rightarrow \mu_{A_j(x_k)} = 0 \). The consequent parameters for each rule are obtained as a least squares estimate. Let \( X_e \) denote the matrix \([1, X]; W_i \)
\( \)is a diagonal matrix of dimension \( N \times N \) having the normalized membership degree \( w(x_k) = \beta^i(x_k) / \sum_{j=1}^{K} \beta^j(x_k) \) as its \( j \)th diagonal element. Hence a matrix composition \( X' \) of dimension \( N \times K(r+1) \) is formed:
\[
X' = [(W_1 X_e), (W_2 X_e), \ldots, (W_K X_e)]
\]
(16)

where \( X_e = [1, X] \) contains rows \([1, x_i^T] \). Denote \( \theta' \), the column vector of dimension \( K(r+1) \) given by
\[
\theta' = [\theta_1^T, \theta_2^T, \ldots, \theta_K^T]^T
\]
(17)

where \( \theta_i^T = [\theta_{i0}, \ldots, \theta_{ir}] \) for \( 1 \leq i \leq K \). The model \( y = X \theta' + \varepsilon \), where \( \varepsilon \) is the approximation error, has the following least squares solution
\[
\theta' = \left[(X')^T X'\right]^{-1} (X')^T y
\]
(18)

This identification strategy corresponds to a global learning. A second class of methods is known as local learning. As opposed to global learning, where the local linear models cooperate for the minimisation of a global cost function, local learning strategies encourage the linear models to compete. In this case, the weighted least-squares method is used separately for each rule:
\[
\theta_i = \left[X^T W_i X \right]^{-1} X^T W_i y
\]
(19)

IV. FUZZY MODELING USING BELIEF FUNCTIONS

In the last years, many methods based on the Dempster-Shafer theory have been proposed in different areas including data fusion [3], [6], [7], classification [9], [11], [8] and regression [5], [12], [10]. Among the different methods, we mention only the two approaches that are relevant to our work. The first approach was proposed by Yager [5] in the context of fuzzy modeling. This strategy allows the integration of probabilistic uncertainty in fuzzy rule based systems. The output of the rules is a belief structure whose focal elements are fuzzy sets among the output variable linguistic terms.

The second approach was proposed by Denoeux [9] in the context of classification. This approach considers each neighbour of a pattern to be classified as an item of evidence supporting certain hypotheses concerning the class membership of that pattern. Based on this evidence, basic belief masses are assigned to each subset of the set of classes. Such masses are obtained for each of the k-nearest neighbours of the pattern under consideration and aggregated using the Dempster’s rule of combination. Lately, the above approach has been improved and applied in regression analysis [10], [12]. For a given input query vector, the output variable is obtained in the form of a fuzzy belief assignment (FBA), defined as a collection of fuzzy sets of values with associated masses of belief. In [13], the output FBA is computed non-parametrically on the basis of the training samples in the neighbourhood of the query point. In this approach, the underlying principle is that the neighbours of the query point are considered as sources of partial information on the response variable; the bodies of evidence are discounted as a function of their distance to the query point, and pooled using the Dempster’s rule of combination.

Based on the approach proposed by Yager [5] and the principle introduced by Denoeux [9], we propose a new model for approximating nonlinear functional mappings. This model is illustrated through a particular form of the functional models. More specifically, the functional models are linear models used in the TSK fuzzy model.

A. The proposed model

Let \( \mathcal{D} = \{ (x_k, y_k) \}_{k=1}^{N} \) be a set of input-output data obtained from an unknown nonlinear process, \( X \) and \( Y \) are the domains of variation of the input of dimension \( r \) and the scalar output, respectively. The principle underlying the fuzzy modeling based on Dempster-Shafer theory assumes the existence of a certain number \( c \) of functional relationships between the input variables and the output variable, denoted by \( f^j(x), j = 1, \ldots, c. \)
In order to find a link between the evidence theory, which starts by the definition of a set of hypothesis as described in section 2, we shall consider that the above relationships models form the frame of discernment $\Omega$. Thus, we have:

$$\Omega = \{\{f^1\}, \ldots, \{f^r\}, \ldots, \{f^c\}\}$$

(20)

where $\{f^i\}$ is the hypothesis that corresponds to the functional model $f^i(x)$.

In our modeling strategy, the model consists of $K$ rules of the form:

$$R^i : IF \ x_1 \ is \ A^i_1 \ and \ . . . \ and \ x_r \ is \ A^i_r \ THEN \ y \ is \ m^i$$

where $m^i$ is a BBA whose focal elements are among the hypotheses of the frame of discernment $\Omega$. Let us denote by $F_{ij}$, $j = 1, \ldots, J(i)$; the $J(i)$ focal elements of $m^i$ and denote by $m^i(F_{ij})$ the weight (a mass of probability) associated to the $j$th focal element $F_{ij}$ of $m^i$. This formulation is quite general brings some aspects of the evidence theory to aggregate different BBA, where every BBA has its own elements. The firing strength of the $i$th rule is defined by the product of the membership degrees of the corresponding fuzzy sets:

$$\mu^i(x) = \prod_{j=1}^{r} \mu_{A^i_j(x_j)}$$

(21)

where $\mu_{A^i_j(x_j)}$ is the membership function of the fuzzy set $A^i_j(x_j)$. In order to predict an output value $y$ for an input vector $x$, every rule provides a piece of evidence concerning the value of the unknown output $y$. This item of evidence can be assimilated by a belief function $m^i$:

$$\begin{align*}
m^i \left( \{f^j\} \mid x \right) &= p_{ij} \phi_i(x), \ j = 1, \ldots, J(i) \\
m^i \left( \Omega \mid x \right) &= 1 - \phi_i(x) \\
m^i \left( A \mid x \right) &= 0 \ \forall \ A \in \mathcal{F}^\Omega - \mathcal{F}^i
\end{align*}$$

(22)

In the above equation $\mathcal{F}^\Omega$ is the power set of $\Omega$ and $\mathcal{F}^i$ denote the focal elements of $m^i$. The quantities $m^i \left( \{f^j\} \mid x \right)$, and $m^i \left( \Omega \mid x \right)$ are the masses assigned to the subsets $\{f^j\}$ and $\Omega$ after taking knowledge of $x$. The quantity $m^i \left( A \mid x \right)$ is the mass assigned to the frame of discernment after taking knowledge of $x$. The function $\phi_i(x)$ is related to the input domain (domain of expertise) of the $i$th rule. In the present work, it is defined by:

$$\phi_i(x) = \alpha_i \mu^i(x)$$

(23)

where $\mu^i(x)$ is given by (22) and $\alpha_i$ is a weighting factor which verify (0 $< \alpha_i < 1$). It is defined by a suplementary parameters $\beta_i$ to control the importance of the rule $R^i$ in the inference process:

$$\alpha_i = \frac{1}{1 + e^{-\beta_i}}$$

(24)

The coefficients $p_{ij}$ which are application dependent must verify the following constraint:

$$\sum_{j=1}^{J(i)} p_{ij} = 1$$

(25)

so that the piece of evidence provided by the $i$th rule is divided among the focal elements $\mathcal{F}^i$ of the belief structure $m^i$. In order to make a decision, the outputs of the different rules which are belief structures, are combined using the Dempster’s rule of combination. The final belief structure is then:

$$m = \ominus_{i=1}^{K} m^i$$

(26)

where $\ominus$ represents the operator of combination. This belief structure $m$ which is a vector of $(c + 1)$ elements (masses of probabilities) should be normalized to give the following normalized belief structure:

$$m_j = m_j / \sum_{q=1}^{c+1} m_q \ \ j = 1, \ldots, c + 1$$

(27)

The overall multimodel is defined as a combination of the functional prototypes with a single model representing the frame of discernment $\Omega$, denoted by $f^{(\Omega)}$:

$$\hat{y} = \sum_{j=1}^{c} \omega_j f^j(x) + \omega_{c+1}(x) f^{(\Omega)}(x)$$

(28)

where $\omega_j, j=1,\ldots,c+1$ are the mixing coefficients, which verify $\sum_{j=1}^{c+1} \omega_j(x) = 1$. Taking the mixing coefficients as the normalized masses $m^j$ which is a vector of size $(c+1)$ gives the following model:

$$\hat{y} = \sum_{j=1}^{c} m^j \left( \{f^j\} \right) f^j(x) + m^\Omega (\Omega) f^{(\Omega)}(x)$$

(29)

with $m^j \left( \{f^j\} \right)$ is the $j$th element of $m^j$ and $m^\Omega (\Omega)$ is the $(c+1)$th element of $m^\Omega$.

B. Combining local and global fuzzy TSK models

In this subsection, we address the issue of combining local and global models derived from the TSK fuzzy models. To do that, we consider the case when the number of input prototypes (or rules) is equal to the number of functional prototypes; e.g $K = c$ and we assume that the input region of every rule is dominated by the contribution of one model. In a first step, the Gustafson-Kessel (GK) clustering algorithm [19] is used to cluster the data in the Cartesian product space $X \times Y$ and to define the antecedent parts of the rules. Thus, the natural choice of the coefficients $p_{ij}$ introduced in equation (22) is $p_{ij} = 1$ if $i = j$ and $p_{ij} = 0$ if $i \neq j$ and the expression of the belief function $m^i$ is reduced to the following form:

$$\begin{align*}
m^i \left( \{f^j\} \mid x \right) &= \phi_i(x) \\
m^i \left( \Omega \mid x \right) &= 1 - \phi_i(x) \\
m^i \left( A \mid x \right) &= 0 \ \forall \ A \in \mathcal{F}^\Omega - \mathcal{F}^i
\end{align*}$$

(30)

In order to obtain a compromise between local interpretability and global accuracy, we consider that the linear models $f^i(x)$ of parameters $\theta^T_i = [\theta_{i0}, \ldots, \theta_{ir}]$ are identified by the weighted least squares (19). However, the model $f^{(\Omega)}(x)$ is defined as a global TSK fuzzy model:

$$f^{(\Omega)} = \sum_{i=1}^{K} \mu^i(x) g^i(x; A_i) / \sum_{i=1}^{K} \mu^i(x)$$

(31)
A. Nonlinear static function approximation

By using the univariate function taken from [22], let us consider the univariate model of the output CO2 concentration in outlet gas. The instantaneous value of the input u(t) is gas flow rate and the output measurement is the mean squares error (MSE). The weighting factor is Gaussian noise with zero mean and standard deviation $\sigma = 0.1575$.

The actual and estimated values are shown in Fig. 2. The Box and Jenkins gas furnace data are frequently used to examine in more details the behaviour of the model in the presence of different kinds of uncertainties.

B. Box and Jenkins gas furnace data

The data consist of 250 DO measurements and the output measurement is the CO2 concentration in outlet gas. The instantaneous value $y(t)$ of the input $u(t)$ is gas flow rate and the output measurement $y(t)$ is the mean squares error (MSE). The weighting factor is Gaussian noise with zero mean and standard deviation $\sigma = 0.1575$.

The actual and estimated values are shown in Fig. 2. The Box and Jenkins gas furnace data are frequently used to examine in more details the behaviour of the model in the presence of different kinds of uncertainties.

VI. CONCLUSIONS

This paper describes a model for the modeling of the functional relationships using belief function theory and its impact on the optimization of the different parameters on the model performance is under study. As future work, we need also to examine in more details the behaviour of the model in the presence of different kinds of uncertainties.

TABLE I

<table>
<thead>
<tr>
<th>Model</th>
<th>Local modeling</th>
<th>Global modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugeno and Yasukawa</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Huang and Linhart</td>
<td>GK+WLS</td>
<td>GK+WLS</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>

The above results are obtained without any optimization of the parameters governing the behaviour of the model. The performance of the model with 5 rules shows actual values and estimated values obtained by means of local modeling.

V. EXPERIMENTAL RESULTS

In this section, two examples are tested to verify the validity of the proposed strategy: the first one is a univariate example, the second one is a multivariate example.

To illustrate the performance of the proposed method, following the recommendation of [15] and with the aim of achieving a comparison with other available models, are other models can be defined.

Local Linear models

- GK model
- GK+combined

Global Linear models

- GK model
- GK+combined

The performance evaluation of system identification methods is under study. As a future work, we need also to examine in more details the behaviour of the model in the presence of different kinds of uncertainties.

TABLE II

<table>
<thead>
<tr>
<th>Model</th>
<th>Local modeling</th>
<th>Global modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
<tr>
<td>Model</td>
<td>Local modeling</td>
<td>Global modeling</td>
</tr>
<tr>
<td>-----------------------</td>
<td>----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Wang and Langari</td>
<td>GK+combined</td>
<td>GK+combined</td>
</tr>
</tbody>
</table>

The performance evaluation of system identification methods is under study. As a future work, we need also to examine in more details the behaviour of the model in the presence of different kinds of uncertainties.
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