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Abstract—Network security is in a daily evolving domain.
Every day, new attacks, virus or intrusion techniques are
released. Hence, network devices, enterprise servers or personal
computers are potential targets of these attacks. Current secu-
rity solutions like firewalls, intrusion detection systems (IDS)
and virtual private networks (VPN) are centralized solutions
which rely mostly on the analyze of inbound network connec-
tions. This approach notably forgets the effects of a rogue
station, whose communications cannot be easily controlled
unless the administrators establish a global authentication
policy using methods like 802.1x to control all network com-
munications among each device. To the best of our knowledge,
a distributed and easily manageable solution for the global
security of an enterprise network does not exist. In this paper,
we present a new approach to deploy a distributed security
solution where communication between each device can be
control in a collaborative manner. Indeed, each device has its
own security rules, who can be shared and improved through
exchanges with others devices. With this new approach, called
grid of security, a community of devices ensures that a device is
trustworthy and that communications between devices progress
in respect of the control of the system policies. To support
this approach, we present a new communication model that
helps structuring the distribution of security services among
the devices. Like this, we can secure both ad-hoc, local-area or
enterprise networks in a decentralized manner, preventing the
risk of a security breach in the case of a failure.

Keywords-security architecture, grid design, distributed com-
munication

I. INTRODUCTION

The definition and deployment of security policies is a

domain which is widely studied in the last years. Most

solutions, like firewalls, intrusion detection systems (IDS),

intrusion prevention systems and virtual private networks

(VPN) are all centralized, being more adapted for traditional

cabled networks than for wireless networks. Today, wireless

devices are important elements on the access-layer network,

and solutions to secure communications between devices

require the deployment of complex solutions like wireless

controllers, 802.1x authentication or virtual private network

tunnels. While these solutions ensure that communications

cannot be intercepted or modified, nothing prevents a virus,

Trojan or malicious user to launch an attack on the network,

from the inside.

In this paper, we first study existing solutions, proposing a

new approach to ensure a fast and decentralized enforcement

of the network security: the grid of security. This new

approach can be described as the addition of each device

security policies, creating a global security behavior. We

define a community like a set of devices which share the

same global policy. With this collaborative approach, devices

in the community exchanges their local policy rules among

each other, even if the final decision to accept or deny a new

rule depends on the device’s user. With this new approach,

a user who wants to open a network service such as a

file transfer service (FTP) will create a new local policy

rule. This new rule will be exchange with other device on

the community and other users must approve or refuse this

new service. With this approach, we can quickly create a

secure network without any centralized solution. While each

device is independent of any centralized solution, a device

may benefit from the mutual security enforcement from a

community. In the same principle, different communities

may arise as a result of different security levels authorized

by the users.

Which differs our approach from other trustiness and

recommendation-based approaches is that we structure our

mechanisms around a middleware especially tailored for

grid computing and peer to peer communication model. A

grid-like approach offers the advantage to rationalize every

resources of each device, like storage, computing resource

or data analysis. With a peer to peer communication model,

devices communicate without relying on a central server,

improving therefore the system fault tolerance.

In this paper, we first present in Section II actual used

solution to ensure security of a network. From this study,

we observe that each solution need a complex centralized

administration device or service to manage global security.

But now, with the mobility of each user, this solution is

not appropriate. From these observations, we propose a new

approach of information system based on grid in Section III

and our concept of grid of security in Section IV to offer

a new distributed security services. Finally, in Section V,

we conclude this paper and give some open tracks from this

work.

II. THE SECURITY PROBLEM

Today, the Internet is far from being a secure environment.

The continuous growth of security risks (intrusions, virus,



spywares, information stealing) forces enterprises and net-

work administrators to expend a considerable amount of time

and money to improve security aspects from their networks,

usually through the association of multiple techniques and

tools. Despite the fact that defining and deploying security

policies if a study field that rapidly advanced in the last

years, most of the proposed solutions are still based on

centralized servers.

In our approach, we try to better represent the constraints

from the real world by starting our models with a typical

enterprise network, connected to the Internet. In this model,

all network devices connected to the enterprise network

constitute what we call a "confidence zone". By default,

the confidence zone is delimited by the equipments directly

connected to the Internet, i.e. those devices with a public

IPv4 interface. Formally, a confidence zone includes all com-

municating devices in a network where the global security is

under mutual control. Therefore, a confidence zone can be

extended across a WAN link or reduced to a few devices

if the devices find a common agreement on the security

policies.

A. Security: study cases on today networks

In this section, we present three scenarios that repre-

sent typical situations where secure communications are

required: (i) protection against intrusions, (ii) connection to

the confidence zone from abroad and (iii) communication

security inside the confidence zone. In all these cases we

observe that current networks rely on centralized services.

Indeed, inbound and outbound communications are usually

filtered through firewalls, intrusion detection systems and

VPN concentrators. Some companies like Cisco Systems

and CheckPoint reinforce this centralized organization by

integrating all security services in a single box. We believe

however that reinforcing the central role of a security box

only increases the risks in the case of failures or attacks.

1) Intrusion Detection Systems: This scenario is typically

represented by networks hidden behind a firewall. Here, only

authorized data flows may reach the internal network. Au-

thorization policies include source and destination addresses,

ports and even the protocol types. Usually at the enterprise

network entry point (cf. Figure 1), firewalls are now found

also installed in each user’s computer.

According to their specifications and strategic location

in the enterprise network, firewalls (personal or not) are

good tools to block direct attacks coming from the outside

of the confidence zone. At the other hand, data flows

originated from the inside network are seldom analyzed by

the firewalls. Indeed, while a network administrator is able

to control the connections that traverse the enterprise entry

points, it has no control over alternative access points opened

by an user, as for example a laptop computer connected

to the Internet through the user’s cellular phone. To ensure

that all devices in the internal zone share the same security
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Figure 1. A typical Firewalled network

policies, it is important to implement an additional control

over the internal exchanges. Due to the complexity of this

task, the security policies coordination must be implemented

through mechanisms that are transparent to the user.

2) Connection to a secured zone: A data flow authorized

by a firewall allows a distant machine to exchange data with

the secured zone but doesn’t guarantee the confidentiality of

the data that cross the Internet. Therefore, some additional

properties must be ensured when connecting to a confidence

zone: encryption, authentication and data integrity. These

properties are provided, for example, by VPN "tunnels"

connected to the enterprise network (Figure 2).

Indeed, some protocols individually provide some of these

properties (SSL, SSH) but the Virtual Private Networks -

VPN - have the advantage to integrate these properties while

securing the totality of the data flows that are tunneled.

Furthermore, VPNs create a virtual extension of the local

area network, preserving the internal security appliances

defined on the confidence zone and given access to internal

services like printer and mail servers. The problem, however,

is that nothing prevents harming codes such as virus to flow

through the VPN, compromising the internal security.

Also, accessing a VPN requires a centralized server

(usually called a VPN server or VPN concentrator). As

all the traffic must be relayed by this central server, the

available bandwidth is limited. Some companies integrate

all functionalities from firewalls, IPS and VPNs in a single

network devices, which has the side-effect of centralizing

even more the network and limit the bandwidth. For instance,

a Cisco ASA 5550 firewall can handle only 425 Mbps if both

VPN and firewall are active, against 1.2 Gbps in a firewall

mode only1.

3) Establishing a confidence zone: To allow a machine

to access a confidence zone is always a risky decision as this

machine may be infected by virus or malwares. Similarly,

some applications may not be adapted to the established

security policies (instant messaging or P2P, for example).

1http://www.cisco.com/en/US/products/ps6120/
prod_models_comparison.html
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Figure 2. VPN usage in current networks

To reduce the risk and verify if a device complies with

the security policies, some companies like Cisco Systems,

Microsoft or Nortel Networks propose the use of Network

Access Control - NAC - mechanisms. Basically, a NAC

associates user authentication and verification of the user’s

machine before allowing it to connect to the network.

Among the elements a NAC may verify (or impose) there

are:

• anti-virus status (activation, last update);

• OS security updates;

• public key certificates;

• firewall status and current rules;

• authorized applications;

• permission to activate WiFi or Bluetooth connections;

• etc.

Hence, Cisco Systems proposes a Network Admission

Control Appliance (NAC Appliance)2. In addition to the

previous controls, the NAC Appliance analyzes the behavior

of the network devices, looking for abnormal patterns.

For example, if the NAC Appliance detects an IP phone

establishing a telnet connection with a computer instead

of exchanging informations with the call manager, an alert

will be thrown. Among the possible reactions, the NAC

Appliance can alert the network administrator, the final user

or even automatically isolate the incident zone, placing it in

quarantine. The inconvenient of this approach relies on the

fact that all connections (data, voice and video) must pass

through the NAC Appliance, with a potential performance

bottleneck.

In the same philosophy we found the network supervising

systems (Figure 3). With functionalities going from the

simple display of network statistics to a proactive network

management (such as the Intrusion Detection Systems),

these services are useful tools to identify the weaknesses in

a network. As before, Cisco Systems proposes a solution

2http://www.cisco.com/go/nac
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Figure 3. Monitoring a confidence zone

called MARS3 where informations are exchanged among

MARS agents, improving the behavioral analysis of the

network.

All these approach are centralized solution. We always

have a centralized service who analyze all other devices of

the network. In our solution, NAC functionalities can be

distributed in many device of the network in order to avoid

overload of only one device and to be fault tolerant.

B. A path to IPv6 secure network

The gradual deployment of IPv6 represents a milestone

on the security community. Indeed, IPv6 has a much larger

address space (2128 for IPv6 against 232 for IPv4) that allows

every communicating device to hold a public IP address.

While IPv4 still resists in many networks, some estimations

point that the entire IPv4 address space will be depleted

around 20114. For the matter of example, IPv6 allows

roughly 3, 4× 1038 addresses (the rest of the address space

is reserved for now), which represents more than 6 × 1019

IP address per cm2 on planet Earth. With this abundance of

public IPv6 addresses, the use of private addresses inside a

network will disappear.

However, once each network device (PC, cellular tele-

phone, sensor and so on) uses a public IP address, it becomes

more vulnerable to attacks. This is especially true with

Mobile IPv6 [1], [2], as a mobile device will be able to roam

from network to network keeping the connections previously

opened. Different routers will exchange connection informa-

tions in order to migrate transparently the user’s connections.

This new kind of service may be explored to allow an

attacker to enter the enterprise network by piggybacking on

the previously opened connections from the mobile device.

Some works [3], [4] exist to secure Mobile IPv6 with IPSec

but a specific security functionality needs to be deployed.

C. Secure ad-hoc networks

An ad-hoc network is a network without fixed infras-

tructure in which each device can communicate with its

3http://www.cisco.com/go/mars
4http://penrose.uk6x.com/



neighbors. It differs from current enterprise solutions which

were developed for networks with fixed infrastructure, even

in a wireless environment. The security is done with secure

communication link between the wireless client and the

access point. For instance, the access to the access point

is a major control point that cannot be neglected. Actual

researches on security and ad-hoc networks are based on

cryptographic solutions [5], [6], [7]. These solutions are

enough to ensure confidentiality and data integrity but are

not design to deploy the same security policies on the

network. Other works [8] focus on data exchange to secure

ad-hoc network but these solutions are similar to fixed

infrastructure solutions.

In our approach, secure communication between two

devices can be implemented together with the deployment

of security policies on each device of the network. With our

solution, each device has a security agent who is able to

communicate with all other agents on the network, sharing

security policies.

III. THE GRIDS - GENERAL PRESENTATION

The grids are one of the solutions to manage and share

available resources on a network. Two types of grids are dis-

tinguished: grid computing and data grids. In grid computing

solutions (like SETI@home [9], BOINC [10], XtremWEB

[11], Diet [12], Globus[13], and CONFIIT [14], [15], [16]),

resources are associated to computing (processor, memory,

... ). In data grid (OceanStore [17], Freenet [18]), resources

are associated to data storage. Whatever the grid type, it

is necessary to develop a middleware for management of

the different resources: connectivity, resources monitoring,

tasks scheduling in computing grid and data replication (or

distribution) management in data grids. Today, most of grids

are based on either centralized or hierarchical architecture.

In both cases, they require several management tasks and

each device must be specialize.

In parallel to this grid concept, peer-to-peer model have

been developed. A P2P communication model uses fully

decentralized architectures and is easily scalable. Moreover,

it can tolerate dynamic networks like wireless or ad-hoc net-

works. At the end, the main objective of peer-to-peer systems

is allow communication between each device without any

additional requirement (location server, proxy, etc.).

However, when we design a middleware or grid applica-

tion, we must use a theoretical model. Like in a grid, each

device have a specific function and we can have many device

in the network (switch, firewall, personal computer, server,

... ), the model must describe each function and each device

in order to correctly study and evaluate our grid application.

From this theoretical model and study, we can try to find

solution to each problem.

To be most effective, a model must take into account

the whole system. The grid model can be applied in an

environment which is not necessarily dedicated. In this case,

applications or mechanisms outside the grid can affect the

overall effectiveness of the middleware or grid application.

The model must also take into account the physical hardware

if we want to make appropriate management mechanisms.

However, the models proposed in the literature take only

into account a sub-part of the overall system. That is why

we proposed a new theoretical model.

In [19], authors proposed a method focusing on the

description of network components. Their model allows to

describe both protocols used and the network hardware such

as routers or switches. Thus, the physical network of the

grid is represented as a graph where each node represents a

network device or a particular type of network ((Ethernet),

(Myrinet) . . . ). The interest of a such model, close to the

physical network, is to highlight the problems of network

congestion or delay in transferring data.
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Figure 4. Grid model proposed in [20].

In [20], a new approach is proposed, based on the concept

of a factory. Components and architecture of the grid are

organized into layers as shown in Figure 4. The lowest layer

is close to the physical network and represents the physical

resources of the grid. These resources are accessible via the

local resource managers. The second layer represents the

security and how to access the resources, aiming to ensure

the security of connections. The third layer is the middleware

that serves as an interface between the application and the

access to resources. The last layer represents the application

itself, in which operates the middleware. Contrary to the

previous model, it does not highlight issues close to the

physical network, but focuses on the problems of access to

resources in terms of middleware and its services.

Another commonly used model is based on Globus from

[21]. It focuses on the material forming the grid as shown in

Figure 5. Such model is composed by 4 layers. The first layer

represents the physical network, i.e. physical connection and

routing equipment. Over this layer, we find the resources of

the grid: the computing resources, storage or applications

shared. The third layer relates to components and middle-
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ware services that communicate with the resources. And the

last layer is the application that uses the services provided

by the middleware.

As all of these previous grid models do not consider all

the resources of a network and a grid application, another

model was proposed in [22]. In this new theoretical model,

physical devices, communication link and each resource of

the application are represented. This model is the most

adapted to design the grid of security in which physical

devices, communication links and their policies have a main

role. It is structured in five independent layers: physical

layer, routing layer, communication layer, resource manager

and finally all the components and middleware grid services.

A. Grid design

In [22], we have proposed a 5 layers model for grid or

peer-to-peer applications design. This model is represented

in Figure 6. It is used to model the network of a grid that

interacts independently of the grid middleware. It also mod-

els the components of the grid middleware and interactions

between them.

Layer 1 - Physical network layer. The first layer concerns

the physical network. The network is represented by a graph

G1 = (V1, E1). V1 is the network nodes set. A node can be

an active component (like desktop computers, servers, . . . ),

or a passive component (like routers, switches, . . . ). E1 is the

set of links that interconnect network nodes. We distinguish

two kinds of links: wired and wireless connection. The wired

connections are naturally undirected. But with the wireless

connections, we have to take care of the different emission

ranges of the network nodes. If a node has a higher range

than another one, this induces a directed link in E1.

Figure 7 shows an example of a network (left figure)

represented in the first layer of the model (right figure). The

nodes (1 to 7) are connected with wired connections: the
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Figure 7. Example of a network representation in Layer 1.

links in the corresponding graph are undirected. For the two

wireless nodes, we can remark that Node 9 has a higher

range that Node 8 (ranges are represented by a circle on the

figure). We obtain a directed link in E1.

Layer 2 - Routing layer. Over the physical network, a rout-

ing protocol builds and maintains paths between the nodes

of the network. Two entities can communicate even if they

are not directly physically connected. The paths construction

takes into account the several security policies deployed over

subnetworks (firewalls). In the same way, some protocols

(like NAT) can limit the access to nodes. For these reasons,

directed communication links are considered. In Layer 2, the

network is represented by the graph G2 = (V2, E2), where

V2 = V1 and E2 is the set of paths between nodes of V2.
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Figure 8. Example of a network representation in Layer 2.



Figure 8 is based on the example of Figure 7 and shows

the representation of the network in Layer 2. To simplify,

the paths that start or end from passive components (Nodes

4, 5, and 7) are not displayed. We remark new links that

represent the paths computed by the routing protocol. For

the wireless entities (Nodes 8 and 9), we remark that the

directed link (9, 8) has been deleted: Node 8 can contact

Node 9 through Node 7.

Layer 3 - Communication Layer. Over the paths built

from the lower layer, it is possible to send data between two

distant nodes that are not physically connected. The network

is represented as a graph G3 = G2. In this layer, we can

have the message send and receive capabilities thanks to a

given protocol or a protocol stack. Several mechanisms can

be proposed to manage communication problems (loss or du-

plication of messages, data corruption). An acknowledgment

mechanism can ensure that a sent message has been received.

If a message is lost, it is sent again. Another mechanism can

ensure the message integrity.

Layer 4 - Resource management. The two higher layers

focus on the grid middleware. Layer 4 is the resources man-

agement layer that can be viewed as an interface between

the components and the services of the grid and the lower

layers. In this layer, we distinguish two kinds of nodes. The

first ones, called the active nodes, are within the grid. These

nodes share their own resources or use the grid resources.

The others ones, the passive nodes are outside the grid such

as routers or switches.

In this layer, the grid is represented as a graph G4 =
(V4, E4) where V4 is the set of active nodes and E4 is the

set of communication links between active nodes. Passive

nodes are not represented in the graph (cf Figure 9) but

they can influence the efficiency of the grid application (due

to network overloads).
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Figure 9. Example of grid representation in Layer 4.

Layer 5 - Grid components and services layer. The last

layer concerns the grid components and services including

the tasks management and the resources monitoring service.

The deployed components depend on the middleware: if

it concerns the file sharing, it must have a component to

transfer the files and maybe a component to manage access

rights and queues for users.

The grid is represented by the graph G5 = (V5, E5) where

V5 = V4 and E5 is the set of communication links proposed

by the topology layer. E5 is not equal to E4: it depends on

the protocol that manages the grid topology or the peer-to-

peer overlay network.

IV. FROM GRID TO NETWORK SECURITY ARCHITECTURE

From the previous observations, we proposed a new

architecture and a new security middleware in which each

device or user is an actor of the global security of the

network. Thus, each user can manage its local security but

also, through exchanges with its neighbor in his community,

manage the global security policies. To prevent malicious

users to attack the network, each exchange must be secure,

controlled and validated by authorized users or authorized

devices. An authorized user is a user who was already in

the community and has exchanged some policy rules with

another authorized neighbor. An authorized device is either

a computer, a server or a network device who is considered

to be secure and authenticated.

To form a "confidence zone", exchanges inside the net-

work must be secured to prevent unauthorized actions that

can compromise the security of the community. Our work,

however, goes beyond the proposal of a simple security

mechanism, as we can have with a wireless LAN controller

or network access controller. Our solution considers all the

aspects in order to design a new security architecture and

a new middleware to secure the network. A computer or

a device, with our security middleware, can be specialized

to control some particular functionalities. For instance, a

computer can administrate the anti-virus database, another

can administrate authentication and another some firewall

rules. From the specification of the computer, we can choose

which security function the computer must offer. In an

ad-hoc environment, communication can be secured using

cryptographic methods but this approach is not enough for

a complex enterprise network where only a part of the traffic

flows through a VPN or cryptographic tunnel. Similarly, an

extensive control on the access points of the network through

firewalls only works on structured networks, not ad-hoc. In

a ad-hoc network, nothing prevents an user to to share its

Internet access or to open a web or FTP service.

In our security architecture, devices will be mutually mon-

itored. If a device become "dangerous” because a virus or a

trojan is detected, it will be blocked and removed from the

community (or confidence zone), as illustrated in Figure 10.

Furthermore, a new user in a mobile environment must

be authorized to enter the community. Nowadays, similar

procedures can be implemented through the use of 802.1x

authentication or VPNs but the configuration complexity and

the technical knowledge required is high. In our solution, a

new device can be added without any human manipulation,

making the security of our network self-managed.
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A. Problems to solve

To achieve our objectives, we need to answer several

questions: how to distribute the security functions on peers,

how to exchange data, which communication protocols will

be used between peer, how to distinguish different types of

traffic. Also, we must define how to secure voice traffic,

how to block communications from a peer, . . . . We will try

to answer some of these questions in the next parts.

1) Distribute security resource on peers: From our mid-

dleware (in Layer 4), all data exchanged among peers in the

same community are consider to be safe, so we don’t need

to verify each exchanged data. However, if an user wants

to create a new community, he needs to control the traffic

between this new community and his own community, which

implies that new services must be installed on this peer. For

instance, a similar approach is used on wireless environment

with a wireless LAN controller, where the protocols LWAPP

or CAPWAP are used. Data exchanges between wireless

client and access point can be controlled either by the access

point or the controller. With our middleware, the procedure

is similar. A peer A can exchange informations with another

peer B in order to use a security service that A does not

have but B has. From the technical specification of a peer,

a user can define which service he wants and he can deploy

it on his peer.

2) Controls of data exchanged in a community: Inside a

community, if a peer receives too many messages during a

small amount of time from one of its neighbor, it can decide

to start an analysis on this neighbor. Using our security

middleware, a peer can therefore launch a security task in a

distant node from the same community to check if there’s

no anomaly. One example is when a peer decide to run an

anti-virus on one of its neighbor.

3) When a peer wants to join an existing community:

From the access network resource in layer 4 of our middle-

ware, we can implement a network access service to control

new peers. In this layer, we manage authentication exchange

with the 802.1x protocol and in layer 5, a Radius service.

When authentication is successful, exchanges can be made

with other resource manager in order to control all services

that must be present on the peers.

4) Exclude a peer of the community: To exclude a peer

from the community because this peer became untrusted,

each of its neighbor can decide to change their firewall rules

to block communication from this untrusted peer.

B. A deployment example of a logical secure architecture

on a physical existing network

In many cases, users need to exchange data via secure

communication link. But current solutions are not so easy

to deploy. The right communication port must be open and

we need to ask to the administrator to change the rules

of the firewall only for this connection, perhaps for only a

small amount of time. The approach "grid of security" can

solve these problems. For instance, if a user in a community

wants to create a VPN from his computer A to a server S,

the middleware asks if an existing VPN from on computer

of the community to this server exists. If a computer B

has already establish this connection, a simple connection

between A and B can be establish and all data from A to

B will be redirect to S. If no VPN connection to S exist in

the community, the connection resource manager (in layer

4 of our model) will inform the firewall service (in layer 5)

to open a given port to allow a VPN connection between A

and S.

In the same principle, several security services can benefit

from this distributed management: firewall services, anti-

virus, intrusion detection, system updating, network access

control, virtual private network, etc.

For each of these services, rules are defined for inbound

and outbound connexion. The resource manager (in Layer

4) exchange information between each service of each peer.

For instance, if a user wants to open one communication

port for an existing service on his computer A, the resource

manager will contact all other peers in the community and

look for a similar rule on each peers. If this rule already

exists in the community, the resource manager of computer

A informs the firewall service (in Layer 5) of computer A

that it can open this port.

V. CONCLUSIONS

The new approach developed in this paper permit to easily

create a confidence community in which each user communi-

cations are safe and secured. Each peer is self-managed and

exchanges informations with other peers to mutually develop

a security policy management. This process is transparent,

and each peer does not need to have the knowledge of the

global policy. Moreover from this new architecture, a peer



can be easily exclude of the network or build a secure ad-

hoc network without any centralized control. In the advent

of IPv6, this distributed solution may help to establish secure

networks when all devices have public IP and can be reached

from Internet. The proposed new security architecture and

middleware can be a solution to construct secure solutions

over Internet between any computer.
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