Operating theatre scheduling with patient recovery in both operating rooms and recovery beds

Abstract: This paper investigates the impact of allowing patient recovery in the operating room when no recovery bed is available. Three types of identical resources are considered: transporters, operating rooms, and recovery beds. A fixed number of patients must be planned over a term horizon, usually one or two weeks. The surgery process is modeled as follows: each patient is transported from the ward to the operating theatre. Then the patient visits an operating room for surgery operation and is transferred to the recovery room. If no recovery bed is available, the patient wakes up in the operating room until a bed becomes available. The operating room needs to be cleaned after the patient’s departure, before starting another operation. Finally, the patient is transported back to the ward after his recovery. We consider several criteria based on patients’ completion times. We propose a Lagrangian relaxation-based method to solve this operating theatre scheduling problem. The efficiency of this method is then validated by numerical experiments. A comprehensive numerical experiment is then performed to quantify the benefit of allowing patient recovery in operating rooms. We show that the benefit is high when the workload of the recovery beds is high.
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1 Introduction

1.1 Context

Application of operational research methods in health care systems has proven effective for design and operation of the operating theatres. New organisations of health care systems and new health care delivery technologies emerge to better cope with cost pressure while keeping the quality of service and care high. Guinet and Chaabane (2003) [5] described an hospital as a multi-service production system which is constrained by limited material and human resources. Optimal usage of expensive resources is highly important in cost containment. Surgeries are critical processes in hospital operation, not only because of their high costs but also because of their direct impact on patient’s health and on quality perception. Therefore the operating theatre scheduling has been widely studied in order to maximize the utilization of operating rooms and enhance the patient’s satisfaction. Surgery procedures involve about 9% of total costs of the hospital (Gordon et al., 1988) [4]. Dexter (2002) [1] showed that one hour overtime cost of any operating room is about 1.75 time of its usual cost.

In an operating theatre, when a surgery operation ends, the patient recovers slowly under appropriate monitoring of competent personal and with necessary equipment. Patient recovery usually takes places in a bed in the recovery room. As a result, an operated patient must be transferred in a recovery bed after the end of the surgery. However recovery process can be longer than expected, and situations where no recovery beds are available occur sometimes. Instead of delaying surgery operations, letting the recovery occurs in the operating room could be a clever solution.

1.2 Literatuty review

The purpose of this paper is to investigate the impact of allowing patient recovery in operating rooms. This strategy has been scarcely addressed in the literature.

The operating theatre scheduling problem consists in scheduling surgery operations over a certain time period (usually a week), taking into account available resources. Operating theatres can be classified into several categories depending on medical equipments, operating rooms features and localisation in the hospital (centralised theatre or dedicated theatre). Depending of the operating theatre type, there are two surgery scheduling strategies in the literature : « block scheduling » and « open scheduling » [6].

In the block scheduling policy, a preliminary time table called master schedule is established in order to allocate time slots to surgeons, groups of surgeons or medical specialities. Determination of an optimal schedule is a difficult problem [15]. Guinet and Chaabane (2003) [5] proposed a two-step approach where patients are first assigned to operating rooms, and then each operating room is scheduled using an extension of the Hungarian method. Jebali et al. (2006) [7] studied the same problem by focusing on operating rooms and provided a mixed integer linear programming formulation that they solved with commercial software package. Fei et al. (2006b) [3] also proposed a two-step approach : a weekly schedule is created using column generation, then the daily scheduling problem is solved using an hybrid genetic algorithm. Finally, Kharraja et al. (2005) [8] studied using simulation a problem similar to ours where patient recovery in operating room was allowed but patient transportation was not taken into account.

In the open scheduling policy, no pre allocation is used, patients are scheduled without any specialty related restriction. In this context, operating theatre scheduling with constraints of patient recovery and transportation is scarcely addressed. Most existing models do not consider patient recovery in operating rooms. The work most related to this paper is Fei et al. (2006a) [2], where a daily surgery schedule is built for an operating theatre. Operating rooms and recovery beds are identical. Patient recovery in operating rooms is allowed. No transporters are considered. A hybrid genetic algorithm was proposed to solve the problem. Marcon et al. (2003) [14] developed a simulation model to find an optimal scheduling strategy, taking into account the whole surgery process. A mathematical model is proposed to minimize the overtime for operating rooms. The simulation model is used to model the patient pathway throughout the operating theatre. Bottleneck resources of the system are the transporters. Emergencies have been considered in the operating theatre by Lamiri et al. (2006) in [10] : a stochastic scheduling model has been presented in this article. In [11] the same problem is solved using a column generation procedure.
The modified block scheduling policy is an intermediate strategy which combines the open and block scheduling strategies. First the weekly planning is divided into time slots. Two strategies are commonly used: (i) some time slots are allocated to surgeons, surgeons teams or medical specialties, and the remaining time slots are common (unassigned block); (ii) after a given time (block release time), unaffected time slots are re-assigned in order to maximize the operating theatre utilisation [13].

1.3 Scientific contribution

In this paper we focus on the open scheduling policy. The operating theatre scheduling problem considered here is similar to the one considered in (anonymous ref.) and both take into account not only availability of operating rooms but also availability of porters and recovery beds. In contrast to the previous work which does not allow recovery in the operating room, patient recovery in the operating room is allowed in this paper when no recovery bed is available at the end of the surgery. This situation occurs when the when workload of the recovery beds is high with respect to the workload of operating rooms, i.e. when the operating theatre is crowded: a large number of emergency patients have to be operated in regular operating rooms could be a reason to allow recovery in operating rooms if the recovery room is full. Furthermore allowing patient recovery in operating rooms could be a clever strategy when recovery process times grow high, i.e. when workload of recovery beds becomes greater than that of operating rooms. We consider here critical situations in the operating theatres that often occur according to surgeons' expertise. A Lagrangian relaxation method is proposed. A comprehensive numerical experiment is performed to investigate the benefit of allowing patient recovery in operating rooms. In particular, we show that the benefit is significant when the workload of the recovery beds is high with respect to the workload of operating rooms.

Notice that cost of operating room utilization during one hour is two to five times greater than cost of recovery bed utilization during the same amount of time, depending on surgery type. From this point of view, allowing recovery in operating rooms during patient scheduling may increase surgery costs. However we focus in this problem on makespan criterion (minimize operating theatre closing time), in order to process as much patients as possible during a short amount of time. Taking into account costs comparison may be examined in perspectives of this work.

The rest of the paper is organized as follows. The problem setting is introduced in Section 2. Section 3 presents a mathematical model and Section 4 describes the Lagrangian relaxation approach. Numerical results are given and analyzed in Section 5.

2 Problem setting

The surgery process followed by a patient can be divided in several steps; we consider that a patient must go through the surgery process on a fixed day, at a fixed hour.

1. The patient is transported from the ward to the operating theatre by a porter team.
2. If no operating room is available, the patient must wait in a waiting room. We consider the surgeon, the nurses, the medical equipment and the operating room as an unique resource.
3. When an operating room becomes available, the surgery operation starts.
4. At the end of this operation, the patient is transferred to a recovery bed in the recovery room. If no recovery bed is available, the patient recovery begins in the operating room which becomes blocked. The patient leaves the operating room when the recovery is completed or when a recovery bed becomes available. In the latter case, the patient is immediately transferred to the recovery room.
5. The operating room is cleaned as soon as the patient leaves.
6. When the patient has recovered from his surgery operation, he must wait for a porter team to be transferred to the ward.
Taking into consideration the processing time of each activity, the surgery and recovery operations are the most critical activities of the operation process. In this paper, we assume deterministic processing times for all operations although surgery time for example is hard to predict and directly affects the utilization of the most critical resources, the operating rooms. Operating time estimation depends on surgeon expertise and on patient pathology (Wright, 1996) [16].

The problem studied in this paper can be considered as a four-stage hybrid flowshop, where each resources (transporters, operating rooms and recovery beds) are identical parallel machines. The four stages are : (i) the transport from the ward to the operating theatre, (ii) the surgery and recovery, (iii) the cleaning task and (iv) the transport from the operating theatre to the ward. We also have a blocking constraint between the surgery operation and the recovery operation for each patient. A finite time horizon is given for scheduling all patients. The goal is to minimize a regular criterion of patients’ completion times in order to minimize the total cost of the operating theatre activity.

The hybrid flowshop scheduling problem consists in optimizing a criterion (usually minimizing the makespan) in a serial multiple-stage manufacturing system, where each stage consists of parallel identical machines. During the last decade, both hybrid flowshop scheduling problems and its numerous variations alike have been intensely investigated in the scheduling literature. The reader is referred to [12] and [9] for comprehensive surveys.

### 3 Mathematical model

In this paper, $N$ surgery operations must be scheduled in the operation theatre during $H$ time units, for example one day. Let $p_{ij}$ be the processing time of task $j$ for patient $i$. The surgery of each patient $i$ involves five different tasks : transport from the ward to the operating theatre ($p_{i1}$), surgery operation ($p_{i2}$), recovery in a recovery bed ($p_{i3}$), transport from the operating theatre to the ward ($p_{i4}$) and operating room cleaning ($p_{i5}$).

The following assumptions are made. ($H_1$) Surgeries from the emergency department are not taken into account : in reality, emergency surgeries are often treated in a dedicated operating room which is not used for elective interventions. In addition, there is a surgeon in charge of emergency cases. This is why we do not consider emergency surgeries in our scheduling model. ($H_2$) Surgery team resource constraints are not taken into account : we consider all needed resources (operating room, surgeon, nurses, etc.) for surgery as only one resource called “operating room”. ($H_3$) The recovery operation starts immediately after the surgery operation, and can occur in a recovery bed, in an operating room, or in both places.

Considering surgery team resources individually could be possible : we would have to take into account a certain number of additional resources, with various availability time constraints. Complexity of the problem would be much greater. Moreover, considering the operation room as several individual resources is not really relevant in this case because surgeon, nurses, anaesthesiologist, etc. are considered as a whole team on the field. Some studies focused on taking into account surgeon’s availability, which is still a problem in operating theatre planning. Considering this problem is part of our perspectives.

The following resources are involved in the problem.
- $P_t$ : Number of identical porter teams at time $t$.
- $R_t$ : Number of identical operating rooms at time $t$.
- $B_t$ : Number of identical recovery beds at time $t$.

Decision variables are $s_{ij}$, the starting time for task $j$ of patient $i$ and $a_i$, the recovery time patient $i$ spent in an operating room. We can now state the mathematical model of the problem :
Minimize:

\[ J = \sum_i f(c_i) \]  

Subject to the following constraints:

\[ s_{i1} + p_{i1} \leq s_{i2} \quad \forall i \in \{1 \ldots n\} \]  
\[ s_{i2} + p_{i2} + \alpha_i = s_{i3} \quad \forall i \in \{1 \ldots n\} \]  
\[ s_{i2} + p_{i2} + \alpha_i = s_{i5} \quad \forall i \in \{1 \ldots n\} \]  
\[ s_{i3} + p_{i3} - \alpha_i \leq s_{i4} \quad \forall i \in \{1 \ldots n\} \]  
\[ c_{ij} = s_{ij} + p_{ij} \quad \forall i \in \{1 \ldots n\} \]  
\[ \alpha_i \leq p_{i3} \quad \forall i \in \{1 \ldots n\} \]  
\[ \sum_t (\delta_{i3t} + \delta_{i4t}) \leq P_t \quad \forall t \in \{1 \ldots H\} \]  
\[ \sum_t (\delta_{2t} + \delta_{3t}) \leq R_t \quad \forall t \in \{1 \ldots H\} \]  
\[ \sum_t \delta_{3t} \leq B_t \quad \forall t \in \{1 \ldots H\} \]

where

\[ \delta_{ijt} = 1\{s_{ij} \leq t \leq s_{ij} + p_{ij} - 1\} \quad \forall j \in \{1, 4, 5\} \]  
\[ \delta_{2t} = 1\{s_{i2} \leq t \leq s_{i2} + p_{i2} + \alpha_i - 1\} \]  
\[ \delta_{3t} = 1\{s_{i3} \leq t \leq s_{i3} + p_{i3} - \alpha_i - 1\} \]

The criterion \( J \) to optimize is the sum of non-decreasing functions of \( c_i \), where \( c_i \) is the completion time for patient \( i \), i.e. \( c_i = c_{i4} \). Therefore, we can have \( f(c_i) = c_i \), \( f(c_i) = c_i^2 \) or \( f(c_i) = c_i^3 \), for example. A criterion like \( f(c_i) = c_i^3 \) or \( f(c_i) = c_i^4 \) allows us achieve similar results as if we use the makespan as the assessment measure.

Constraints (2a-2d) are the precedence constraints. Constraint (2e) defines the completion time \( c_{ij} \) of the task \( j \) for the patient \( i \). Constraints (2g-2i) are the capacity constraints for the porter teams, the operating rooms and the recovery beds, respectively. Constraints (3a-3c) indicate whether task \( j \) of patient \( i \) is active in discrete time period \( t \).

We can deduce from (2b) and (2c) that \( s_{i3} = s_{i5} \). Therefore variable \( s_{i5} \) and constraint (2c) can be removed from the model.

4 Lagrangian relaxation heuristic

4.1 Lagrangian relaxation of the problem

To apply the method, the capacity constraints (2g-2i) are relaxed using the Lagrangian multipliers, which are interpreted as utilization costs of resources. In this case the multipliers \( \lambda_t \), \( \beta_t \) and \( \gamma_t \) act as prices for using transporters, operating rooms and recovery beds at time \( t \), respectively. This way we obtain the following relaxed problem:

\[ RP = L(\lambda_t, \beta_t, \gamma_t) \]  

where:

\[
L(\lambda_t, \beta_t, \gamma_t) = \min \left\{ \sum_i f(c_i) \right. \\
+ \sum_t \lambda_t \left( \sum_i (\delta_{i1t} + \delta_{i4t}) - P_t \right) + \sum_t \beta_t \left( \sum_i (\delta_{2t} + \delta_{3t}) - R_t \right) + \sum_t \gamma_t \left( \sum_i \delta_{3t} - B_t \right) \right\}
\]
Problem (5) can be further expressed as follows:

\[ L(\lambda_t, \beta_t, \gamma_t) = -\sum_t \lambda_t P_t - \sum_t \beta_t R_t - \sum_t \gamma_t B_t + \sum_i SP_i(\lambda_t, \beta_t, \gamma_t) \]  

where:

\[ SP_i(\lambda_t, \beta_t, \gamma_t) = \min \left\{ f(c_i) + \sum_{t=s_{i4}}^{s_{i4}+p_{i4}-1} \lambda_t + \sum_{t=s_{i2}}^{s_{i2}+p_{i2}+\alpha_i+p_{i3}-1} \beta_t + \sum_{t=s_{i2}+p_{i2}+\alpha_i}^{s_{i2}+p_{i2}+p_{i3}-1} \gamma_t \right\} \]

which can be simplified as:

\[ SP_i(\lambda_t, \beta_t, \gamma_t) = \min \left\{ f(c_i) + \sum_{t=s_{i4}}^{s_{i4}+p_{i4}-1} \lambda_t + \sum_{t=s_{i2}}^{s_{i2}+p_{i2}+\alpha_i+p_{i3}-1} \beta_t + \sum_{t=s_{i2}+p_{i2}+\alpha_i}^{s_{i2}+p_{i2}+p_{i3}-1} \gamma_t \right\} \]

subject to:

\[ (2a - 3c) \]

4.2 Solving the sub-problems

The \( N \) sub-problems (8) can be solved separately using dynamic programming. We will therefore obtain the optimal starting times \( s^R_{ij} \) for each patient \( i \). Let \( SPP_{4i} \), \( SPP_{2i} \), and \( SPP_{1i} \) be the following sub-problems:

\[ SPP_{4i}(T) = \min \left\{ f(c_i) + \sum_{t=s_{i4}}^{s_{i4}+p_{i4}-1} \lambda_t \right\} \]

subject to:

\[ (2a - 3c) \]

\[ s_{i4} + p_{i4} - 1 \leq H \]  

\[ s_{i4} = T \]  

where \( T \) is the decision variable, the starting time of the transport from the operating theatre to the ward, hence \( s_{i4} \). Recall that \( H \) is the fixed time horizon. Constraint (10b) ensures that the transport operation does not exceed the time horizon \( H \).

\[ SPP_{2i}(T, A) = \min \left\{ f(c_i) + \sum_{t=s_{i4}}^{s_{i4}+p_{i4}-1} \lambda_t + \sum_{t=s_{i2}}^{s_{i2}+p_{i2}+A+p_{i5}-1} \beta_t + \sum_{t=s_{i2}+p_{i2}+A}^{s_{i2}+p_{i2}+p_{i3}-1} \gamma_t \right\} \]

subject to:

\[ (2a - 3c) \]

\[ s_{i2} + p_{i2} + \alpha_i + p_{i3} + p_{i4} - 1 \leq H \]  

\[ s_{i2} = T \]  

\[ \alpha_i = A \]
where $T$ and $A$ are the decision variables, respectively the starting time of the surgery operation ($s_{i2}$) and the recovery time spent in the operating room ($\alpha_i$). Constraint (12b) ensures that $s_{i2}$ does not cause a time horizon violation.

$$SPP_{i1}(T) = \min \left\{ f(c_i) + \sum_{t=s_{i4}}^{s_{i4}+p_{i4}-1} \lambda_t + \sum_{t=s_{i2}}^{s_{i2}+p_{i2}+\alpha_i+p_{i5}-1} \beta_t + \sum_{t=s_{i2}+p_{i2}+\alpha_i}^{s_{i2}+p_{i2}+p_{i3}-1} \gamma_t + \sum_{t=s_{i1}}^{s_{i1}+p_{i1}-1} \lambda_t \right\}$$ (13)

subject to:

$$(2a-3c)$$

$s_{i1} + p_{i1} + p_{i2} + \alpha_i + p_{i3} + p_{i4} - 1 \leq H$ (14b)

$s_{i1} = T$ (14c)

Constraint (14d) ensures that $s_{i1}$ does not cause a time horizon violation. These sub-problems can be rewritten as follow:

$$SPP_{2i}(T, A) = \sum_{t=T}^{T+p_{i2}+A+p_{i5}-1} \beta_t + \sum_{t=T+p_{i2}+A}^{T+p_{i2}+p_{i3}-1} \gamma_t + \min_{s_{i2}+p_{i2}+p_{i3} \leq t \leq H} SPP_{4i}(t)$$ (15)

s.t. $(2a-3c)$, $s_{i2} + p_{i2} + \alpha_i + p_{i3} + p_{i4} - 1 \leq H$, $s_{i2} = T$, $\alpha_i = A$

and:

$$SPP_{1i}(T) = \min \sum_{t=T}^{T+p_{i1}-1} \lambda_t + \min_{s_{i1}+p_{i1} \leq t \leq H} SPP_{2i}(t)$$ (16)

s.t. $(2a-3c)$, $s_{i1} + p_{i1} + p_{i2} + \alpha_i + p_{i3} + p_{i4} - 1 \leq H$, $s_{i1} = T$

where solution of $SPP_{4i}(T)$ is obvious. The sub-problem can thus be solved using dynamic programming. Once the sub-problem is solved, the solution for the relaxed problem can be easily found. The solution of the relaxed-dual problem gives a lower bound of the initial problem $J$, namely $L$.

### 4.3 Building a feasible surgery schedule

The solution of the relaxed problem is in general not feasible. The schedule built with the starting times given by the solution of the dual problem might violate the capacity constraints $(2g-2i)$ in some time periods. This subsection presents two algorithms to transform the infeasible solution into a feasible one. These algorithms take as input the infeasible solution given by the resolution of the dual problem and return a feasible solution.

#### 4.3.1 Algorithm 1

Patients are sorted according to the starting time of their surgery operation and scheduled myopically one after another: the schedule is built without tanking into account the future, i.e. the remaining patients to be scheduled. For each patient, all tasks are scheduled one after another at the earliest date: the first transport is scheduled, then the surgery. At the end of the surgery process, the recovery begins in a recovery bed if available, otherwise in the operating room. If a recovery bed becomes available during this task, the patient is transferred and the operating room is released. The last two tasks (operating room cleaning and transport to the ward) are then scheduled. Patients are assigned as soon as possible when resources are available.

The main advantage of this algorithm is its simplicity and therefore its execution speed. Its complexity is $O(2N)$. It allows the generation of a surgery planning which is not too far from the original one. Critical tasks are the surgery and recovery operation (with a part of recovery eventually in the operating room): keeping the order of these tasks allow us to generate a planning which have the same structure as the original infeasible solution. Transport tasks are short and can be scheduled fairly easily once the central « surgery-recovery » block is scheduled.
4.3.2 Algorithm 2

This algorithm takes as input the whole schedule given by the infeasible solution. The process is the following: each patient is picked from the planning and rescheduled as soon as possible, without violating the capacity constraints. The objective function value is evaluated after rescheduling each patient and its value is recorded. The patient is then replaced where he/she was, and we test the next patient. At the end of the process (i.e. when all patient has been rescheduled one time), the patient who gives the best objective function value is definitely rescheduled and the schedule is saved. The process restarts for the remaining patients who violate the capacity constraints.

The insertion of the surgery and recovery tasks may be an issue. First, the surgery task is inserted as soon as possible in the planning. Several cases appear when inserting the recovery task:
- A recovery bed is available right after the surgery until the end of the task: no problem here, the recovery task is inserted in the schedule.
- A recovery bed is not available right after the surgery, but becomes available some time after until the end of the task: we have to test here if the operating room is still available after the end of the surgery until the recovery bed becomes available. Otherwise, we have to remove the surgery and find another place.
- All other cases are infeasible: we have to remove the surgery and find another place.

If the recovery task could be inserted respecting the capacity constraints, the cleaning task must be also inserted: if there is no sufficient time when the operating room is released, we have to remove the surgery and recovery tasks and find another place. Finally, algorithm 2 can be summarized as follow:

1. do
2. for all patient $i$ do
3. remove patient $i$ from the planning
4. insert patient $i$ as soon as possible, respecting capacity constraints
5. evaluate objective function value $J_i$
6. replace patient $i$ where he was
7. end for
8. reschedule patient $i$ who maximize $J_i$ definitely
9. until planning is feasible and solution cannot be improved anymore

This algorithm is more complex than the first one: its complexity is $O(N^2)$, and we will see in the results that computation times are higher. Nevertheless, this algorithm takes into account the entire infeasible schedule here. The way we build the feasible solution assure that it will be very close of the original one.

4.4 Solving the dual problem

The goal of the Lagrangian relaxation method is to obtain the best lower bound for the optimal solution. The subgradient method is iteratively applied to solve the dual problem. For iteration $n + 1$, the multipliers are then updated as follows:

$$u^{(n+1)} = u^{(n)} + S^{(n)} \nabla L(u^{(n)})$$

where $u = (\lambda; \beta; \gamma)$. The following converging step size $S^{(n)}$ is used:

$$S^{(n)} = \frac{L^* - L(u^{(n)})}{||\nabla L(u^{(n)})||}$$

where $L^*$ is the optimal dual, $L^n$ is the value of the transformed relaxed problem at the $n^{th}$ iteration and $\nabla L(u^{(n)})$ is the subgradient of the relaxed problem $L$ with respect to the multiplier. $\epsilon$ chosen between 0 and 2 and initialized at 0.5, is a variable factor used to adjust the convergence.

Finally the Lagrangian relaxation heuristic can be expressed as follow:
1. Initialize $\lambda_t$, $\beta_t$ and $\gamma_t$ with $\lambda_t^{(0)}$, $\beta_t^{(0)}$ and $\gamma_t^{(0)}$. $n \leftarrow 0$.
2. Solve $RP = L(\lambda_t, \beta_t, \gamma_t)$. We obtain the $s_{ij}^{NF}$ and $L$.
3. Deduce a feasible solution. We obtain the $s_{ij}^{F}$ and $J$.
4. Evaluate the gap :
\[
gap = \frac{J - L^*}{L^*}
\]
5. Update the multipliers. $n \leftarrow n + 1$.
6. Go to step (2) until $gap < GAP$ or $n > MAX.IT$.

Values of GAP and MAX.IT are fixed. The duality gap gives a measure of optimality of the feasible schedule calculated in step (3). Notice that the optimal value $L^*$ is needed to evaluate the duality gap. As we do not know its value, we replace $L^*$ by the best $L$ found until now.

Note that, during the Lagrangian relaxation-based heuristic, we also record the schedule that minimizes the makespan, i.e. the schedule that minimizes max($c_i$) among all feasible schedules encountered in the Lagrangian relaxation-based heuristic.

5 Numerical results

Two types of numerical results are presented in this section : (i) problem instances were generated and tested to evaluate the efficiency of the method ; then (ii) a comparison study between two scheduling strategies (allowing recovery in the operating room or not) has been done. We were not able to get data set from a real operating theatre because processing times for surgery operations or recovery are rarely recorded. However, we generate data set as near as possible to the reality, according to our observations.

5.1 Efficiency of the Lagrangian relaxation heuristic

In order to test the efficiency the method, eight classes of problem instances were generated and tested (fifteen instances each). Each problem instance class has a different size and is described in table 1. The first column of the table indicates the problem instance number, the second one the number of surgeries cases to perform during the time horizon, the next three columns respectively show the number of porter teams, operating rooms and recovery beds available. The last four columns present the ranges of the processing times of the activities involved in the operation process, which were described at the beginning of Section 3. Data are generated using a uniform distribution. The data sets are very specific for our problem in order to make the recovery in operating room occurs. In reality the number of recovery beds is always greater than the number of operating rooms.

Moreover we observed that the number of porter teams is often very low compared to operating rooms number in small operating theatres of local hospitals. In particular, porter teams are sometimes replaced by nurses in order to save some time. In the state of the art we saw that porter teams are often considered as a bottle-neck resource. This is why we found relevant to test our method with a wide range for the number of porter teams : indeed when we do not have enough porter teams, allowing recovery in the operating rooms could be a cleaver solution to avoid operating theatre overtime or to minimize waiting time of scheduled patients.

In order to test our method the time was discretized into time units of ten minutes. The time horizon $H$ is fixed between 100 and 200 time units depending of the size of the problems. The maximum number of iterations ($MAX.IT$) is 3000, the minimum gap value ($GAP$) is 0.01% and the step size for updating multipliers is 1.9. The following four different criteria of the $c_i$ function are tested and compared :
\[ f_1(c_i) = \sum c_i; \]
\[ f_2(c_i) = \sum c_i^2; \]
\[ f_3(c_i) = \sum c_i^3; \]
\[ f_4(c_i) = \sum (c_i - LB)^+. \]

\( LB \) is a lower bound for the makespan, which is calculated by making the sum of surgery times and cleaning times over all patients, and the result is divided by the total number of available operating rooms. As a result, we have:

\[ LB = \frac{\sum (p_{i2} + p_{i3})}{\max_t(R_t)} \quad (19) \]

When used with the Lagrangian relaxation, \( f_4 \) is the criterion which gives best results for makespan: \( LB \) is a rough lower bound which only takes into account usage of the operating rooms where processing times are high. As described in the next sub-section, feasible solutions are farther from the optimal solution with \( f_3 \) or \( f_4 \) criteria, however makespans are quite good compared to solutions found with \( f_1 \) and \( f_2 \) criteria.

Results presented in tables 2 and 3 are average values over the 15 cases. All processing times for each data input file are generated randomly. Tables 2 and 3 present the duality gap expressed in percentage for the different assessment criteria tested as well as the computation time between parenthesis in seconds to achieve the solution for algorithm 1 and 2 respectively. The heuristic was coded using C++ and tested with a Pentium 4 at 3.2 GHz.

A first overview of gap evaluations for the two algorithms shows that results are quite good in general. For algorithm 1, the smallest and greatest gaps are 0.04% (class 8) and 16.5% (class 4), and for algorithm 2 the smallest is 0.01% (class 8) and the greatest 31.25%. For each algorithm, the best gaps are reached for criterion \( f_1 \) : even for a large size problem as class 5 with 30 patients, the gap is only 1.62%, which suggests that larger problems could be successfully solved with this method. Duality gaps are larger for other criteria. Indeed, the two last criteria (\( f_3 \) and \( f_4 \)) show poor gap performances for large problems (classes 4 and 5). It is worth noticing that feasible solutions of the last two criteria have smaller makespan (not shown here). Finally, computation times remain very high for almost all instances.

**Tab. 2 – Gap and time performance (algorithm 1)**

**Tab. 3 – Gap and time performance (algorithm 2)**

With respect to the performances of the two algorithms, it can be observed that the second one gives better results for small size problems (classes 1, 2, 7 and 8), whereas the first one achieves smaller gaps for large size problems (classes 4 and 5). Although the second algorithm should be chosen for solving small size problems, the benefit in this case is not really significant. For large size problems the first algorithm works far better with gaps less than one third of the ones obtained with the second algorithm. Computation times are also higher for algorithm 2, which can be explained by its complexity, as said in Section 4.4.2. Hence, we recommend the use of first algorithm for real size problems.

### 5.2 Benefit of patient recovery in operating rooms

In a previous paper (anonymous ref.) we studied a similar problem where recovery is not allowed in the operating room: we had to build a feasible schedule with a no-wait constraint between the surgery
operation and the recovery/cleaning operations. In order to decide which method is better depending of the case study, we designed several experiments presented tables 4 and 5. The number of patients is fixed and equals to ten. Comparisons are made using algorithm 1. We define the improvement of the solution in percentage as follows:

\[ \frac{f_{NW} - f_i}{f_i} \]  \hspace{1cm} (20)

The first experiment (table 4) tests the effect of resources capacity variation. Processing times are fixed to the same values as class 1 in the last section. Classes 1 to 4 display results for an operating theatre with 4 operating rooms and 2 to 8 recovery beds. Classes 5 to 8 display results for 6 operating rooms and 4 to 10 recovery beds. At last, classes 9 to 11 display results for 8 operating rooms and 4 to 8 recovery beds. The numbers of transporters is fixed and will not effect the performances of the two strategies.

The second experiment (table 5) describes the influence of resources workload. There are 4 operating rooms and 6 recovery beds, which is the common ratio 3/2 for operating theatres. Two porter teams are also dedicated to the system. Instances of classes 12 to 16 display results for the case with average operating room workload of 1.38 and average recovery bed workload from 0.5 to 2.5. Classes 17 to 20 display results for operating rooms workload of 2.13 and recovery beds workloads from 1 to 2.5. Finally, classes 21 to 24 display results for operating rooms workload of 3.63 and recovery beds workloads from 2 to 3.5.

As expected, the benefit of patient recovery in operating rooms depends on the workload ratio of operating rooms/recovery beds. We observe in tables 4 and 5 that all criteria are improved when the recovery beds load becomes greater than the operating rooms load. In experiment 1 (see table 4), classes 1, 5 and 9 where the recovery beds are heavily loaded with respect to the operating rooms, the makespan is improved by at least 12%. In classes 2, 6 and 11 where the recovery beds and the operating rooms are equally loaded we manage to get makespan improvements from 0.1% to 2.16% for smaller operating theatres. In experiment 2 (see table 5), the makespan is improved by 17.94% for class 16 and 4.73% for class 20. We did not compare the methods with greater loads for recovery beds in order to keep consistency with reality.

If we compare results among the four criteria \( f_1, f_2, f_3 \) and \( f_4 \), best improvements are reached for criterion \( f_3 \) with 65.34% in class 1, 48.59% in class 9 and 42.59% in class 16. These results are obtained for heavily loaded recovery beds, even for a capacity-compliant operating theatre. To the contrary, criterion \( f_4 \) is only improved by 20% in classes 9 and 16. Allowing recovery in the operating rooms can even lead to slightly worse performance as we can see in class 12, 17 and 21 where recovery beds load is equal to operating rooms load. This is mainly due to the heuristic nature of the Lagrangian relaxation heuristics. Note however that any feasible schedule not allowing patient recovery in operating rooms is a feasible solution in our case.

The experiments presented in this section allow us to know what is the best strategy depending of the operating theatre configuration and/or the type of surgeries. Results presented in table 4 show that allowing the recovery in the operating room improve performances as soon as the ratio recovery
beds/operating rooms is lower than 3/2. This kind of situation occurs when the operating theatre is crowded: a large number of emergency patients have to be operated in regular operating rooms could be a reason to allow recovery in operating rooms if the recovery room is full. On the other hand, allowing recovery in the operating room could be a good strategy when recovery processing times grow high, i.e. when workload of recovery beds becomes greater than that of operating rooms. This kind of situation occurs when operated patient begin to bleed after a surgery and must be re-operated immediately, increasing the duration of recovery. Notice that transporters represent also a bottleneck resource: patients waiting for transporters in recovery room consume resources uselessly and prevent patients in operating rooms to be transferred into recovery room.

6 Conclusions and perspectives

In this paper, we presented a new operating theatre scheduling problem where patient recovery is allowed in operating rooms. Recovery in operating rooms is allowed when the recovery room is crowded, which occurs in specific cases (large number of emergency surgeries, recovery time longer than expected, etc.). The problem has been modelled as a 4-stage hybrid flowshop problem with blocking constraint, and successfully solved thanks to the Lagrangian relaxation method. By evaluating the duality gap, we were able to measure the quality of the results obtained. Several data sets were generated in order to test the efficiency of the method on real size problems.

We also compared two scheduling strategies: allowing the recovery in the operating room when to recovery bed is available or not. Using a design of experiments, we were able to determine in which case one strategy should be applied to the operating theatre: a load ratio limit has been found when resources capacity/processing times vary.

Surgeons were enthusiastic about the creation of an automatic surgery planning generation which consider recovery in operating room, as medical teams have to take into account this possibility. Unfortunately, we were not able to apply our method in a real operating theatre yet.

Further experiments are needed to test the robustness of the model against risks. The randomness of surgery or recovery times is likely to lengthen during the process itself. Allowing recovery in the operating room will certainly lead to better results and further optimize resources utilisation, offering a more flexible schedule. Another future research direction is the introduction of resource costs into our model in order to compute accurate criterion regarding health care staff demands: opening an operating room during an hour is more expensive than using a recovery bed during the same time. Introducing over-time costs is also part of our perspectives. Finally, considering emergent surgeries in the operating theatre would constitute an interesting study.
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Figure 1 – Surgery Process
<table>
<thead>
<tr>
<th>Class</th>
<th>$n$</th>
<th>$P$</th>
<th>$R$</th>
<th>$B$</th>
<th>$p_{i,1} &amp; p_{i,4}$</th>
<th>$p_{i,2}$</th>
<th>$p_{i,3}$</th>
<th>$p_{i,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>5</td>
<td>30</td>
<td>2</td>
<td>6</td>
<td>4</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>{1,3}</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>{1,3}</td>
<td>{18,24}</td>
<td>{18,24}</td>
<td>{2,4}</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>{4,22}</td>
<td>{6,24}</td>
<td>{2,3}</td>
</tr>
<tr>
<td>Class</td>
<td>$f_1$ (time)</td>
<td>$f_2$ (time)</td>
<td>$f_3$ (time)</td>
<td>$f_4$ (time)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.06 (37.2)</td>
<td>0.26 (40.8)</td>
<td>0.73 (40.8)</td>
<td>1.37 (40.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.37 (50.4)</td>
<td>1.43 (51.3)</td>
<td>1.79 (52)</td>
<td>0.84 (49.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.31 (169.1)</td>
<td>1.16 (174.2)</td>
<td>2.81 (174.01)</td>
<td>2.31 (160.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.96 (387.2)</td>
<td>3.40 (387.8)</td>
<td>6.56 (388.2)</td>
<td>16.5 (398.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.62 (499.5)</td>
<td>5.25 (576.6)</td>
<td>9.60 (577.8)</td>
<td>11.25 (533.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.66 (125.5)</td>
<td>1.32 (153)</td>
<td>2.10 (136)</td>
<td>10.64 (154.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.08 (159.1)</td>
<td>0.18 (149.7)</td>
<td>0.32 (156.1)</td>
<td>0.20 (164.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.04 (53.3)</td>
<td>0.36 (55.2)</td>
<td>0.47 (53)</td>
<td>0.57 (54)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Tab. 1 – Gap and time performance (algorithm 2)

<table>
<thead>
<tr>
<th>Class</th>
<th>Criterion</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.05 (36.4)</td>
<td>0.12 (40.4)</td>
<td>0.75 (41.2)</td>
<td>1.27 (39.3)</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.06 (45.1)</td>
<td>0.22 (54.8)</td>
<td>0.31 (42)</td>
<td>1.01 (49.2)</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.77 (169.1)</td>
<td>3.30 (142.2)</td>
<td>12.44 (172.4)</td>
<td>5.40 (169.2)</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>2.87 (376.2)</td>
<td>9.09 (393.5)</td>
<td>17.03 (393.1)</td>
<td>22.5 (396.4)</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>7.16 (545.2)</td>
<td>16.96 (545.4)</td>
<td>24.49 (549.2)</td>
<td>31.25 (561)</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.85 (136)</td>
<td>3.69 (142.2)</td>
<td>7.21 (129.5)</td>
<td>10.64 (154)</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.02 (93.5)</td>
<td>0.09 (109.8)</td>
<td>0.22 (147)</td>
<td>0.22 (159.6)</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.01 (29.5)</td>
<td>0.18 (37.1)</td>
<td>1.76 (49.9)</td>
<td>0.38 (57.4)</td>
</tr>
<tr>
<td>Class</td>
<td>N</td>
<td>M</td>
<td>Resource load</td>
<td>Improvement of solution (%)</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>----</td>
<td>----</td>
<td>---------------</td>
<td>-----------------------------</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>OR Beds</td>
<td>$f_1$</td>
<td>$f_2$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>2</td>
<td>3.88 7.5</td>
<td>10.28</td>
<td>30.45</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3.88 3.75</td>
<td>0.03</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>6</td>
<td>3.88 2.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>8</td>
<td>3.88 1.88</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>4</td>
<td>2.58 3.75</td>
<td>2.01</td>
<td>6.63</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>2.58 2.5</td>
<td>0.25</td>
<td>1.08</td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>8</td>
<td>2.58 1.88</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>6</td>
<td>10</td>
<td>2.58 1.5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>4</td>
<td>1.94 3.75</td>
<td>9.08</td>
<td>24.25</td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>6</td>
<td>1.94 2.5</td>
<td>0.91</td>
<td>2.97</td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>8</td>
<td>1.94 1.88</td>
<td>0</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 4
<table>
<thead>
<tr>
<th>Class</th>
<th>$p_{i,2}$</th>
<th>$p_{i,3}$</th>
<th>Resource load</th>
<th>Improvement of solution (%)</th>
<th>$\begin{array}{cccccc} f_1 &amp; f_2 &amp; f_3 &amp; f_4 &amp; C_{max} \end{array}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>{2, 4}</td>
<td>{2, 4}</td>
<td>1.38</td>
<td>0.5</td>
<td>0.04 0.04 -0.32 -0.07 0.33</td>
</tr>
<tr>
<td>13</td>
<td>{2, 4}</td>
<td>{4, 8}</td>
<td>1.38</td>
<td>1</td>
<td>0 0.06 0.02 -0.14 0.53</td>
</tr>
<tr>
<td>14</td>
<td>{2, 4}</td>
<td>{6, 12}</td>
<td>1.38</td>
<td>1.5</td>
<td>0.53 2.11 4.84 2.61 2.16</td>
</tr>
<tr>
<td>15</td>
<td>{2, 4}</td>
<td>{10, 14}</td>
<td>1.38</td>
<td>2</td>
<td>4.47 11.34 19.82 11.14 6.85</td>
</tr>
<tr>
<td>16</td>
<td>{2, 4}</td>
<td>{12, 18}</td>
<td>1.38</td>
<td>2.5</td>
<td>9.18 23.09 42.59 21.13 17.94</td>
</tr>
<tr>
<td>17</td>
<td>{4, 8}</td>
<td>{4, 8}</td>
<td>2.13</td>
<td>1</td>
<td>0 0 0.02 -0.37 0</td>
</tr>
<tr>
<td>18</td>
<td>{4, 8}</td>
<td>{6, 12}</td>
<td>2.13</td>
<td>1.5</td>
<td>0.29 0.65 0.62 -0.86 0.42</td>
</tr>
<tr>
<td>19</td>
<td>{4, 8}</td>
<td>{10, 14}</td>
<td>2.13</td>
<td>2</td>
<td>0.05 0.09 0.43 0.24 1.17</td>
</tr>
<tr>
<td>20</td>
<td>{4, 8}</td>
<td>{12, 18}</td>
<td>2.13</td>
<td>2.5</td>
<td>1.88 4.91 9.26 5.61 4.73</td>
</tr>
<tr>
<td>21</td>
<td>{10, 14}</td>
<td>{10, 14}</td>
<td>3.63</td>
<td>2</td>
<td>0 0.01 0 0 -0.12</td>
</tr>
<tr>
<td>22</td>
<td>{10, 14}</td>
<td>{12, 18}</td>
<td>3.63</td>
<td>2.5</td>
<td>0 0.05 0.05 0.08 0</td>
</tr>
<tr>
<td>23</td>
<td>{10, 14}</td>
<td>{16, 20}</td>
<td>3.63</td>
<td>3</td>
<td>0.07 0.21 0.44 0.7 0.11</td>
</tr>
<tr>
<td>24</td>
<td>{10, 14}</td>
<td>{20, 22}</td>
<td>3.63</td>
<td>3.5</td>
<td>0.74 1.48 2.12 3.1 0</td>
</tr>
</tbody>
</table>
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