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1. Introduction

1.1. The problem at hand. This paper deals with (1) the study of resolvent estimates and decay properties for a class of linear operators and semigroups, and (2) the study of relaxation to equilibrium for some kinetic evolution equations, which makes use of the previous abstract tools.

Let us give a brief sketch of the first problem. Consider two Banach spaces $E \subset \mathcal{E}$, and two unbounded closed linear operators $L$ and $\mathcal{L}$ respectively on $E$ and $\mathcal{E}$ with spectrum $\Sigma(L), \Sigma(\mathcal{L}) \subseteq \mathbb{C}$. They generate two $C_0$-semigroups $S(t)$ and $\mathcal{S}(t)$ respectively in $E$ and $\mathcal{E}$. Further assume that $L|_{E} = \mathcal{L}|_{E}$, and $E$ is dense in $\mathcal{E}$. The theoretical question we address in this work is the following:

Can one deduce quantitative informations on $\Sigma(L)$ and $S(t)$ in terms of informations on $\Sigma(\mathcal{L})$ and $\mathcal{S}(t)$?

We provide here an answer for a class of operators $\mathcal{L}$ which split as $\mathcal{L} = A + B$, where the spectrum of $B$ is well localized and the iterated convolution $(ASB)^{**}$ maps $\mathcal{E}$ to $E$ with proper time-decay control for some $n \in \mathbb{N}^*$. We then prove that (1) $\mathcal{L}$ inherits most of the spectral gap properties of $L$, (2) explicit estimates on the rate of decay of the semigroup $S(t)$ can be computed from the ones on $\mathcal{S}(t)$. The core of the proposed method is a quantitative and robust factorization argument on the resolvents and semigroups, reminiscent of the Dyson series.

In a second part of this paper, we then show that the kinetic Fokker-Planck operator and the linearized Boltzmann operator for hard sphere interactions satisfy the above abstract assumptions, and we thus extend their spectral-gap properties from the linearization space (a $L^2$ space with Gaussian weight prescribed by the equilibrium) to larger Banach spaces (for example $L^p$ with polynomial decay). It is worth mentioning that the proposed method provides optimal rate of decay and there is no loss of accuracy in the extension process from $E$ to $\mathcal{E}$ (as would be the case in, say, interpolation approaches).

Proving the abstract assumption requires significant technical efforts for the Boltzmann equation and leads to the introduction of new tools: some specific estimates on the collision operator, some iterated averaging lemma and a nonlinear non-symmetric energy method. As a conclusion we obtain a set of new stability results for the Boltzmann equation for hard spheres interactions in the torus as discussed in the next section.

1.2. Motivation. The motivation for the abstract part of this paper, i.e. enlarging the functional space where spectral properties are known to hold for a linear operator, comes from nonlinear PDE analysis.

The first motivation is when the linearized stability theory of a nonlinear PDE is not compatible with the nonlinear theory. More precisely the natural function space where the linearized equation is well-posed and stable, with nice symmetric or skew-symmetric properties for instance, is “too small” for
the nonlinear PDE in the sense that no well-posedness theorem is known even locally in time (or even conjectured to be false) in such a small space. This is the case for the classical Boltzmann equation and therefore it is a key obstacle in obtaining perturbative result in natural physical spaces and connecting the nonlinear results to the perturbative theory.

This is related to the famous $H$-theorem of Boltzmann. The natural question of understanding mathematically the $H$-theorem was emphasized by Truesdell and Muncaster [91, pp 560-561] thirty years ago: “Much effort has been spent toward proof that place-dependent solutions exist for all time. [...] The main problem is really to discover and specify the circumstances that give rise to solutions which persist forever. Only after having done that can we expect to construct proofs that such solutions exist, are unique, and are regular.”

The precise issue of the rate of convergence in the $H$-theorem was then put forward by Cercignani [29] (see also [30]) when he conjectured a linear relationship between the entropy production functional and the relative entropy functional, in the spatially homogeneous case. While this conjecture has been shown to be false in general [17], it gave a formidable impulse to the works on the Boltzmann equation in the last two decades [28, 27, 89, 17, 95]. It has been shown to be almost true in [95], in the sense that polynomial inequalities relating the relative entropy and the entropy production hold for powers close to 1, and it was an important inspiration for the work [32] in the spatially inhomogeneous case.

However, due to the fact that Cercignani’s conjecture is false for physical models [17], these important progresses in the far from equilibrium regime were unable to answer the natural conjecture about the correct timescale in the $H$-theorem, and to prove the exponential decay in time of the relative entropy. Proving this exponential rate of relaxation was thus pointed out as a key open problem in the lecture notes [86, Subsection 1.8, page 62]. This has motivated the work [75] which answers this question, but only in the spatially homogeneous case.

In the present paper we answer this question for the full Boltzmann equation for hard spheres in the torus. We work in the same setting as in [32], that is under some a priori regularity assumptions (Sobolev norms and polynomial moments bounds). We are able to connect the nonlinear theory in [32] with the perturbative stability theory first discovered in [92] and then revisited with quantitative energy estimates in several works including [50] and [77]. This connexion relies on the development of a perturbative stability theory in natural physical spaces thanks to the abstract extension method. Let us mention here the important papers [8, 9, 99, 100] which proved for instance nonlinear stability in spaces of the form $L^1_t W^{s,p}_x (1+|v|^k)$ with $s > 3/p$ and $k > 0$ large enough, by non-constructive methods.

We emphasize the dramatic gap between the spatially homogeneous situation and the spatially inhomogeneous one. In the first case the linearized equation is coercive and the linearized semigroup is self-adjoint or sectorial,
whereas in the second case the equation is *hypocoercive* and the linearized semigroup is neither sectorial, nor even hypoelliptic.

The second main motivation for the abstract method developed here is considered in other papers [67, 10]. It concerns the existence, uniqueness and stability of stationary solutions for degenerate perturbations of a known reference equation, when the perturbation makes the steady solutions leave the natural linearization space of the reference equation. Further works concerning spatially inhomogeneous granular gases are in progress.

1.3. **Main results.** We can summarize the main results established in this paper as follows:

*Section 2.* We prove an abstract theory for enlarging (Theorem 2.1) the space where the spectral gap and the discrete part of the spectrum is known for a certain class of unbounded closed operators. We then prove a corresponding abstract theory for enlarging (Theorem 2.13) the space where explicit decay semigroup estimates are known, for this class of operators. This can also be seen as a theory for obtaining quantitative spectral mapping theorems in this setting, and it works in Banach spaces.

*Section 3.* We prove a set of results concerning Fokker-Planck equations. The main outcome is the proof of an explicit spectral gap estimate on the semigroup in $L^1_{x,v}(1 + |v|^k)$, $k > 0$ as small as wanted, for the kinetic Fokker-Planck equation in the torus with super-harmonic potential (see Theorems 3.1 and 3.12).

*Section 4.* We prove a set of results concerning the linearized Boltzmann equation. The main outcome is the proof of explicit spectral gap estimates on the linearized semigroup in $L^1$ and $L^\infty$ with polynomial moments (see Theorem 4.2). More generally we prove explicit spectral gap estimates in any space of the form $W^{\sigma,q}_{x,p}(W^{s,p}(m))$, $\sigma \leq s$, with polynomial or stretched exponential weight $m$, including the borderline cases $L^\infty_{x,v}(1 + |v|^5p)$ and $L^1_{x,v}L^\infty_x(1 + |v|^{2+0})$. We also make use of the factorization method in order to study the structure of singularities of the linearized flow (see Subsection 4.10).

*Section 5.* We finally prove a set of results concerning the nonlinear Boltzmann equation in perturbative setting. The main outcomes of this section are: (1) The construction of perturbative solutions close to the equilibrium or close to the spatially homogeneous case in $W^{\sigma,q}_{x,p}(W^{s,p}(m))$, $s > 6/p$ with polynomial or stretched exponential weight $m$, including the borderline cases $L^\infty_{x,v}(1 + |v|^5p)$ and $L^1_{x,v}L^\infty_x(1 + |v|^{2+0})$ without assumption on the derivatives: see Theorem 5.3 in a close-to-equilibrium setting, and Theorem 5.5 in a close-to-spatially-homogeneous setting. (2) We give a proof of the exponential $H$-theorem: we show exponential decay in time of the relative entropy of solutions to the fully nonlinear Boltzmann equation, conditionally to some regularity and moment bounds. Such rate is proven to be sharp. This answers the conjecture in [32] (see Theorem 5.7). We also
finally apply the factorization method and the Duhamel principle to study
the structure of singularities of the nonlinear flow in perturbative regime
(see Subsection 5.7).

Below we give a precise statement of what seems to us the main result
established in this paper.

**Theorem 1.1.** The Boltzmann equation

\[
\begin{cases}
\partial_t f + v \cdot \nabla_x f = Q(f, f), & t \geq 0, \ x \in \mathbb{T}^3, \ v \in \mathbb{R}^3, \\
Q(f, f) := \int_{\mathbb{R}^3} \int_{S^2} \left[ f(x, v') f(x, v_s') - f(x, v) f(x, v_s) \right] |v - v_s| \, dv_s \, d\sigma,
\end{cases}
\]

with hard spheres collision kernel and periodic boundary conditions is globally
well-posed for non-negative initial data close enough to the Maxwellian
equilibrium \( \mu \) or to a spatially homogeneous profile in \( L^1_v L^\infty_x (1 + |v|^k) \), \( k > 2 \).

The corresponding solutions decay exponentially fast in time with constructive estimates and with the same rate as the linearized flow in the space \( L^1_v L^\infty_x (1 + |v|^k) \). For \( k \) large enough (with explicit threshold) this rate is the sharp rate \( \lambda > 0 \) given by the spectral gap of the linearized flow in \( L^2(\mu^{-1/2}) \).

Moreover any solution that is a priori bounded uniformly in time in \( H^s_x, (1 + |v|^k) \) with some large \( s, k \) satisfies the exponential decay in time with sharp rate \( O(e^{-\lambda t}) \) in \( L^1 \) norm, as well as in relative entropy.
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2. **Factorization and quantitative spectral mapping theorems**

2.1. **Notation and definitions.** For a given real number \( a \in \mathbb{R} \), we define the half complex plane

\[ \Delta_a := \{ z \in \mathbb{C}, \ \Re z > a \}. \]

For some given Banach spaces \( (E, \| \cdot \|_E) \) and \( (\mathcal{E}, \| \cdot \|_E) \) we denote by \( \mathcal{B}(E, \mathcal{E}) \) the space of bounded linear operators from \( E \) to \( \mathcal{E} \) and we denote
by \( \| \cdot \|_{B(E,E)} \) or \( \| \cdot \|_{E \to E} \) the associated norm operator. We write \( B(E) = B(E,E) \) when \( E = E \). We denote by \( C(E,E) \) the space of closed unbounded linear operators from \( E \) to \( E \) with dense domain, and \( C(E) = C(E,E) \) in the case \( E = E \).

For a Banach space \( X \) and \( \Lambda \in C(X) \) we denote by \( S_{\Lambda}(t), t \geq 0 \), its semigroup, by \( \text{Dom}(\Lambda) \) its domain, by \( \mathcal{N}(\Lambda) \) its null space and by \( \mathcal{R}(\Lambda) \) its range. We also denote by \( \Sigma(\Lambda) \) its spectrum, so that for any \( z \) belonging to the resolvent set \( \rho(\Lambda) := \mathbb{C} \setminus \Sigma(\Lambda) \) the operator \( \Lambda - z \) is invertible and the resolvent operator

\[
R_{\Lambda}(z) := (\Lambda - z)^{-1}
\]

is well-defined, belongs to \( B(X) \) and has range equal to \( D(\Lambda) \). We recall that \( \xi \in \Sigma(\Lambda) \) is said to be an eigenvalue if \( \mathcal{N}(\Lambda - \xi) \neq \{0\} \). Moreover an eigenvalue \( \xi \in \Sigma(\Lambda) \) is said to be isolated if

\[
\Sigma(\Lambda) \cap \{ z \in \mathbb{C}, |z - \xi| \leq r \} = \{ \xi \} \quad \text{for some } r > 0.
\]

In the case when \( \xi \) is an isolated eigenvalue we may define \( \Pi_{\Lambda,\xi} \in B(X) \) the associated spectral projector by

\[
(2.1) \quad \Pi_{\Lambda,\xi} := -\frac{1}{2\pi i} \int_{|z-\xi|=r'} R_{\Lambda}(z) \, dz
\]

with \( 0 < r' < r \). Note that this definition is independent of the value of \( r' \) as the application \( \mathbb{C} \setminus \Sigma(\Lambda) \to B(X), z \to R_{\Lambda}(z) \) is holomorphic. For any \( \xi \in \Sigma(\Lambda) \) isolated, it is well-known (see [59, III-(6.19)]) that \( \Pi_{\Lambda,\xi}^2 = \Pi_{\Lambda,\xi} \), so that \( \Pi_{\Lambda,\xi} \) is indeed a projector, and that the associated projected semigroup

\[
S_{\Lambda,\xi}(t) := -\frac{1}{2\pi i} \int_{|z-\xi|=r'} e^{zt} R_{\Lambda}(z) \, dz, \quad t \geq 0,
\]

satisfies

\[
(2.2) \quad S_{\Lambda,\xi}(t) = \Pi_{\Lambda,\xi} S_{\Lambda}(t) = S_{\Lambda}(t) \Pi_{\Lambda,\xi}, \quad t \geq 0.
\]

When moreover the algebraic eigenspace \( \mathcal{R}(\Pi_{\Lambda,\xi}) \) is finite dimensional we say that \( \xi \) is a discrete eigenvalue, written as \( \xi \in \Sigma_d(\Lambda) \). In that case, \( \mathcal{R}_{\Lambda} \) is a meromorphic function on a neighborhood of \( \xi \), with non-removable finite-order pole \( \xi \), and there exists \( \alpha_0 \in \mathbb{N}^* \) such that

\[
\mathcal{R}(\Pi_{\Lambda,\xi}) = N(\Lambda - \xi)^{\alpha_0} = N(\Lambda - \xi)^{\alpha} \quad \text{for any } \alpha \geq \alpha_0.
\]

On the other hand, for any \( \xi \in \mathbb{C} \) we may also define the “classical algebraic eigenspace”

\[
M(\Lambda - \xi) := \lim_{\alpha \to \infty} N(\Lambda - \xi)^{\alpha}.
\]

We have then \( M(\Lambda - \xi) \neq \{0\} \) if \( \xi \in \Sigma(\Lambda) \) is an eigenvalue and \( M(\Lambda - \xi) = \mathcal{R}(\Pi_{\Lambda,\xi}) \) if \( \xi \) is an isolated eigenvalue.

Finally for any \( a \in \mathbb{R} \) such that

\[
\Sigma(\Lambda) \cap \Delta_a = \{ \xi_1, \ldots, \xi_k \}
\]
where $\xi_1, \ldots, \xi_k$ are distinct discrete eigenvalues, we define without any risk of ambiguity

$$\Pi_{\Lambda, a} := \Pi_{\Lambda, \xi_1} + \cdots + \Pi_{\Lambda, \xi_k}.$$  

2.2. Factorization and spectral analysis. The main abstract factorization and enlargement result is:

**Theorem 2.1** (Enlargement of the functional space). Consider two Banach spaces $E$ and $\mathcal{E}$ such that $E \subset \mathcal{E}$ with continuous embedding and $E$ is dense in $\mathcal{E}$. Consider an operator $L \in \mathcal{C}(E)$ such that $L = (L)|_E \in \mathcal{C}(E)$. Finally consider a set $\Delta_a$ as defined above.

We assume:

(H1) Localization of the spectrum in $E$. There are some distinct complex numbers $\xi_1, \ldots, \xi_k \in \Delta_a$, $k \in \mathbb{N}$ (with the convention $\{\xi_1, \ldots, \xi_k\} = \emptyset$ if $k = 0$) such that

$$\Sigma(L) \cap \Delta_a = \{\xi_1, \ldots, \xi_k\} \subset \Sigma_d(L) \quad \text{(distinct discrete eigenvalues)}.$$  

(H2) Decomposition. There exist $A, B$ some operators defined on $E$ such that $L = A + B$ and

(i) $B \in \mathcal{C}(\mathcal{E})$ is such that $R_B(z)$ is bounded in $\mathcal{B}(E)$ uniformly on $z \in \Delta_a$ and $\|R_B(z)\|_{\mathcal{B}(\mathcal{E})} \to 0$ as $\Re z \to \infty$, in particular

$$\Sigma(B) \cap \Delta_a = \emptyset;$$  

(ii) $A \in \mathcal{B}(\mathcal{E})$ is a bounded operator on $E$;

(iii) There is $n \geq 1$ such that the operator $(AR_B(z))^n$ is bounded in $\mathcal{B}(\mathcal{E}, E)$ uniformly on $z \in \Delta_a$.

Then we have in $\mathcal{E}$:

(i) The spectrum satisfies:

$$\Sigma(L) \cap \Delta_a = \{\xi_1, \ldots, \xi_k\}.$$  

(ii) For any $z \in \Delta_a \setminus \{\xi_1, \ldots, \xi_k\}$ the resolvent satisfies:

$$\mathcal{R}_L(z) = \sum_{\ell=0}^{n-1} (-1)^\ell \mathcal{R}_B(z) (A\mathcal{R}_B(z))^\ell + (-1)^n \mathcal{R}_L(z) (A\mathcal{R}_B(z))^n.$$  

(iii) For any $\xi_i \in \Sigma(L) \cap \Delta_a = \Sigma(L) \cap \Delta_a$, $i = 1, \ldots, k$, we have

$$\forall m \geq 1, \quad N(L - \xi_i)^m = N(L - \xi_i)^m \quad \text{and} \quad M(L - \xi_i) = M(L - \xi_i)$$

and at the level of the spectral projectors

$$\left\{ \begin{array}{l}
(\Pi_{L, \xi_i})|_E = \Pi_{L, \xi_i} \\
S_{L, \xi_i}(t) = S_{L, \xi_i}(t)\Pi_{L, \xi_i} = S_{L}(t)\Pi_{L, \xi_i}.
\end{array} \right.$$  

**Remarks 2.2.** (1) In words, assumption (H1) is a weak formulation of a spectral gap in the initial functional space $E$. The assumption (H2) is better understood in the simplest case $n = 1$, where it means that one may decompose $L$ into a regularizing part $A$ (in the generalized sense of the “change of space” $A \in \mathcal{B}(\mathcal{E}, E)$) and another part $B$.
whose spectrum is “well localized” in $E$: for instance when $B - a'$ is dissipative with $a' < a$ then the assumption $(H2)$-(i) is satisfied.

(2) There are many variants of sets of hypothesis for the decomposition assumption. In particular, assumptions $(H2)$-(i) and $(H2)$-(iii) could be weakened. However, (1) these assumptions are always fulfilled by the operators we have in mind, (2) when we weaken $(H2)$-(i) and/or $(H2)$-(iii) we have to compensate them by making other structure assumptions. We present below after the proof a possible variant of Theorem 2.1.

(3) One may relax $(H2)$-(i) into $\Sigma(B) \cap \Delta_a \subset \{\xi_1, \ldots, \xi_k\}$ and the bound in $(H2)$-(iii) could be asked merely locally uniformly in $z \in \Delta_a \setminus \{\xi_1, \ldots, \xi_k\}$.

(4) One may replace $\Delta_a \setminus \{\xi_1, \ldots, \xi_k\}$ by any nonempty open connected set $\Omega \subset \mathbb{C}$.

(5) This theorem and the next ones in this section can also be extended to the case where $E$ is not necessarily included in $E$. This will be studied and applied to some PDE problems in future works.

Proof of Theorem 2.1. Let us denote $\Omega := \Delta_a \setminus \{\xi_1, \ldots, \xi_k\}$ and let us define for $z \in \Omega$

$$U(z) := \sum_{\ell=0}^{n-1} (-1)^\ell R_B(z) (AR_B(z))^\ell + (-1)^n R_L(z) (AR_B(z))^n.$$ 

Observe that thanks to the assumption $(H2)$, the operator $U(z)$ is well-defined and bounded on $E$.

**Step 1.** $U(z)$ is a right-inverse of $(L - z)$ on $\Omega$. For any $z \in \Omega$, we compute

$$(L - z)U(z) = \sum_{\ell=0}^{n-1} (-1)^\ell (A + (B - z)) R_B(z) (AR_B(z))^\ell$$

$$+ (-1)^n (L - z) R_L(z) (AR_B(z))^n$$

$$= \sum_{\ell=0}^{n-1} (-1)^\ell (AR_B(z))^{\ell+1} + \sum_{\ell=0}^{n-1} (-1)^\ell (AR_B(z))^\ell$$

$$+ (-1)^n (AR_B(z))^n = \text{Id}_E.$$ 

**Step 2.** $(L - z)$ is invertible on $\Omega$. First we observe that there exists $z_0 \in \Omega$ such that $(L - z_0)$ is invertible in $E$. Indeed, we write

$$L - z_0 = (AR_B(z_0) + \text{Id}_E)(B - z_0)$$

with $\|AR_B(z_0)\| < 1$ for $z_0 \in \Omega$, $\Re z_0$ large enough, thanks to assumption $(H2)$-(i). As a consequence $(AR_B(z_0) + \text{Id}_E)$ is invertible and so is $L - z_0$ as the product of two invertible operators.

Since we assume that $(L - z_0)$ is invertible in $E$ for some $z_0 \in \Omega$, we have $\mathcal{R}_L(z_0) = U(z_0)$. And if

$$\|\mathcal{R}_L(z_0)\|_{\mathcal{B}(E)} = \|U(z_0)\|_{\mathcal{B}(E)} \leq C$$
for some $C \in (0, \infty)$, then $(\mathcal{L} - z)$ is invertible on the disc $B(z_0, 1/C)$ with

$$
(2.4) \quad \forall z \in B(z_0, 1/C), \quad R_{\mathcal{L}}(z) = R_{\mathcal{L}}(z_0) \sum_{n=0}^{\infty} (z_0 - z)^n R_{\mathcal{L}}(z_0)^n,
$$

and then again, arguing as before, $R_{\mathcal{L}}(z) = U(z)$ on $B(z_0, 1/C)$ since $U(z)$ is a left-inverse of $(\mathcal{L} - z)$ for any $z \in \Omega$. Then in order to prove that $(\mathcal{L} - z)$ is invertible for any $z \in \Omega$, we argue as follows. For a given $z_1 \in \Omega$ we consider a continuous path $\Gamma$ from $z_0$ to $z_1$ included in $\Omega$, i.e. a continuous function $\Gamma : [0, 1] \to \Omega$ such that $\Gamma(0) = z_0$, $\Gamma(1) = z_1$. Because of assumption (H2) we know that $(A R_B(z))^\ell, 1 \leq \ell \leq n - 1$, and $R_{\mathcal{L}}(z) (A R_B(z))$ are locally uniformly bounded in $\mathcal{B}(E)$ on $\Omega$, which implies

$$
\sup_{z \in \Gamma([0,1])} \|U(z)\|_{\mathcal{B}(E)} := C_0 < \infty.
$$

Since $(\mathcal{L} - z_0)$ is invertible we deduce that $(\mathcal{L} - z)$ is invertible with $R_{\mathcal{L}}(z)$ locally bounded around $z_0$ with a bound $C_0$ which is uniform along $\Gamma$ (and a similar series expansion as in (2.4)). By a continuation argument we hence obtain that $(\mathcal{L} - z)$ is invertible in $E$ all along the path $\Gamma$ with

$$
R_{\mathcal{L}}(z) = U(z) \quad \text{and} \quad \|R_{\mathcal{L}}(z)\|_{\mathcal{B}(E)} = \|U(z)\|_{\mathcal{B}(E)} \leq C_0.
$$

Hence we conclude that $(\mathcal{L} - z_1)$ is invertible with $R_{\mathcal{L}}(z_1) = U(z_1)$.

This completes the proof of this step and proves $\Sigma(\mathcal{L}) \cap \Delta_\alpha \subset \{\xi_1, \ldots, \xi_k\}$ together with the point (ii) of the conclusion.

**Step 3. Spectrum, eigenspaces and spectral projectors.** On the one hand, we have

$$
N(L - \xi_j)^\alpha \subset N(\mathcal{L} - \xi_j)^\alpha, \quad j = 1, \ldots, k, \quad \alpha \in \mathbb{N},
$$

so that $\{\xi_1, \ldots, \xi_k\} \subset \Sigma(\mathcal{L}) \cap \Delta_\alpha$. The other inclusion was proved in the previous step, so that these two sets are equals. We have proved

$$
\Sigma(\mathcal{L}) \cap \Delta_\alpha = \Sigma(\mathcal{L}) \cap \Delta_\alpha.
$$

Now, we consider a given eigenvalue $\xi_j$ of $L$ in $E$. We know (see [59 paragraph I.3]) that in $E$ the following Laurent series holds

$$
R_{\mathcal{L}}(z) = \sum_{\ell = -\ell_0}^{+\infty} (z - \xi_j)^\ell C_{\ell}, \quad C_{\ell} = (\mathcal{L} - \xi_j)^{\ell - 1} \Pi_{\mathcal{L}, \xi_j}, \quad \ell_0 \leq \ell \leq -1,
$$

for $z$ close to $\xi_j$ and for some bounded operators $C_{\ell} \in \mathcal{B}(E), \ell \geq 0$. The operators $C_{-1}, \ldots, C_{-\ell_0}$ satisfy the range inclusions

$$
R(C_{-2}), \ldots, R(C_{-\ell_0}) \subset R(C_{-1}).
$$

This Laurent series is convergent on $B(\xi_j, r) \setminus \{\xi_j\} \subset \Delta_\alpha$. The Cauchy formula for meromorphic functions applied to the circle $\{z, |z - \xi_j| = r\}$ with $r$ small enough thus implies that

$$
\Pi_{\mathcal{L}, \xi_j} = C_{-1} \quad \text{so that} \quad C_{-1} \neq 0
$$

since $\xi_j$ is a discrete eigenvalue.
Using the definition of the spectral projection operator (2.1), the above expansions and the Cauchy theorem we get for any small $r > 0$

$$\Pi_{L, \xi_j} := \frac{(-1)^{n+1}}{2\pi i} \int_{|z - \xi_j| = r} \mathcal{R}_L(z) (A \mathcal{R}_B(z))^n \, dz$$

$$= \int_{|z - \xi_j| = r} \sum_{\ell = \ell_0}^{-1} C_\ell (z - \xi_j)^\ell (A \mathcal{R}_B(z))^n \, dz$$

$$+ \int_{|z - \xi_j| = r} \sum_{\ell = 0}^\infty C_\ell (z - \xi_j)^\ell (A \mathcal{R}_B(z))^n \, dz,$$

where the first integral has range included in $\mathcal{R}(C_{-1})$ and the second integral vanishes in the limit $r \to 0$. We deduce that

$$M(L - \xi_j) = \mathcal{R}(\Pi_{L, \xi_j}) \subset \mathcal{R}(C_{-1}) = \mathcal{R}(\Pi_{L, \xi_j}) = M(L - \xi_j).$$

Together with

$$M(L - \xi_j) = N(L - \xi_j)^{\alpha_0} \subset N(L - \xi_j)^{\alpha_0} \subset M(L - \xi_j) \quad \text{for some } \alpha_0 \geq 1$$

we conclude that $M(L - \xi_j) = M(L - \xi_j)$ and $N((L - \xi_j)^\alpha) = N((L - \xi_j)^\alpha)$ for any $j = 1, \ldots, k$ and $\alpha \geq 1$.

Finally, the proof of $\Pi_{L, \xi_j}|_E = \Pi_{L, \xi_j}$ is straightforward from the equality

$$\mathcal{R}_L(z)f = \mathcal{R}_L(z)f \quad \text{when } f \in E$$

and the integral formula (2.1) defining the projection operator. \hfill \Box

Let us shortly present a variant of the latter result where the assumption (H2) is replaced by a more algebraic one. The proof is then purely based on the factorization method and somehow simpler. The drawback is that it requires some additional assumption on $B$ at the level of the small space (which however is not so restrictive for a PDE’s application perspective but can be painful to check).

**Theorem 2.3** (Enlargement of the functional space, purely algebraic version). Consider the same setting as in Theorem 2.1, assumption (H1), and where assumption (H2) is replaced by

(H2') **Decomposition.** There exist operators $A, B$ on $E$ such that $L = A + B$ (with corresponding extensions $A, B$ on $\mathcal{E}$) and

(i') $B$ and $B$ are closed unbounded operators on $E$ and $\mathcal{E}$ (with domain containing $\text{Dom}(L)$ and $\text{Dom}(\mathcal{L})$) and

$$\Sigma(B) \cap \Delta_a = \Sigma(B) \cap \Delta_a = \emptyset.$$

(ii) $A \in \mathcal{B}(\mathcal{E})$ is a bounded operator on $\mathcal{E}$.

(iii) There is $n \geq 1$ such that the operator $(A \mathcal{R}_B(z))^n$ is bounded from $\mathcal{E}$ to $E$ for any $z \in \Delta_a$.

Then the same conclusions as in Theorem 2.1 hold.
Remark 2.4. Actually there is no need in the proof that \((B - z)^{-1}\) for \(z \in \Delta_a\) is a bounded operator, and therefore assumption \((H2')\) could be further relaxed to assuming only \((B - z)^{-1}(E) \subset \text{Dom}(L) \subset E\) (bijectivity is already known in \(E\) from the invertibility of \((B - z))\). However these subtleties are not used at the level of the applications we have in mind.

Proof of Theorem 2.3. The Step 1 is unchanged, only the proofs of Steps 2 and 3 are modified:

Step 2. \((L - z)\) is invertible on \(\Omega\). Consider \(z_0 \in \Omega\). First observe that if the operator \((L - z_0)\) is bijective, then composing to the left the equation\((L - z_0)U(z_0) = \text{Id}_E\) yields \(R_L(z_0) = U(z_0)\) and we deduce that the inverse map is bounded (i.e. \((L - z_0)\) is an invertible operator in \(E\)) together with the desired formula for the resolvent. Since \((L - z_0)\) has a right-inverse it is surjective.

Let us prove that it is injective. Consider \(f \in N(L - z_0) \subset E\):
\[(L - z_0)f = 0\] and thus \((\text{Id} + G(z_0))(B - z_0)f = 0\) with \(G(z_0) := \mathcal{A}\mathcal{R}_B(z_0)\).

We denote \(\bar{f} := (B - z_0)f \in E\) and obtain
\[\bar{f} = -G(z_0)\bar{f} \Rightarrow \bar{f} = (-1)^\alpha G(z_0)^\alpha \bar{f}\]
and therefore, from assumption \((H2')\), we deduce that \(\bar{f} \in E\). Finally \(f = \mathcal{R}_B(z_0)\bar{f} = \mathcal{R}_B(z_0)f \in \text{Dom}(L) \subset E\). Since \((L - z_0)\) is injective we conclude that \(f = 0\).

This completes the proof of this step and proves \(\Sigma(L) \cap \Delta_a \subset \{\xi_1, \ldots, \xi_k\}\) together with the point (ii) of the conclusion.

Step 3. Spectrum, eigenspaces and spectral projectors. On the one hand,
\[N(L - \xi_j)^\alpha \subset N(L - \xi_j)^\alpha, \quad j = 1, \ldots, k, \quad \alpha \in \mathbb{N},\]
so that \(\Sigma(L) \cap \Delta_a \supset \{\xi_1, \ldots, \xi_k\}\). Since the other inclusion was proved in the previous step, we conclude that
\[\Sigma(L) \cap \Delta_a = \Sigma(L) \cap \Delta_a.\]

On the other hand, let us consider an eigenvalue \(\xi_j, j = 1, \ldots, k\) for \(L\), some integer \(\alpha \geq 1\) and some \(f \in N(L - \xi_j)^\alpha\):
\[(L - \xi_j)^\alpha (f) = 0.\]

Using the decomposition of \((H2)\) and denoting \(\bar{f} = (B - \xi_j)^\alpha f\) we deduce
\[(\text{Id} + G(\xi_j))\alpha \bar{f} = 0 \quad \text{with} \quad G(\xi_j) := \mathcal{A}\mathcal{R}_B(\xi_j).\]

By expanding this identity we obtain
\[\bar{f} = G(\xi_j)\mathcal{O}_\alpha(\xi_j)(\bar{f})\]
where $O_\alpha(\xi_j)$ is a finite sum of powers of $G(\xi_j)$ (with $\alpha$ terms and exponents between 0 and $\alpha-1$). By iterating this equality ($G(\xi_j)$ and $O_\alpha(\xi_j)$ commute), we get

$$\bar{f} = G(\xi_j)^n O_\alpha(\xi_j)^n \bar{f}.$$ 

This implies, arguing as in the previous step, that $\bar{f} \in E$ and finally $f \in \text{Dom}(L) \subset E$. This proves that $N(L - \xi_j)^\alpha = N(L - \xi_j)^\alpha$ and since the eigenvalues are discrete, it straightforwardly completes the proof of the conclusions (i) and (ii). Finally, the fact that $\Pi_{L,\xi_j}$ is a straightforward consequence of the formula (2.1) for the projector operator. □

2.3. Hypodissipativity. Let us first introduce the notion of hypodissipative operators and discuss its relation with the classical notions of dissipative operators and coercive operators as well as its relation with the recent terminology of hypocoercive operators (see mainly [97] and then [77, 53, 35] for related references).

**Definition 2.5** (Hypodissipativity). Consider a Banach space $(X, \| \cdot \|_X)$ and some operator $\Lambda \in \mathcal{C}(X)$. We say that $(\Lambda - a)$ is hypodissipative on $X$ if there exists some norm $||| \cdot |||$ on $X$ equivalent to the initial norm $\| \cdot \|_X$ such that

$$\forall f \in D(\Lambda), \exists \varphi \in F(f) \text{ s.t. } \Re \langle \varphi, (\Lambda - a) f \rangle \leq 0,$$

where $\langle \cdot, \cdot \rangle$ is the duality bracket for the duality in $X$ and $X^*$ and $F(f) \subset X^*$ is the dual set of $f$ defined by

$$F(f) = F_{||| \cdot |||}(f) := \{ \varphi \in X^*; \langle \varphi, f \rangle = ||| f |||_X^2 = ||| \varphi |||_{X^*}^2 \}.$$ 

**Remarks 2.6.**

1. An hypodissipative operator $\Lambda$ such that $||| \cdot |||_X = \| \cdot \|_X$ in the above definition is nothing but a dissipative operator, or in other words, $-\Lambda$ is an accretive operator.

2. When $||| \cdot |||_X$ is an Hilbert norm on $X$, we have $F(f) = \{ f \}$ and [2.5] writes

$$\forall f \in D(\Lambda), \Re \langle (\Lambda f, f) \rangle_X \leq a \| f \|_X^2,$$

where $\langle (\cdot, \cdot) \rangle_X$ is the scalar product associated to $||| \cdot |||_X$. In this Hilbert setting such a hypodissipative operator shall be called equivalently hypocoercive.

3. When $\| \cdot \|_X$ is a Hilbert norm on $X$, the above definition corresponds to the classical definition of a coercive operator.

4. In other words, in a Banach space (resp. an Hilbert space) $X$, an operator $\Lambda \in \mathcal{C}(X)$ is hypodissipative (resp. hypocoercive) on $X$ if $\Lambda$ is dissipative (resp. coercive) on $X$ endowed with a norm (resp. an Hilbert norm) equivalent to the initial one. Therefore the notions of hypodissipativity and hypocoercivity are invariant under change of equivalent norm.
The concept of hypodissipativity seems to us interesting since it clarifies the terminology and draws a bridge between works in the PDE community, in the semigroup community and in the spectral analysis community. For convenience such links are summarized in the theorem below. This theorem is a non standard formulation of the classical Hille-Yosida theorem on $m$-dissipative operators and semigroups, and therefore we omit the proof.

**Theorem 2.7.** Consider $X$ a Banach space and $\Lambda$ the generator of a $C_0$-semigroup $S_\Lambda$. We denote by $R_\Lambda$ its resolvent. For given constants $a \in \mathbb{R}$, $M > 0$ the following assertions are equivalent:

1. $\Lambda - a$ is hypodissipative;
2. the semigroup satisfies the growth estimate
   \[ \forall t \geq 0, \quad \| S_\Lambda(t) \|_{\mathcal{B}(X)} \leq M e^{at}; \]
3. $\Sigma(\Lambda) \cap \Delta_a = \emptyset$ and
   \[ \forall z \in \Delta_a, \quad \| R_\Lambda(z)^n \| \leq \frac{M}{(\Re z - a)^n}; \]
4. $\Sigma(\Lambda) \cap (a, \infty) = \emptyset$ and there exists some norm $\| \cdot \|$ on $X$ equivalent to the norm $\| \cdot \|_X$:
   \[ \forall f \in X \quad \| f \| \leq \| f \| \leq M \| f \|, \]
   such that
   \[ \forall \lambda > a, \forall f \in D(\Lambda), \quad \| (\Lambda - \lambda) f \| \geq (\lambda - a) \| f \|. \]

**Remarks 2.8.**

1. We recall that $\Lambda - a$ is maximal if $R(\Lambda - a) = X$.
2. The Hille-Yosida theorem is classically presented as the necessary and sufficient conditions for an operator to be the generator of a semigroup. Then one assumes, additionally to the above conditions, that $\Lambda - b$ is maximal for some given $b \in \mathbb{R}$. Here in our statement, the existence of the semigroup being assumed, the maximality condition is automatic, and Theorem 2.7 details how the operator’s, resolvent’s and the associated semigroup’s estimates are linked.
3. In other words, the notion of hypodissipativity is just another formulation of the minimal assumption for estimating the growth of a semigroup. Its advantage is that it is arguably more natural from a PDE viewpoint.
4. The equivalence (i) $\iff$ (iv) is for instance a consequence of [82, Chap 1, Theorem 4.2] and [82, Chap 1, Theorem 5.3]. All the other implications are also proved in [82, Chap 1].
Let us now give a synthetic statement adapted to our purpose. We omit the proof which is a straightforward consequence of the Lumer-Phillips or Hille-Yosida theorems together with basic matrix linear algebra on the finite-dimensional eigenspaces. The classical reference for this topic is [59].

**Theorem 2.9.** Consider a Banach space $X$, a generator $\Lambda \in C(X)$ of a $C_0$-semigroup $S_\Lambda$, $a \in \mathbb{R}$ and distinct $\xi_1, \ldots, \xi_k \in \Delta_a$, $k \geq 1$. The following assertions are equivalent:

1. There exist $g_1, \ldots, g_m$ linearly independent vectors so that the subspace $\text{Span}\{g_1, \ldots, g_m\}$ is invariant under the action of $\Lambda$, and
   
   \[ \forall i \in \{1, \ldots, m\}, \exists j \in \{1, \ldots, k\}, \quad g_i \in M(\Lambda - \xi_j). \]

   Moreover there exist $\varphi_1, \ldots, \varphi_m$ linearly independent vectors so that the subspace $\text{Span}\{\varphi_1, \ldots, \varphi_m\}$ is invariant under the action of $\Lambda^*$. These two families satisfy the orthogonality conditions $\langle \varphi_i, g_j \rangle = \delta_{ij}$ and the operator $\Lambda - a$ is hypodissipative on $\text{Span}\{\varphi_1, \ldots, \varphi_m\}$:

   \[ \forall f \in \bigcap_{n=1}^m \text{Ker}(\varphi_i) \cap D(\Lambda), \quad \exists f^* \in F(\| \cdot \|), \quad \text{Re} \langle f^*, (\Lambda - a)f \rangle \leq 0. \]

2. There exists a decomposition $X = X_0 \oplus \cdots \oplus X_k$ where (1) $X_0$ and $(X_1 + \cdots + X_k)$ are invariant by the action of $\Lambda$, (2) for any $j = 1, \ldots, k$ $X_j$ is a finite-dimensional space included in $M(\Lambda - \xi_j)$, and (3) $\Lambda - a$ is hypodissipative on $X_0$:

   \[ \forall f \in D(\Lambda) \cap X_0, \exists f^* \in F(\| \cdot \|), \quad \text{Re} \langle f^*, (\Lambda - a)f \rangle \leq 0. \]

3. There exist some finite-dimensional projection operators $\Pi_1, \ldots, \Pi_k$ which commute with $\Lambda$ and such that $\Pi_i \Pi_j = 0$ if $i \neq j$, and some operators $T_j = \xi_j \text{Id}_{Y_j} + N_j$ with $Y_j := \mathcal{R}(\Pi_j)$, $N_j \in \mathcal{B}(Y_j)$ nilpotent, so that the following estimate holds

   \[ \forall t \geq 0, \quad \left\| S_\Lambda(t) - \sum_{j=1}^k e^{tT_j} \Pi_j \right\|_{\mathcal{B}(X)} \leq C_a e^{a t}, \]

   for some constant $C_a \geq 1$.

4. The spectrum of $\Lambda$ satisfies

   \[ \Sigma(\Lambda) \cap \Delta_a = \{\xi_1, \ldots, \xi_k\} \subset \Sigma_d(\Lambda) \quad (\text{distinct discrete eigenvalues}) \]

   and $\Lambda - a$ is hypodissipative on $\mathcal{R}(I - \Pi_{\Lambda,a})$.

Moreover, if one (and then all) of these assertions is true, we have

\[
\begin{align*}
X_0 &= \mathcal{R}(I - \Pi_{\Lambda,a}), \\
X_j &= Y_j = M(\Lambda - \xi_j), \\
\Pi_{\Lambda,\xi_j} &= \Pi_j, \\
T_j &= \Lambda \Pi_{\Lambda,\xi_j},
\end{align*}
\]
As a consequence, we may write
\[ R_\Lambda(z) = R_0(z) + R_1(z), \]
where \( R_0 \) is holomorphic and bounded on \( \Delta_{a'} \) for any \( a' > a \) and
\[ R_1(z) = \sum_{j=1}^k \left( \frac{\Pi_j}{z - \xi_j} + \sum_{n=2}^\infty \frac{N_j^n}{(z - \xi_j)^n} \right). \]

**Remark 2.10.** When \( X \) is a Hilbert space and \( \Lambda \) is a self-adjoint operator, the assumption (i) is satisfied with \( k = 1, \xi_1 = 0 \), as soon as there exist \( g_1, \ldots, g_k \in X \) normalized such that \( g_i \perp g_j \) if \( i \neq j \), \( \Lambda g_i = 0 \) for all \( i = 1, \ldots, k \), and
\[ \forall f \in X_0 := \text{Span}\{g_1, \ldots, g_k\}^\perp, \quad \langle \Lambda f, f \rangle \leq a \langle f, f \rangle. \]

### 2.4. Factorization and quantitative spectral mapping theorems.

The goal of this subsection is to establish quantitative decay estimates on the semigroup in the larger space \( \mathcal{E} \). Let us recall the key notions of *spectral bound* of an operator \( L \) on \( \mathcal{E} \):
\[ s(L) := \sup \{ \Re \xi : \xi \in \Sigma(L) \} \]
and of *growth bound* of its associated semigroup
\[ w(L) := \inf_{t > 0} \frac{1}{t} \| S_L(t) \| = \lim_{t \to +\infty} \frac{1}{t} \| S_L(t) \|. \]
It is always true that \( s(L) \leq w(L) \) but we are interested in proving the equality with quantitative estimates, in the larger space \( \mathcal{E} \). Proving such a result is a particular case of a spectral mapping theorem.

Let us first observe that in view of our previous factorization result the natural control obtained straightforwardly on the resolvent in the larger functional space \( \mathcal{E} \) is a uniform control on vertical lines. It is a classical fact that this kind of control is not sufficient in general for inverting the Laplace transform and recovering spectral gap estimates on a semigroup from it.

Indeed for semigroups in Banach spaces the equality between the spectral bound and the growth bound is false in general when assuming solely that the resolvent is uniformly bounded in any \( \Delta_a \) with \( a > s(L) \) (with bound depending on \( a \)). A classical counterexample \cite[Chap. 5, 1.26]{37} is the derivation operator \( Lf = f' \) on the Banach space \( C_0(\mathbb{R}_+) \cap L^1(\mathbb{R}_+, e^s \, ds) \) of continuous functions that vanish at infinity and are integrable for \( e^s \, ds \) endowed with the norm
\[ \| f \| = \sup_{s \geq 0} |f(s)| + \int_0^{+\infty} |f(s)| e^s \, ds. \]

Another simple counterexample can be found in \cite{3}: consider \( 1 \leq p < q < \infty \) and the \( C_0 \)-semigroup on \( L^p(1, \infty) \cap L^q(1, \infty) \) defined by
\[ (T(t)f)(s) = e^{t/q} f(se^t), \quad t > 0, \ s > 1. \]
However for semigroups in Hilbert spaces, the Gerhart-Herbst-Pruess-Greiner theorem \[32,55,84,4\] (see also \[37\]) asserts that the expected semigroup decay \(w(L) = s(L)\) is in fact true, under this sole pointwise control on the resolvent. While the constants seem to be non-constructive in the first versions of this theorem, Engel and Nagel gave a comprehensive and elementary proof with constructive constant in \[37\] Theorem 1.10; chapter V. Let us also mention on the same subject subsequent works like Yao \[104\] and Blake \[13\], and more recently \[52\].

The main idea in the proof of \[37\] Theorem 1.10, chapter V, which is also used in \[52\], is to use a Plancherel identity on the resolvent in Hilbert spaces, which is made possible by the additional factorization structure we have. The key idea is to translate the factorization structure at the level of the semigroups.

We shall need the following definition on the convolution of semigroup (corresponding to composition at the level of the resolvent operators).

**Definition 2.11** (Convolution of semigroups). Consider some Banach spaces \(X_1, X_2, X_3\). For two one-parameter families of operators

\[
S_1 \in L^1(\mathbb{R}_+; \mathcal{B}(X_1, X_2)) \quad \text{and} \quad S_2 \in L^1(\mathbb{R}_+; \mathcal{B}(X_2, X_3)),
\]

we define the convolution \(S_2 \ast S_1 \in L^1(\mathbb{R}_+; \mathcal{B}(X_1, X_3))\) by

\[
\forall t \geq 0, \quad (S_2 \ast S_1)(t) := \int_0^t S_2(s) S_1(t-s) \, ds.
\]

When \(S_1 = S_2\) and \(X_1 = X_2 = X_3\), we define recursively \(S^{(s_0)} = \text{Id}\) and \(S^{(s_\ell)} = S \ast S^{(s_{\ell-1})}\) for any \(\ell \geq 1\).

**Remarks 2.12**. (1) Note that this product law is in general not commutative.

(2) A simple calculation shows that if \(S_i\) satisfies

\[
\forall t \geq 0, \quad \|S_i(t)\|_{\mathcal{B}(X_i, X_{i+1})} \leq C_i \, t^{\alpha_i} \, e^{\alpha_i t}
\]

for some \(\alpha_i \in \mathbb{R}, \, \alpha_i \in \mathbb{N}, \, C_i \in (0, \infty)\), then

\[
\forall t \geq 0, \quad \|S_1 \ast S_2(t)\|_{\mathcal{B}(X_1, X_2)} \leq C_1 C_2 \, \frac{\alpha_1! \alpha_2!}{(\alpha_1 + \alpha_2)!} \, t^{\alpha_1 + \alpha_2 + 1} \, e^{\max(\alpha_1, \alpha_2) t}.
\]

**Theorem 2.13** (Enlargement of the functional space of the semigroup decay). Let \(E, \mathcal{E}\) be two Banach spaces with \(E \subset \mathcal{E}\) dense with continuous embedding, and consider \(L \in \mathcal{C}(E), \, \mathcal{L} \in \mathcal{C}(\mathcal{E})\) with \(\mathcal{L}|_E = L\) and \(a \in \mathbb{R}\).

We assume the following:

(A1) \(L\) generates a semigroup \(e^{tL}\) on \(E\), \(L-a\) is hypodissipative on \(R(\text{Id}-\Pi_{L,a})\) and

\[
\Sigma(L) \cap \Delta_a := \{\xi_1, \ldots, \xi_k\} \subset \Sigma_d(L) \quad (\text{distinct discrete eigenvalues})
\]
(with \( \{\xi_1, \ldots, \xi_k\} = \emptyset \) if \( k = 0 \)).

(A2) There exist \( \mathcal{A}, \mathcal{B} \in \mathcal{C}(E) \) such that \( \mathcal{L} = \mathcal{A} + \mathcal{B} \) (with corresponding restrictions \( \mathcal{A}, \mathcal{B} \) on \( E \)), some \( n \geq 1 \) and some constant \( C_a > 0 \) so that

(i) \( (B - a) \) is hypodissipative on \( E \);
(ii) \( \mathcal{A} \in \mathcal{B}(E) \) and \( \mathcal{A} \in \mathcal{B}(E) \);
(iii) \( T_n := (\mathcal{A} S_B)^{\langle n \rangle} \) satisfies \( \|T_n(t)\|_{\mathcal{B}(E,E)} \leq C_a e^{a t} \).

Then \( \mathcal{L} \) is hypodissipative in \( E \) with

\[
(2.8) \quad \forall t \geq 0, \quad \left\| S_\mathcal{L}(t) - \sum_{j=1}^k S_\mathcal{L}(t) \Pi_{\mathcal{L},\xi_j} \right\|_{\mathcal{B}(E)} \leq C_a' t^n e^{a t}
\]

for some explicit constant \( C_a' > 0 \) depending on the constants in the assumptions. Moreover we have the following factorization formula at the level of semigroups on \( E \):

\[
(2.9) \quad S_\mathcal{L}(t) = \sum_{j=1}^k S_\mathcal{L}(t) \Pi_{\mathcal{L},\xi_j} + \sum_{\ell=0}^{n-1} (-1)^\ell (\text{Id} - \Pi_{\mathcal{L},a}) S_B \ast (AS_B)^{\ast \ell} (t) + (-1)^n [(\text{Id} - \Pi_{\mathcal{L},a})S_L] \ast (AS_B)^{\ast n} (t).
\]

Remarks 2.14. (1) It is part of the result that \( \mathcal{B} \) generates a semigroup on \( E \) so that (A2)-(iii) makes sense. Except for the assumption that \( \mathcal{L} \) generates a semigroup, all the other assumptions are purely functional, either on the discrete eigenvalues of \( \mathcal{L} \) or on \( \mathcal{L}, \mathcal{B}, \mathcal{A}, A \) and \( T_n \), and do not require maximality conditions.

(2) Assumption (A1) could be alternatively formulated by mean of any of the equivalent assertions listed in Theorem 2.13.

Proof of Theorem 2.13. We split the proof into four steps.

Step 1. First remark that since \( B = L - A, A \in \mathcal{B}(E) \), and \( L \) is \( m \)-hypodissipative then \( B \) is \( m \)-hypodissipative and generates a strongly continuous semigroup \( S_B \) on \( E \).

Because of the hypodissipativity of \( \mathcal{B} \), we can extend this semigroup from \( E \) to \( E \) and we obtain that \( \mathcal{B} \) generates a semigroup \( S_B \) on \( E \). To see this, we may argue as follows. We denote by \( \| \cdot \|_E \) a norm equivalent to \( \| \cdot \|_E \) so that \( B - b \) is dissipative in \( (E, \| \cdot \|_E) \) and \( \| \cdot \|_E \) a norm equivalent to \( \| \cdot \|_E \) so that \( \mathcal{B} - \mathcal{B} \) is dissipative in \( (E, \| \cdot \|_E) \), for some \( b \in \mathbb{R} \) large enough. We introduce the new norm

\[
\| f \|_E + \rho \| f \|_E \quad \text{on} \quad E
\]

so that \( \| \cdot \|_E \) is equivalent to \( \| \cdot \|_E + \rho \) for any \( \rho > 0 \). Since \( B - b \) is \( m \)-dissipative in \( (E, \| \cdot \|_E) \), the Lumer-Phillips theorem shows that the operator \( B - b \) generates a semigroup of contractions on \( (E, \| \cdot \|_E) \), and in particular

\[
\forall f \in E, \quad \forall t \geq 0, \quad \| S_{(B-b)}(t)f \|_E + \rho \| S_{(B-b)}(t)f \|_E \leq \| f \|_E + \rho \| f \|_E.
\]
Letting \( \epsilon \) going to zero, we obtain
\[
\forall f \in E, \forall t \geq 0, \quad \|S_B(t)f\|_E \leq e^{t b} \|f\|_E.
\]
Because of the continuous and dense embedding \( E \subset \mathcal{E} \) we deduce that we may extend \( S_B(t) \) from \( E \) to \( \mathcal{E} \) as a family of operators \( S(t) \) which satisfies the same estimate. We easily conclude that \( S(t) \) is a semigroup with generator \( B \), or in other words, \( B \) generates a semigroup \( S_B = S \) on \( \mathcal{E} \).

Finally, since \( \mathcal{L} = A + B \) and \( A \in \mathcal{B}(\mathcal{E}) \), we deduce that \( \mathcal{L} \) generates a semigroup.

**Step 2.** We have from \((A2)-(i)\) that
\[
\forall t \geq 0, \quad \|S_B(t)\|_{\mathcal{E} \to \mathcal{E}} \leq C e^{at}
\]
and we easily deduce (by iteration) that \( T_\ell := (A S_B)^{(\ast \ell)}, \ell \geq 1 \), satisfies
\[
\forall t \geq 0, \forall \ell \geq 1, \quad \|T_\ell(t)\|_{\mathcal{B}(\mathcal{E})} \leq C_\ell t^{\ell-1} e^{at}
\]
for some constants \( C_\ell > 0, \ell \geq 1 \).

Let us define
\[
U_\ell := (-1)^\ell (\text{Id}_E - \Pi_{\mathcal{L}\alpha}) S_B * (A S_B)^{(\ast \ell)}, \quad 0 \leq \ell \leq n - 1.
\]
From \((2.10)\) and \((2.11)\) and the boundedness of \( \Pi_{\mathcal{L}\alpha} \) we get
\[
\forall t \geq 0, \quad \|U_\ell(t)\|_{\mathcal{B}(\mathcal{E})} \leq C_\ell t^\ell e^{at}, \quad 0 \leq \ell \leq n - 1.
\]
By applying standard results on Laplace transform, we have for any \( f \in \mathcal{E} \)
\[
\forall z \in \Delta_a, \quad \int_0^{+\infty} e^{zt} U_\ell(t)f \, dt = (-1)^\ell (\text{Id}_E - \Pi_{\mathcal{L}\alpha}) \mathcal{R}_B(z) (A \mathcal{R}_B(z))^\ell f.
\]
Then the inverse Laplace theorem implies, for \( \ell = 0, \ldots, n - 1 \), that
\[
\forall a' > a, \quad U_\ell(t)f = \frac{(-1)^\ell}{2i\pi} (\text{Id}_E - \Pi_{\mathcal{L}\alpha}) \int_{a' - i\infty}^{a' + i\infty} e^{zt} \mathcal{R}_B(z) (A \mathcal{R}_B(z))^\ell f \, dz
\]
\[
= \lim_{{M \to \infty}} \frac{(-1)^n}{2i\pi} (\text{Id}_E - \Pi_{\mathcal{L}\alpha}) \int_{a' - iM}^{a' + iM} e^{zt} \mathcal{R}_B(z) (A \mathcal{R}_B(z))^\ell f \, dz,
\]
where the integral along the complex line \( \{a' + iy, y \in \mathbb{R}\} \) may not be absolutely convergent, but is defined as the above limit.

Let us now consider the case \( \ell = n \) and define
\[
U_n(t) = (-1)^n (\text{Id}_E - \Pi_{\mathcal{L}\alpha}) \left[ S_L * (A S_B)^{(\ast n)} \right]
= (-1)^n [(\text{Id}_E - \Pi_{\mathcal{L}\alpha}) S_L] * (A S_B)^{(\ast n)}.
\]
Observe that this one-parameter family of operators is well-defined and bounded on \( \mathcal{E} \) since \((A S_B)^{(\ast n)}\) is bounded from \( \mathcal{E} \) to \( E \) by the assumption \((A2)-(iii)\). Moreover for \( f \in \mathcal{E} \) we have
\[
\left\| (A S_B)^{(\ast n)}(t)f \right\|_E \leq C_n t^{n-1} e^{at} \|f\|_E
\]
and since from (A1)

\[ \|(\text{Id}_E - \Pi_{L,a}) S_L(t)g\| \leq C'_a e^{at} \|g\|_E \]

for \( g \in E \) we deduce by convolution that

\[ (2.14) \quad \|U^n(t)f\|_E \leq C''_a e^{at} \|f\|_E \]

(for some constants \( C_a, C'_a, C''_a > 0 \)). Observe finally that

\[ \forall z \in \Delta_a, \quad \int_0^{+\infty} e^{zt} (\text{Id}_E - \Pi_{L,a}) S_L(t) dt = (\text{Id}_E - \Pi_{L,a}) \mathcal{R}_L(z) \]

by classical results of spectral decomposition.

Therefore the inverse Laplace theorem implies that for any \( a' > a \) close enough to \( a \) (so that \( a' < \min\{\Re\xi_1, \ldots, \Re\xi_k\} \)) it holds

\[ \mathcal{U}_n(t)f := \lim_{M \to \infty} \mathcal{U}_{n,M}(t)f \]

with

\[ \mathcal{U}_{n,M}(t)f := \frac{(-1)^n}{2i\pi} (\text{Id}_E - \Pi_{L,a}) \int_{a'-iM}^{a'+iM} e^{zt} \mathcal{R}_L(z) (\mathcal{A} \mathcal{R}_E(z))^n f dz. \]

**Step 3.** Let us prove that the following representation formula holds

\[ (2.15) \quad \forall f \in \mathcal{E}, \forall t \geq 0, \quad S_L(t)f = \sum_{j=1}^k S_{L,\xi_j}(t) f + \sum_{\ell=0}^n U_{\ell}(t)f, \]

where \( S_{L,\xi_j}(t) = S_L(t) \Pi_{L,\xi_j} \) and \( \Pi_{L,\xi_j} \) is the spectral projection as defined in (2.1).

Consider \( f \in D(L) \) and define \( f_t = S_L(t)f \). From (A2) there exists \( b \in \mathbb{R} \) and \( C_b \in (0, \infty) \) so that

\[ (2.16) \quad t \mapsto f_t \in C^1(\mathbb{R}_+; \mathcal{E}) \quad \text{and} \quad \|f_t\|_\mathcal{E} \leq C_b e^{bt} \|f\|_\mathcal{E} \]

and therefore the inverse Laplace theorem implies for \( b' > b \)

\[ (2.17) \quad \forall z \in \Delta_{b'}, \quad \mathcal{R}(z) := \int_0^{+\infty} f_t e^{-zt} dt = -\mathcal{R}_L(z) f \]

is well-defined as an element of \( \mathcal{E} \), and

\[ (2.18) \quad \forall t \geq 0, \quad f_t = \frac{1}{2i\pi} \int_{b'-i\infty}^{b'+i\infty} e^{zt} \mathcal{R}(z) dz := \lim_{M \to \infty} \frac{1}{2i\pi} \int_{b'-iM}^{b'+iM} e^{zt} \mathcal{R}(z) dz. \]

Combining the definition of \( f_t \) together with (2.18) and (2.17) we get

\[ (2.19) \quad -S_L(t)f = \lim_{M \to \infty} \mathcal{I}_{b',M} \]

where

\[ \forall c \in \mathbb{R} \setminus \Re(\Sigma(L)), \quad \mathcal{I}_{c,M} := \frac{1}{2i\pi} \int_{c-iM}^{c+iM} e^{zt} \mathcal{R}_L(z) f dz. \]
Now from \((A2)-(iii)\) we have that \((A \mathcal{R}_{E}(z))^n\) defined as
\[
(A \mathcal{R}_{E}(z))^n = \int_0^\infty e^{zt} T_n(t) \, dt
\]
is holomorphic on \(\Delta_a\) with values in \(\mathcal{B}(\mathcal{E}, E)\). Hence the assumptions \((H1)-(H2)\) of Theorem 2.1 are satisfied. We deduce that
\[
\Sigma(L) \cap \Delta_a = \Sigma(L) \cap \Delta_a
\]
with the same eigenspaces for the discrete eigenvalues \(\xi_1, \ldots, \xi_k\).
Moreover, thanks to \((A1)\) and \((A2)-(i)\) we have
\[
\forall a' > a, \forall \varepsilon > 0, \quad \sup_{z \in K_{a', \varepsilon}} \|\mathcal{R}_L(z)\|_{\mathcal{B}(\mathcal{E})} \leq C_{a', \varepsilon},
\]
with
\[
K_{a', \varepsilon} := \Delta_{a'} \setminus \big( B(\xi_1, \varepsilon) \cup \ldots \cup B(\xi_k, \varepsilon) \big).
\]
As a consequence of the factorization formula \((2.3)\) we get
\[
\forall a' > a, \forall \varepsilon > 0, \quad \sup_{z \in K_{a', \varepsilon}} \|\mathcal{R}_L(z)\|_{\mathcal{B}(\mathcal{E})} \leq C_{a', \varepsilon}.
\]
Thanks to the identity
\[
\forall z \notin \Sigma(L), \quad \mathcal{R}_L(z) = z^{-1} [-\text{Id} + \mathcal{R}_L(z) L]
\]
and the above bound, we have (remember that \(f \in D(L)\))
\[
(2.20) \quad \sup_{z: |\text{Im} z| \geq M, \text{Re} z \geq a'} \|\mathcal{R}_L(z) f\|_{\mathcal{B}(\mathcal{E})} \xrightarrow{M \to \infty} 0.
\]
We then choose \(a' > a\) close enough to \(a\) and \(\varepsilon > 0\) small enough so that
\[
B(\xi_1, \varepsilon) \cup \ldots \cup B(\xi_k, \varepsilon) \subset \Delta_{a'}.
\]
Since \(\mathcal{R}_L\) is a meromorphic function on \(\Delta_a\) with poles \(\xi_1, \ldots, \xi_k\), we compute by the Cauchy theorem on path integral
\[
(2.21) \quad I_{b', M} = I_{a', M} + \sum_{j=1}^k S_{L, \xi_j} f + \varepsilon_1(M)
\]
with
\[
\varepsilon_1(M) = \left[ \frac{1}{2i\pi} \int_{a}^{b'} e^{(x+iy)t} \mathcal{R}_L(x + iy) f \, dx \right]_{y=M}^{y=-M} \xrightarrow{M \to 0} 0
\]
as \(M \to 0\) thanks to \((2.20)\).
On the other hand, because of Theorem 2.1, we may decompose

(2.22) \[ I_{a',M} = \frac{1}{2i\pi} \int_{a' - iM}^{a' + iM} e^{zt} \sum_{\ell=0}^{n-1} (-1)^\ell \mathcal{R}_B(z) (A \mathcal{R}_B(z))^{\ell} f \, dz \]

\[ + \frac{(-1)^n}{2i\pi} \int_{a' - i\infty}^{a' + i\infty} e^{zt} \mathcal{R}_L(z) (A \mathcal{R}_B(z))^n f \, dz. \]

Note that the limit in (2.22) as \( M \) goes to infinity is well defined. Hence (2.19) and (2.22) yields to

\[ S_L(t)f = \sum_{j=1}^{k} S_{L,\xi_j}(t)f + \frac{1}{2i\pi} \int_{a' - i\infty}^{a' + i\infty} e^{zt} \sum_{\ell=0}^{n-1} (-1)^\ell \mathcal{R}_B(z) (A \mathcal{R}_B(z))^{\ell} f \, dz \]

\[ + \frac{(-1)^n}{2i\pi} \int_{a' - i\infty}^{a' + i\infty} e^{zt} \mathcal{R}_L(z) (A \mathcal{R}_B(z))^n f \, dz. \]

But since \[ \sum_{j=1}^{k} S_{L,\xi_j}(t) = \Pi_{L,a} S_L(t) \]

we deduce that the sum of the two last terms in the previous equation belongs to \( R(\text{Id}_E - \Pi_{L,a}) \), and finally we have

\[ S_L(t)f = \sum_{j=1}^{k} S_{L,\xi_j}(t)f \]

\[ + \frac{1}{2i\pi} \int_{a' - i\infty}^{a' + i\infty} e^{zt} \sum_{\ell=0}^{n-1} (-1)^\ell (\text{Id}_E - \Pi_{L,a}) \mathcal{R}_B(z) (A \mathcal{R}_B(z))^{\ell} f \, dz \]

\[ + \frac{(-1)^n}{2i\pi} \int_{a' - i\infty}^{a' + i\infty} e^{zt} (\text{Id}_E - \Pi_{L,a}) \mathcal{R}_L(z) (A \mathcal{R}_B(z))^n f \, dz. \]

As a consequence, we deduce, thanks to the step 2, that

\[ \forall f \in D(L), \, \forall t \geq 0, \quad S_L(t)f = \sum_{j=1}^{k} S_{L,\xi_j}(t)f + \sum_{\ell=0}^{n} U_{\ell}(t)f. \]

Then using the density of \( D(L) \subset E \) we obtain the representation formula (2.15). We have thus established (2.9).

Step 4. Conclusion. We finally obtain the time decay (2.8) by plugging the decay estimates (2.12) and (2.14) into the representation formula (2.15).

Remark 2.15. Let us explain how, in the case where \( E \) is a Hilbert space, the decay estimate on \( U_{\ell}(t) \) can be obtained by reasoning purely at the level of resolvents, thanks to the Plancherel theorem. Let us emphasize that the following argument does not require a Hilbert space structure on the large space \( E \).
Consider \( f \in \text{Dom}(\mathcal{L}) \subset \mathcal{E} \) and \( \phi \in \text{Dom}(L^*) \subset E^* = E \) (\( E^* \) denotes the dual space of \( E \) and \( L^* \) the adjoint operator of \( L \)). Let us estimate

\[
\langle \phi, \mathcal{U}_n(t)f \rangle := -\frac{1}{2i \pi} \lim_{M \to \infty} \int_{a' - iM}^{a' + iM} \frac{e^{zt}}{t} \langle \mathcal{R}_{L^*}(z)\phi, (\mathcal{A} \mathcal{R}_E(z))^n f \rangle \, dz.
\]

Applying the Cauchy-Schwarz inequality, we get

\[
|\langle \phi, \mathcal{U}_n(t)f \rangle| \leq \frac{e^{a't}}{2\pi} \int_{-\infty}^{\infty} \| \mathcal{R}_{L^*}(a' + iy)\phi \|_E \|(\mathcal{A} \mathcal{R}_E(a' + iy))^n f\|_E \, dy
\]

\[
\leq \frac{e^{a't}}{2\pi} \left( \int_{\mathbb{R}} \| \mathcal{R}_{L^*}(a' + iy)\phi \|^2_E \, dy \right)^{1/2} \left( \int_{\mathbb{R}} \|(\mathcal{A} \mathcal{R}_E(a' + iy))^n f\|^2_E \, ds \right)^{1/2}.
\]

For the first term, we make use of (1) the identity

\[
\mathcal{R}_{L^*}(a' + iy) = (\mathcal{I} \mathcal{E} + (a' - b) \mathcal{R}_{L^*}(a' + iy)) \mathcal{R}_{L^*}(b + iy),
\]

and (2) the fact that

\[
\| \mathcal{R}_{L^*}(a' + iy) \|_{\mathcal{B}(E)} = \| \mathcal{R}_{L}(a' + iy) \|_{\mathcal{B}(E)}
\]

is uniformly bounded for \( y \in \mathbb{R} \), and (3) the Plancherel theorem in the Hilbert space \( E \) and (4) the fact that

\[
\| S_{L^*}(t) \|_{\mathcal{B}(E^*)} = \| S_{L}(t) \|_{\mathcal{B}(E)} \leq C_b e^{bt} \text{ for } b > \max(\xi),
\]

and we get

\[
\int_{\mathbb{R}} \| \mathcal{R}_{L^*}(a' + iy)\phi \|^2_E \, ds \leq C_1 \int_{\mathbb{R}} \| \mathcal{R}_{L^*}(b + iy)\phi \|^2_E \, ds
\]

\[
\leq 2\pi C_1 \int_0^{+\infty} \| e^{-bt} e^{L^*} \phi \|^2_E \, dt
\]

\[
\leq 2\pi C_1 \left( \int_0^{+\infty} \| e^{-bt} e^{L^*} \|^2_{\mathcal{B}(E)} \, dt \right) \| \phi \|^2_E
\]

\[
\leq C_2 \| \phi \|^2_E.
\]

As for the second term, we identify the Laplace transform of \( (\mathcal{A} \mathcal{R}_E(z))^n f \) on \( \Delta_a \) as \( T_n(t)f \) arguing as before, and the Plancherel theorem in \( E \) gives

\[
 \int_{\mathbb{R}} \| (\mathcal{A} \mathcal{R}_E)^n(a' + iy) f \|^2_E \, dy = \int_{\mathbb{R}} \| \mathcal{R}(a' + iy) \|^2_E \, dy
\]

\[
= 2\pi \int_0^{+\infty} \| \varphi(t) e^{-at} \|^2_E \, dt
\]

\[
\leq 2\pi \| f \|^2_E \int_0^{+\infty} C_a^2 e^{2(a-a')} \, dt
\]

\[
\leq C_3 \| f \|^2_E.
\]

Putting together these three estimates, we obtain

\[
\forall \phi \in D(L^*), \forall f \in D(\mathcal{L}), \quad |\langle \phi, \mathcal{U}_n(t)f \rangle| \leq e^{a't} (C_1 C_2)^{1/2} \| f \|_E \| \phi \|_{E^*},
\]
so that, from the fact that $D(\mathcal{L})$ is dense in $\mathcal{E}$,

$$\forall f_0 \in \mathcal{E}, \quad \|U_n(t)f\|_\mathcal{E} \leq C_{\mathcal{E} \subset \mathcal{E}} \|U_n(t)f\|_\mathcal{E} \leq C e^{a't} \|f\|_\mathcal{E}$$

where $C_{\mathcal{E} \subset \mathcal{E}}$ is the bound of the continuous embedding from $\mathcal{E}$ to $\mathcal{E}$.

**Remark 2.16.** There is another way to interpret the factorization formula at the level of semigroups. Consider the evolution equation $\partial_t f = \mathcal{L} f$ and introduce the splitting

$$f = \sum_{i=1}^k S_{\mathcal{L}, \xi_i} f_{in} + f^1 + \cdots + f^{n+2},$$

with

$$\begin{cases}
\partial_t f^1 &= B f^1, \quad f^1_{in} = (\text{Id} - \Pi_{L,a}) f_{in}, \\
\partial_t f^\ell &= B f^\ell + A f^{\ell-1}, \quad f^\ell_{in} = 0, \quad 2 \leq \ell \leq n, \\
\partial_t f^{n+1} &= L f^{n+1} + (\text{Id} - \Pi_{L,a}) A f^n, \quad f^{n+1}_{in} = 0, \\
\partial_t f^{n+2} &= L f^{n+2} + \Pi_{L,a} A f^n, \quad f^{n+2}_{in} = 0.
\end{cases}$$

This system of equations on $(f^\ell)_{1 \leq \ell \leq n+2}$ is compatible with the equation satisfied by $f$, and it is possible to estimate the decay in time inductively for $f^\ell$ (for the last equation one uses $f^{n+2} = \Pi_{L,a} f^{n+2} = -\Pi_{L,a} (f^1 + \cdots + f^{n+1})$ and the decay of the previous terms).

We made the choice to present the factorization theory from the viewpoint of the resolvents as it reveals the algebraic structure in a much clearer way, and also is more convenient for obtaining properties of the spectrum and precise controls on the resolvent in the large space.

Let us finally give a lemma which provides a practical criterion for proving assumptions (**A2**)-(iii) in the enlargement theorem 2.13:

**Lemma 2.17.** Let $E, \mathcal{E}$ be two Banach spaces with $E \subset \mathcal{E}$ dense with continuous embedding, and consider $L \in \mathcal{C}(E), \mathcal{L} \in \mathcal{C}(\mathcal{E})$ with $\mathcal{L}|_E = L$ and $a \in \mathbb{R}$.

We assume:

1. **(A3)** there exist some “intermediate spaces” (not necessarily ordered)
   $$E = \mathcal{E}_J, \mathcal{E}_{J-1}, \ldots, \mathcal{E}_2, \mathcal{E}_1 = \mathcal{E}, \quad J \geq 2,$$
   such that, still denoting $B := B|_{\mathcal{E}_J}, A := A|_{\mathcal{E}_J}$,
   1. $(B-a)$ is hypodissipative and $A$ is bounded on $\mathcal{E}_j$ for $1 \leq j \leq J$.
   2. There are some constants $\ell_0 \in \mathbb{N}^*, C \geq 1, K \in \mathbb{R}, \alpha \in [0, 1)$ such that
      $$\forall t \geq 0, \quad \|T_{\ell_0}(t)\|_{\mathcal{B}(\mathcal{E}_j, \mathcal{E}_{j+1})} \leq C \frac{e^{Kt}}{\ell_0^\alpha},$$
      for $1 \leq j \leq J-1$, with the notation $T_{\ell} := (A S_B)(\ell t)$. 

Then for any $a' > a$, there exist some explicit constants $n \in \mathbb{N}$, $C_{a'} \geq 1$ such that
\[
\forall t \geq 0, \quad \|T_n(t)\|_{\mathcal{B}(\mathcal{E}, \mathcal{E})} \leq C_{a'} e^{a't}.
\]

Proof of Lemma 2.17. On the one hand, (i)-(ii) imply for $1 \leq j \leq J - 1$ that
\[
(2.24) \quad \|T_1(t)\|_{\mathcal{B}(\mathcal{E}_j)} \leq C_a e^{at}
\]
and next
\[
(2.25) \quad \|T_{\ell}\|_{\mathcal{B}(\mathcal{E}_j)} \leq C_{a\ell} e^{at}.
\]

On the other hand, for $n = p \ell_0$, $p \in \mathbb{N}^*$, we write
\[
T_n(t) = \left( T_{\ell_0} \cdots T_{\ell_0} \right)(t)
\]
$p$ times
\[
= \int_0^t dt_{p-1} \int_0^{t_{p-1}} dt_{p-2} \ldots \int_0^{t_2} dt_1 T_{\ell_0}(\delta_p) \ldots T_{\ell_0}(\delta_1)
\]
with
\[
\delta_1 = t_1, \quad \delta_2 = t_2 - t_1, \ldots, \delta_{p-1} = t_{p-1} - t_{p-2} \quad \text{and} \quad \delta_p = t - t_{p-1}.
\]

For $p > J$, there exist at least $J - 1$ increments $\delta_{r_1}, \ldots, \delta_{r_{J-1}}$ such that $\delta_{r_j} \leq t/(p - J)$ for any $1 \leq j \leq J - 1$, otherwise there exist $\delta_{q_1}, \ldots, \delta_{q_{p-J}}$ such that $\delta_{q_j} > t/(p - J)$, and
\[
t = \delta_1 + \cdots + \delta_p \geq \delta_{q_1} + \cdots + \delta_{q_{p-J}} > (p - J) \frac{t}{p - J} = t
\]
which is absurd.

Now, using (A3)-(ii) in order to estimate $\|T_\ell(\delta_{r_j})\|_{\mathcal{B}(\mathcal{E}_{r_j+1})}$ and (2.25) in order to bound the other terms $\|T_\ell(\delta_r)\|_{\mathcal{B}(\mathcal{E}_r)}$ in the appropriate space, we have with $\mathcal{D} := \{r_1, \ldots, r_{J-1}\}$,
\[
\|T_n(t)\|_{\mathcal{B}(\mathcal{E}, \mathcal{E})} \leq \int_0^t dt_{p-1} \int_0^{t_{p-1}} dt_{p-2} \ldots \int_0^{t_2} dt_1 \prod_{r \notin \mathcal{D}} C_a \delta_r e^{a\delta_r} \prod_{q \in \mathcal{D}} C \frac{e^{K\delta_q}}{\delta_q}
\]
\[
\leq (C_a t)^{p-J} C J e^{at} e^{K \frac{J t}{p - J}} \int_0^t dt_{p-1} \int_0^{t_{p-1}} dt_{p-2} \ldots \int_0^{t_2} dt_1 \prod_{j=1}^{J-1} \frac{1}{\delta_{r_j}}
\]
\[
\leq C' e^{(a + KJ/(p - J))t} \int_0^1 du_{p-1} \int_0^{u_{p-1}} du_{p-2} \ldots \int_0^{u_2} du_1 \prod_{j=1}^{p-1} \frac{1}{(u_{j+1} - u_j)\alpha},
\]
with the convention $u_p = 1$. Since the last integral is finite for any $p \in \mathbb{N}$, we easily conclude by just taking $p$ (and then $n$) large enough so that $a + KJ/(p - J) < a'$.
\[
\square
\]
Consider the Fokker-Planck equation
\begin{equation}
\partial_t f = Lf := \nabla_v \cdot (\nabla_v f + Ff), \quad f_0(\cdot) = f_{\in}(\cdot),
\end{equation}
on the density \( f = f_t(v) \), \( t \geq 0, v \in \mathbb{R}^d \) and where the (exterior) force field \( F = F(v) \in \mathbb{R}^d \) takes the form
\begin{equation}
F = \nabla_v \phi + U,
\end{equation}
with confinement potential \( \phi : \mathbb{R}^d \to \mathbb{R} \) of class \( C^2 \) and non gradient force field perturbation \( U : \mathbb{R}^d \to \mathbb{R}^d \) of class \( C^1 \) so that
\begin{equation}
\forall v \in \mathbb{R}^d, \quad \nabla_v \cdot (U(v) e^{-\phi(v)}) = 0.
\end{equation}
It is then clear that a stationary solution is
\begin{equation}
\mu(v) := e^{-\phi(v)}.
\end{equation}

In order for \( \mu \) to be the global equilibrium we make the following additional classical assumptions on the \( \phi \) and \( U \):

\textbf{(FP1)} The Borel measure associated to the function \( \mu \) and denoted in the same way, \( \mu(dv) := e^{-\phi(v)} \, dv \), is a probability measure and the function \( \phi \) is \( C^2 \) and satisfies one of the two following large velocity asymptotic conditions
\begin{equation}
\liminf_{|v| \to \infty} \left( \frac{v}{|v|} \cdot \nabla_v \phi(v) \right) > 0
\end{equation}
or
\begin{equation}
\exists \nu \in (0,1) \liminf_{|v| \to \infty} \left( \nu \left| \nabla_v \phi \right|^2 - \Delta_v \phi \right) > 0
\end{equation}
while the force field \( U \) satisfies the growth condition
\begin{equation}
\forall v \in \mathbb{R}^d, \quad |U(v)| \leq C (1 + |\nabla_v \phi(v)|).
\end{equation}

It is crucial to observe that \textbf{(FP1)} implies that the measure \( \mu \) satisfies the Poincaré inequality
\begin{equation}
\int_{\mathbb{R}^d} \left| \nabla_v \left( \frac{F}{\mu} \right) \right|^2 \mu(dv) \geq 2 \lambda_P \int_{\mathbb{R}^d} f^2 \mu^{-1}(dv) \quad \text{for} \quad \int_{\mathbb{R}^d} f \, dv = 0,
\end{equation}
for some constant \( \lambda_P > 0 \). We refer to the recent paper [11] for an introduction to this important subject as well as to the references therein for further developments. Actually the above hypothesis \textbf{(FP1)} could be replaced by assuming directly that \textbf{(3.6)} holds. However, the conditions \textbf{(3.4)} and \textbf{(3.5)} are more concrete and yield criterion that can be checked for a given potential.

The fundamental example of a suitable confinement potential \( \phi \in C^2(\mathbb{R}^d) \) which satisfies our assumptions is when
\begin{equation}
\phi(v) \approx \alpha |v|^\gamma \quad \text{and} \quad \nabla \phi(v) \approx \alpha \gamma v |v|^{\gamma-2} \quad \text{as} \quad |v| \to +\infty
\end{equation}
for some constants $\alpha > 0$ and $\gamma \geq 1$. For instance, the harmonic potential $\phi(v) = |v|^2/2 - (d/2) \ln(2\pi)$ corresponds to the normalised Maxwellian equilibrium $\mu(v) = (2\pi)^{-d/2} \exp(-|v|^2/2)$.

3.1. **The Fokker-Planck equation: model and results.** For some given Borel weight function $m = m(v) > 0$ on $\mathbb{R}^d$, let us define $L^p(m)$, $1 \leq p \leq 2$, as the Lebesgue space associated to the norm

$$\|f\|_{L^p(m)} := \|f \, m\|_{L^p} = \left( \int_{\mathbb{R}^d} f^p(v) \, m(v)^p \, dv \right)^{1/p}.$$

For any given positive weight, we define the *defect weight function*

$$\psi_{m,p} := (p-1) \frac{|\nabla m|^2}{m^2} + \frac{\Delta m}{m} + \left(1 - \frac{1}{p}\right) \langle \nabla F \rangle.$$

Observe that $\psi_{\mu^{-1/2},2} = 0$: $\psi_{m,p}$ quantifies some error to this reference case.

Let us enounce two more assumptions:

**(FP2)** The weight $m$ satisfies $L^2(\mu^{-1/2}) \subset L^p(m)$ (recall $p \in [1,2]$) and the condition

$$\limsup_{|v| \to \infty} \psi_{m,p} = a_{m,p} < 0.$$

**(FP3)** There exists a positive Borel weight $m_0$ such that $L^2(\mu^{-1/2}) \subset L^q(m_0)$ for any $q \in [1,2]$ and there exists $b \in \mathbb{R}$ so that

$$\sup_{q \in [1,2], v \in \mathbb{R}^d} \psi_{m_0,q} \leq b,$$

$$\sup_{x \in \mathbb{R}^d} \left( \frac{\Delta m_0}{m_0} - \frac{|\nabla m_0|^2}{m_0^2} \right) \leq b.$$

The typical weights $m$ satisfying these assumptions are $m(v) \approx e^{\kappa \phi}$ with $\kappa \in [0,1/2]$, $m(v) = e^{\kappa |v|^\beta}$ with $\beta \in [0,1]$ and $\kappa > 0$ appropriately chosen, or $m(v) \approx \langle v \rangle^\kappa$, at large velocities.

Here is our main result on the Fokker-Planck equation.

**Theorem 3.1.** Assume that $F$ satisfies (FP1) and consider a $C^2$ weight function $m > 0$ and an exponent $p \in [1,2]$ so that (FP2) holds if $p = 2$ and (FP2)-(FP3) holds if $p \in [1,2]$.

Then for any initial datum $f_{in} \in L^p(m)$, the associated solution $f_t$ to (3.1) satisfies the following decay estimate

$$\forall t \geq 0, \quad \|f_t - \mu \langle f_{in} \rangle\|_{L^p(m)} \leq C e^{-\lambda_{m,p} t} \|f_{in} - \mu \langle f_{in} \rangle\|_{L^p(m)},$$

with $\lambda_{m,p} := \lambda_p$ if $\lambda_p < |a_{m,p}|$, and $\lambda_{m,p} < |a_{m,p}|$ as close as wanted to $|a_{m,p}|$ else, and where we use the notation

$$\langle f_{in} \rangle := \int_{\mathbb{R}^d} f_{in} \, dv.$$
Remarks 3.2.  

(1) Note that this statement implies in particular that the spectrum of $L$ in $L^p(m)$ satisfies for $a$ as above:

$$\Sigma(L) \subset \{ z \in \mathbb{C} \mid \Re(e(z)) \leq a \} \cup \{0\},$$

and that the null space of $L$ is exactly $\mathbb{R}^\mu$.  

(2) When $m = \tilde{m}(\phi)$ and $\text{div } U = U \cdot \nabla \phi = 0$, an alternative choice for the defect weight function associated to the weight $m$ and $p \in [1,2]$ could be $\psi_{m,p} = \psi_{m,p}^1 + \psi_{m,p}^2$ with

$$\psi_{m,p}^1 = \frac{1}{p} \frac{m^2}{m^2 - 4} \nabla_v \cdot \left[ \mu \left( \frac{1}{m^2 - 4} \right) \right],$$

$$\psi_{m,p}^2 = \left( \frac{p - 1}{p} \right) \frac{m^2}{m^2 - 4} \nabla_v \cdot \left( \mu \left( \frac{1}{m^2 - 4} \right) \right).$$

Notice that again $\psi_{\mu^{-1/2},2} = 0$. The first part $\psi_{m,p}^1$ is related to the change in the Lebesgue exponent from 2 to $p$, and the second part $\psi_{m,p}^2$ is related to the change of weight from $\mu^{-1/2}$ to $m$.  

(3) Concerning the weight function $m$, other technical assumptions could have been chosen for the function $m(v)$, however the formulation (FP2)-(FP3) seems to us the most natural one since it is based on the comparison of the Fokker-Planck operators for two different force field. In the case $U = 0$, $p = 2$ and $m = e^{\phi/2}$ the condition (FP2) is nothing but the classical condition (3.5) with $\nu = 1/2$. In any case, the core idea in the decomposition is that a coercive $B$ in $E$ is obtained by a negative local perturbation of the whole operator.  

(4) By mollification the $C^2$ smoothness assumption of $m$ could be relaxed: if $m(v)$ is not smooth but $\tilde{m}(v)$ is smooth, satisfies (FP2)-(FP3) and is such that $c_1 m(v) < \tilde{m}(v) \leq c_2 m(v)$, then it holds

$$\|f_t - \mu\|_E \leq C \|f_t - \mu\|_{L^p(\tilde{m})} \leq C' e^{-\lambda t} \|f_{\text{in}} - \mu\|_{L^p(\tilde{m})} \leq C'' e^{-\lambda t} \|f_{\text{in}} - \mu\|_E.$$

(5) It is easy to extend the well-posedness of the Fokker-Planck equation to measure solutions, and using the case $p = 1$ in the previous theorem (under appropriate assumptions on the weight) we deduce the following decay estimate

$$\forall t \geq 0, \quad \|f_t - \mu\|_{L^p(m^{-1})} \leq C e^{-\lambda m^{-1} \frac{t}{m^{-1}}} \|f_{\text{in}} - \mu\|_{L^p(m^{-1})} \leq \|f_{\text{in}} - \mu\|_{M^1(m^{-1})}$$

where $M^1(m^{-1})$ denotes the weighted space of measures with finite mass.

For concrete applications, for $\phi$ satisfying the power-law asymptotic condition (3.7), we have the following decay rates depending on the weight $m$ and the exponent $\gamma$ in (3.7):

**Proposition 3.3.** Assume that $\phi$ satisfies (3.7) with exponent $\gamma \geq 1$, then:
(W1) **Exponential energy weight.** For all $\gamma \geq 1$, the weight $m = e^{\kappa \phi}$ is allowed, where $\kappa$ satisfies $\kappa \in (0,1/2]$ when $p = 2$ and $\kappa \in (0,1/2)$ when $p \in [1,2)$.

Moreover, in these spaces the estimate we obtain on the exponential decay rate is the optimal Poincaré constant

$$\lambda_{m,p} := \lambda_P \quad \text{when} \quad \gamma > 1$$

while in the critical case $\gamma = 1$ it is given by $\lambda_{m,p} = \lambda_P$ when $\lambda_P < \kappa (1-p\kappa)$, and by any $0 < \lambda_{m,p} < \kappa (1-p\kappa)$ else (which degenerates to zero as $\kappa \to 0$). The constant in front of the exponentially decaying term in (3.9) blows-up as $\lambda_{m,p} \to \kappa (1-p\kappa)$ in the last case.

(W2) **Stretched exponential weight.** For all $\gamma > 1$, the weight $m = e^{\kappa |v|^\beta}$ is allowed for any $\kappa > 0$, $p \in [1,2]$ and $2 - \gamma \leq \beta < \gamma$.

Moreover, in these spaces the estimate we obtain on the exponential decay rate is the optimal Poincaré constant

$$\lambda_{m,p} := \lambda_P \quad \text{when} \quad \gamma + \beta > 2,$$

while in the critical case $\beta = 2 - \gamma$ it is given by $\lambda_{m,p} = \lambda_P$ if $\lambda_P < \kappa \beta \gamma$, and by any $0 < \lambda_{m,p} < \kappa \beta \gamma$ else (which degenerates to zero as $\kappa \to 0$). The constant in front of the exponentially decaying term in (3.9) blows-up as $\lambda_{m,p} \to \kappa \beta \gamma$ in the last case.

(W3) **Polynomial weight.** For all $\gamma \geq 2$, the weight $m = \langle v \rangle^k$ is allowed for the Lebesgue exponent $p \in [1,2]$ under the condition

$$(\gamma - 2 + d) \left( 1 - \frac{1}{p} \right) < k.$$ (3.10)

Moreover, in these spaces the estimate we obtain on the exponential decay rate is the optimal Poincaré constant

$$\lambda_{m,p} := \lambda_P \quad \text{when} \quad \gamma > 2,$$

while in the critical case $\gamma = 2$ it is given by $\lambda_{m,p} = \lambda_P$ if $\lambda_P < 2k - 2d(1-1/p)$, and by any $0 < \lambda_{m,p} < \lambda_P$ else (which degenerates to zero as $\kappa \to 0$). The constant in front of the exponentially decaying term in (3.9) blows-up as $\lambda_{m,p} \to 2k - 2d(1-1/p)$ in the last case.

Remarks 3.4. (1) Observe how the polynomial weights are sensitive to the Lebesgue exponent $p$ in the condition (3.10). We believe the restriction on the polynomial weight (depending on $p$, $\gamma$ and $d$) to be optimal. Accordingly we expect that in the case $\gamma = 2$ the optimal value of the spectral gap is given by

$$\lambda_{m,2} := \max \left\{ \lambda_P; 2k - 2d \left( 1 - \frac{1}{p} \right) \right\}.$$
This is still an open question that needs to be proven, or disproven. However we can give a partial positive answer: for potentials $\phi$ satisfying (3.7) with $\gamma = 2$, and polynomial weights $m = \langle v \rangle^k$, then the constant $\lambda_{m,2} = 2k - d$, $k > d/2$, coincides with the value of the spectral gap explicitly computed by Gallay and Wayne in [40, Appendix A].

(2) Observe furthermore that in the case of a polynomial weight we require the confinement potential to be quadratic or over-quadratic. This is reminiscent of the logarithmic Sobolev inequality, however this is strictly weaker than asking the confinement potential to satisfy the logarithmic Sobolev inequality. It is an open question to know whether a spectral gap still exists when the potential is subquadratic ($\gamma \in [1, 2)$) and the weight is polynomial.

(3) When $\gamma \geq 2$, $p = 1$ and the weight is polynomial any $k > 0$ is allowed, which means that it almost includes $L^1$ without weight. We expect that in the limit case $L^1$ there is no spectral gap and the continuous spectrum touches zero in the complex plane.

(4) Another strategy for proving the decay of the semigroup could have been the use of interpolation between the exponential relaxation in $E$ together and a uniform bound in $L^1$ (provided by mass conservation and preservation of non-negativity). However, first, it would not recover optimal rates of decay, and second, most importantly, it would not apply to semigroups which do not preserve non-negativity (and consequently do not preserve the $L^1$ norm), such as those obtained by linearization of a bilinear operator that we consider see later in this paper.

We give a simple application of our main result, related to the remark (2) above.

**Corollary 3.5.** Assume that $\phi$ satisfies (3.7) with exponent $\gamma \in [1, 2)$. Then for any $k > 0$, there exists $C = C(k, \gamma, d) \in (0, \infty)$ such that for any initial datum $f_{in} \in L^1(\langle v \rangle^k)$, the solution to the initial value problem (3.1)-(3.2) satisfies the decay estimate

$$\forall t \geq 0, \quad \| f_t - \mu \langle f_{in} \rangle \|_{L^1} \leq C t^{-\frac{k}{2-\gamma}} \| f_{in} - \mu \langle f_{in} \rangle \|_{L^1(\langle v \rangle^k)}.$$

**Remark 3.6.** A similar result has been proved in [90, Theorem 3] under the additional and fundamental assumptions that $f_{in}$ is non negative and has finite energy and entropy. Moreover the decay rate obtained in [90] was only of order $t^{-(k-2)/(2(2-\gamma))}$ and remains valid for $\gamma \in (0, 1)$.

### 3.2. Proof of the main results.

The proof of Theorem 3.1 is based on the combination of the spectral gap in the space $L^2(\mu^{-1/2})$ given by Poincaré’s inequality together with the extension to functional spaces of the form $L^p(m)$, by applying Theorem 2.13.
Before going into the proof of Theorem 3.1, let us remark that most of the interesting external forces and weights do satisfy our assumptions, as detailed below.

**Lemma 3.7.** When \( \phi \) satisfies (3.7) and \( U \equiv 0 \), conditions (FP1)-(FP2)-(FP3) are met under conditions (W1), (W2) and (W3) in the statement of Proposition 3.3.

**Proof of Lemma 3.7.** For the sake of simplicity we assume \( \phi(v) = |v|^{\gamma} \), \( \gamma > 0 \), for \( |v| \) large enough, and we show that the large velocity behavior properties in (FP1)-(FP2)-(FP3) hold under the suitable conditions. The proof in the general case (3.7) is exactly similar.

First we compute for large velocities

\[
\nabla \phi = \gamma v |v|^{\gamma-2}, \quad \text{div } F = \Delta \phi = \gamma (d + \gamma - 2) |v|^{\gamma-2},
\]

and we observe that both conditions (3.4) and (3.5) (for any \( \nu \in (0,1) \)) are satisfied when \( \gamma \geq 1 \), so that condition (FP1) holds.

**Step 1. Exponential weight.** We consider \( m := \exp(\kappa |v|^\beta) \), \( \kappa, \beta > 0 \), and we compute for large velocities

\[
\nabla m = \kappa \beta v |v|^{\beta-2} m, \quad \Delta m = \kappa \beta (\beta - 1) |v|^{\beta-2} m + \kappa^2 \beta^2 |v|^{2\beta-2} m.
\]

We observe that in that case

\[
\psi_{m,p} \approx (p-1) \frac{|\nabla m|^2}{m^2} + \frac{\Delta m}{m} - \nabla \phi \cdot \frac{\nabla m}{m}
\]

\[
\approx (p-1) \kappa^2 \beta^2 |v|^{2\beta-2} + \kappa^2 \beta^2 |v|^{2\beta-2} - \kappa \beta |v|^\beta |v|^{\gamma-2}
\]

\[
\approx p \kappa^2 \beta^2 |v|^{2\beta-2} - \kappa \beta |v|^\beta |v|^{\gamma-2}
\]

since the third term is always smaller that the fourth term when \( \beta > 0 \) and using the asymptotic estimates. The condition \( 2 - \gamma \leq \beta \) comes from (and is equivalent to) the fact that the last term does not vanish in the large velocity asymptotic and the condition \( \beta \leq \gamma \) comes from (and is equivalent to) the fact that the last term is not negligible with respect to the first term in the large velocity asymptotic.

When \( \beta = \gamma \), we find

\[
\psi_{m,p} \approx \kappa^2 \gamma^2 (p\kappa - 1) |v|^{2\gamma-2},
\]

from which we get the condition \( p\kappa < 1 \), and we conclude to \( a_{m,p} = -\infty \) when \( \gamma > 1 \) while \( a_{m,p} = \kappa (p\kappa - 1) \) when \( \gamma = 1 \). However in order to have \( L^2(\mu^{-1/2}) \subset L^p(m) \), we find the additional condition \( \kappa \in (0,1/2) \).

When \( \beta < \gamma \), we find

\[
\psi_{m,p} \approx -\kappa \beta |v|^\beta |v|^{\gamma-2},
\]

so that \( a_{m,p} = -\infty \) when \( \beta > \gamma - 2 \) and \( a_{m,p} = -(\kappa \beta \gamma) \) when \( \beta = \gamma - 2 \).

Finally, condition (FP3) is always satisfied for \( \gamma \geq 1 \) with \( m_0 := e^{\kappa \phi} \), \( \kappa \in (0,1/2) \).
Step 2. Polynomial weight. We consider $m := \langle v \rangle^k$, $k > 0$, and we compute for large velocities

\[
\begin{cases}
\nabla m = k v \langle v \rangle^{k-2}, & \Delta m \approx k (d + k - 2) \langle v \rangle^{k-2}, \\
\nabla \phi = \gamma v \langle v \rangle^{\gamma-2}, & \Delta \phi \approx \gamma (d + \gamma - 2) \langle v \rangle^{\gamma-2}.
\end{cases}
\]

It holds

\[
\psi_{m,p} \approx \left( 1 - \frac{1}{p} \right) \Delta \phi - \nabla \phi \cdot \nabla m \approx \left( 1 - \frac{1}{p} \right) \gamma (d + \gamma - 2) \langle v \rangle^{\gamma-2} - \gamma k \langle v \rangle^{\gamma-2},
\]

since the first and second terms are negligible as soon as $\gamma > -1$. We assume $\gamma \geq 2$ so that the limit is non-zero. We easily deduce the condition (3.10) and $a_{m,p} = -\infty$ when furthermore $\gamma > 2$ while $a_{m,p} = 2d (1 - 1/p) - 2k$ when $\gamma = 2$.

Lemma 3.8. Under the assumptions (FP1)-(FP2), there exists $M, R$ such that

$$
\mathcal{B} := \mathcal{L} - \mathcal{A}, \quad A f := M \chi_R f
$$

satisfies the dissipativity estimate

\[
(3.12) \quad \forall t \geq 0, \quad \|S_B(t)f\|_{L^p(m)} \leq e^{-\lambda_{m,p} t} \|f\|_{L^p(m)}.
\]

Proof of Lemma 3.8. We calculate

\[
\int_{\mathbb{R}^d} (\mathcal{L} f) |f|^{p-2} f m^p \, dv
\]

\[
= \int_{\mathbb{R}^d} (\Delta f) |f|^{p-2} f m^p \, dv + \int_{\mathbb{R}^d} \text{div} (F f) |f|^{p-2} f m^p \, dv =: T_1 + T_2.
\]

For the first term $T_1$, we compute

\[
T_1 = -\int_{\mathbb{R}^d} \nabla (|f|^{p-2} f m^p) \cdot \nabla f \, dv
\]

\[
= -\int_{\mathbb{R}^d} \left[ \nabla (|f|^{p-2} f) \cdot \nabla f m^p + p |f|^{p-2} f m^{p-1} \nabla f \cdot \nabla m \right] \, dv
\]

\[
= -(p - 1) \int_{\mathbb{R}^d} |\nabla f|^2 f^{p-2} m^p \, dv + \int_{\mathbb{R}^d} |f|^p \text{div} (m^{p-1} \nabla m) \, dv
\]

thanks to two integrations by parts. For the second term, we write

\[
T_2 = \int_{\mathbb{R}^d} \text{div} F |f|^p m^p \, dv + \int_{\mathbb{R}^d} (F \cdot \nabla f) |f|^{p-2} f m^p \, dv
\]

\[
= \int_{\mathbb{R}^d} \text{div} F |f|^p m^p \, dv - \frac{1}{p} \int_{\mathbb{R}^d} |f|^p \text{div} (F m^p) \, dv
\]
by integration by parts again. All together, we obtain the following identity and estimate
\[
\int_{\mathbb{R}^d} (L f) |f|^{p-2} f m^p \, dv = (1 - p) \int_{\mathbb{R}^d} |\nabla f|^2 f^{p-2} m^p \, dv + \int_{\mathbb{R}^d} |f|^p m^p \psi_{m,p} \, dv \\
\leq \int_{\mathbb{R}^d} |f|^p m^p \psi_{m,p} \, dv.
\]
From \((FP2)\), for any \(a > a_{m,p}\), we may find \(M\) and \(R\) large enough so that
\[
\forall v \in \mathbb{R}^d, \quad \psi_{m,p} - M \chi_R \leq a.
\]
As a consequence, we deduce
\[
\int_{\mathbb{R}^d} (B f) |f|^{p-2} f m^p \, dv \leq a \int_{\mathbb{R}^d} |f|^p m^p \, dv,
\]
from which \((3.12)\) immediately follows. □

We now shall prove a lemma about the regularization properties of the Fokker-Planck equation. It is related to the notion of ultracontractivity and is well-known; we include a sketch of its proof for clarity and in order to make the constants explicit.

**Lemma 3.9.** Under the assumptions \((FP3)\), there are \(b, C > 0\) such that for any \(p, q\) with \(1 \leq p \leq q \leq 2\), we have
\[
(3.13) \quad \forall t \geq 0, \quad \|S_B(t)f\|_{L^q(m_0)} \leq C e^{2bt} t^{-\frac{d}{2} \left(\frac{1}{p} - \frac{1}{q}\right)} \|f\|_{L^p(m_0)}.
\]

As a consequence, under the assumptions \((FP2)-(FP3)\), there are \(b, C > 0\) such that for any \(p, q\) with \(1 \leq p \leq q \leq 2\), we have
\[
(3.14) \quad \forall t \geq 0, \quad \|T_\ell(t)f\|_{L^q(m)} \leq C e^{2bt} t^{-\frac{d}{2} \left(\frac{1}{p} - \frac{1}{q}\right)} \|f\|_{L^p(m)}
\]
with \(\ell = 1\) when \(L^p(m) \subset L^p(m_0)\) and with \(\ell = 2\) in the general case.

**Proof of Lemma 3.14.** From condition \((FP3)\) on \(\psi_{m_0,p}\), by arguing as in the proof of Lemma 3.8 we obtain for any \(p \in [1, 2]\)
\[
(3.15) \quad \forall t \geq 0, \quad \|S_B(t)f\|_{L^p(m_0)} \leq C_{pp} \|f\|_{L^p(m_0)}, \quad C_{pp} := e^{bt}.
\]

In order to establish the gain of integrability estimate we have to use the non positive term involving the gradient in a sharper way, i.e. not merely the fact that it is non-positive. It is enough to do that in the simplest case when \(p = 2\). Let us consider a solution \(f_t\) to the equation
\[
\partial_t f_t = B f_t, \quad f_0 \in L^2(m_0).
\]
From the computation made in the proof of Lemma 3.8, we have
\[
\frac{d}{dt} \int_{\mathbb{R}^d} \frac{f_t^2}{2} m_0^2 \, dv = - \int_{\mathbb{R}^d} |\nabla f_t|^2 m_0^2 \, dv + \int_{\mathbb{R}^d} f_t^2 \left\{ \psi_{m_0, 2} - M \chi_R \right\} m_0^2 \, dv
\]
\[
= - \int_{\mathbb{R}^d} |\nabla (f_t m_0)|^2 \, dv + \int_{\mathbb{R}^d} f_t^2 \left\{ \psi_{m_0, 2} - \frac{\nabla m_0}{m_0^2} + \Delta m_0 \right\} m_0^2 \, dv
\]
\[
\leq - \int_{\mathbb{R}^d} |\nabla (f_t m_0)|^2 \, dv + 2 \int_{\mathbb{R}^d} f_t^2 m_0^2 \, dv.
\]

Using Nash’s inequality ([60, Chapter 8])
\[
\left( \int_{\mathbb{R}^d} g^2 \, dv \right) \leq K_d \left( \int_{\mathbb{R}^d} |\nabla g|^2 \, dv \right)^{\frac{d}{2}} \left( \int_{\mathbb{R}^d} |g| \, dv \right)^{\frac{4}{d}}
\]
(for some constant $K_d > 0$ depending on the dimension) applied to $g = f_t m_0$, we get
\[
\frac{d}{dt} \int_{\mathbb{R}^d} \frac{f_t^2}{2} m_0^2 \, dv
\]
\[
\leq - K_d^{-1} \left( \int_{\mathbb{R}^d} |f_t| m_0 \, dv \right)^{\frac{2}{d}} \left( \int_{\mathbb{R}^d} |f_t|^2 m_0^2 \, dv \right)^{\frac{d+2}{d}} + 2b \int_{\mathbb{R}^d} f_t^2 m_0^2 \, dv.
\]

We then introduce the notation
\[
X(t) := \|f_t\|_{L^2(m_0)}^2, \quad Y(t) := \|f_t\|_{L^1(m_0)}.
\]
Since $Y_t \leq C Y_0$ for $t \in [0, 1]$ by the previous step, we end up with the differential inequality
\[
(3.16) \quad \forall 0 \leq t \leq 1, \quad X'(t) \leq -2 K Y_0^{-4/d} X(t)^{1+\frac{2}{d}} + 2b X(t),
\]
with $K \in (0, \infty)$. On the one hand, if
\[
X_0 > \left( \frac{2b}{K} \right)^{d/2} Y_0^2
\]
we define
\[
\tau := \sup \left\{ t \in [0, 1] \mid \forall s \in [0, t], \ X(s) \geq \left( \frac{2b}{K} \right)^{d/2} \right\} \in (0, 1],
\]
and the previous differential inequality implies
\[
\forall t \in (0, \tau), \quad X'(t) \leq - K Y_0^{-4/d} X(t)^{1+\frac{2}{d}},
\]
which in turns implies
\[
(3.17) \quad \forall t \in (0, \tau), \quad X(t) \leq \left( \frac{2 K Y_0^{-4/d} t}{d} \right)^{-d/2}.
\]
On the other hand, when \( \tau < 1 \) (so that \( X(\tau) = (2b/K)^{d/2} Y_0^2 \)), which includes the case \( \tau = 0 \) and \( X_0 \leq (2b/K)^{d/2} Y_0^2 \), we simply drop the negative part in the right hand side of (3.16) and get

\[
(3.18) \quad \forall t \in (\tau, 1], \quad X(t) \leq e^{(t-\tau)2b} \left( \frac{2b}{K} \right)^{d/2} Y_0^2.
\]

Gathering (3.17) and (3.18), we obtain

\[
(3.19) \quad \forall t \in [0, 1], \quad X(t)^{1/2} \leq C_t^{-d/4} e^{2bt} Y_0.
\]

Putting together (3.19) and the estimate (3.15) with \( p = 2 \) for the later times \( t \geq 1 \) we conclude that

\[
\forall t \geq 0, \quad \| S(t) f \|_{L^2(m_0)} \leq C_{12} \| f \|_{L^1(m_0)}, \quad C_{12} := C e^{2bt t^{-d/4}}.
\]

Using twice the Riesz-Thorin interpolation theorem on the operator \( S(t) \) which acts in the spaces \( L^1 \rightarrow L^1, L^2 \rightarrow L^2 \) and \( L^1 \rightarrow L^2 \), we obtain

\[
\| S(t) f \|_{L^q(m_0)} \leq C_{qp} \| f \|_{L^p(m_0)}, \quad C_{qp} := C_{22}^{2-2/p} C_{11}^{2/q-1} C_{12}^{2/p-2/q},
\]

for any \( 1 \leq p \leq q \leq 2 \), which concludes the proof of (3.13). \( \square \)

**Proof of Theorem 3.1.** Let us proceed step by step.

**Step 1. The \( L^2 \) case for energy weight.** Let us first review the spectral gap properties of the Fokker-Planck equation in the space \( L^2(\mu^{1/2}) \). On the one hand, performing one integration by parts, we have

\[
\int_{\mathbb{R}^d} \text{div} (U f) \mu^{-1} f \, dv = \int_{\mathbb{R}^d} \text{div} (U \mu) (\mu^{-1} f)^2 \, dv \quad + \quad \frac{1}{2} \int_{\mathbb{R}^d} U \mu \cdot \nabla (\mu^{-1} f)^2 \, dv
\]

\[= \quad \frac{1}{2} \int_{\mathbb{R}^d} \text{div} (U \mu) (\mu^{-1} f)^2 \, dv = 0.
\]

It is then immediate to check thanks to the Poincaré inequality (3.6) that

\[
2 \Re \left( L f, \bar{f} \right) \quad := \quad \int_{\mathbb{R}^d} L f \bar{f} \mu^{-1} \, (dv) + \int_{\mathbb{R}^d} L \bar{f} f \mu^{-1} \, (dv)
\]

\[= \quad -2 \int_{\mathbb{R}^d} \left| \nabla v \left( \frac{f}{\mu} \right) \right|^2 \mu (dv)
\]

\[\leq \quad -2 \lambda_F \int_{\mathbb{R}^d} \bar{f} f \mu^{-1} \, dv
\]

when \( \langle f \rangle = 0 \). For any \( f_m \in L^2(\mu^{-1/2}) \) such that \( \langle f_m \rangle = 0 \) and then \( \langle f_t \rangle = 0 \) for any \( t \geq 0 \), we deduce that the solution \( f_t \) to the Fokker-Planck equation satisfies

\[
\frac{d}{dt} \| f_t \|_{L^2(\mu^{-1/2})} \leq -\lambda_F \| f_t \|_{L^2(\mu^{-1/2})}
\]

from which we obtain estimate (3.9) in the case of the small space \( E := L^2(\mu^{-1/2}) \).
Step 2. The $L^2$ case with general weight. Let us write $\mathcal{E} = L^2(m)$ with $m$ satisfying (FP2) and $E = L^2(\mu^{-1/2})$, and denote by $\mathcal{L}$ and $L$ the Fokker-Planck when considered respectively in $\mathcal{E}$ and $E$.

We split the operator as $\mathcal{L} = \mathcal{A} + \mathcal{B}$ with

$$Af := M\chi_R f \quad \text{and} \quad Bf := \text{div} (\nabla f + F f) - M\chi_R f.$$ 

We then have $\mathcal{A} \in \mathcal{B}(\mathcal{E}, E)$ and, thanks to Lemma 3.3, we know that $B - a$ is dissipative for any fixed $a > a_{m,2}$. We can therefore apply Theorem 2.13 with $n = 1$ which yields the conclusion.

Step 3. The $L^p$ case, $p \in [1, 2]$. With the same splitting we have $\mathcal{A} \in \mathcal{B}(\mathcal{E})$ as well as $T_2(t)$ satisfies condition (iii) in Lemma 2.17 thanks to lemma 3.14. We can conclude by applying Theorem 2.13 with $n = 2$. □

Proof of Corollary 3.3. We proceed along the line of the proof of [90, Theorem 3]. Without loss of generality, we may assume that $\langle f_{in} \rangle = 0$. For any $R > 0$, we split the initial datum as

$$
\begin{align*}
&f_{in} := f_{in}^1 + f_{in}^2 \\
&f_{in}^1 := f_{in} 1_{|v| \leq R} - \langle f_{in} 1_{|v| \leq R} \rangle \\
&f_{in}^2 := f_{in} 1_{|v| \geq R} - \langle f_{in} 1_{|v| \geq R} \rangle
\end{align*}
$$

and we denote by $f_{in}^1$ and $f_{in}^2$ the two solutions of the Fokker-Planck equation respectively associated with the initial data $f_{in}^1$ and $f_{in}^2$. Since $f_{in}^1 \in L^1(|v|^{2-\gamma})$ and satisfies $\langle f_{in}^1 \rangle = 0$, we may apply Theorem 3.1 and we get

$$
\| f_{in}^1 \|_{L^1(|v|^{2-\gamma})} \leq C e^{-\lambda t} \| f_{in}^1 \|_{L^1(|v|^{2-\gamma})} \leq C e^{-\lambda t} \frac{e^{R^2}}{R^k} \| f_{in}^1 \|_{L^1(|v|^k)}.
$$

On the other hand, the mass conservation for the Fokker-Planck equation implies

$$
\| f_{in}^2 \|_{L^1} \leq \| f_{in}^2 \|_{L^1} \leq \frac{1}{R^k} \| f_{in}^2 \|_{L^1(|v|^k)}.
$$

We conclude by gathering the two estimates and choosing $R$ such that $R^2-\gamma = \lambda t$. □

3.3. The kinetic Fokker-Planck equation in a periodic box. Consider the equation

$$
\partial_t f = L f := \nabla_v \cdot (\nabla_v f + \phi f) - v \cdot \nabla_x f, \quad f_0(\cdot) = f_{in}(\cdot),
$$

for $f = f_t(x, v)$, $t \geq 0$, $x \in \mathbb{T}^d$ the flat $d$-dimensional torus, $v \in \mathbb{R}^d$, and for some velocity potential $\phi = \phi(v)$.

(KFP1) The function $\phi$ is $C^2$ and such that $\mu(\text{dv}) := e^{-\phi(v)} \text{dv}$ is a probability measure and

$$
W_\phi(v) := \frac{\Delta_v \phi}{2} - \frac{|\nabla_v \phi|^2}{4} \rightarrow -\infty.
$$
Moreover we assume that
\begin{equation}
\frac{\left| \nabla_s \phi(v) \right|}{\left| \nabla_v \phi(v) \right|} \to 0 \quad \text{for } s = 2, \ldots, 4.
\end{equation}

This assumption is needed when deriving hypoelliptic regularization estimates which involves taking velocity derivatives of the equation.

Observe that the condition (KFP1) is satisfied for any
\[ \phi(v) = C_\phi (1 + |v|^2)^{\gamma/2}, \quad \gamma > 1 \]
(but does not cover the borderline case \( \phi \sim |v| \) for the Poincaré inequality).
And as before it implies that the probability measure \( \mu \) satisfies the Poincaré inequality (3.6) in the velocity space for some constant \( \lambda_P > 0 \). It also implies the stronger inequality
\begin{equation}
\int_{\mathbb{R}^d} \left| \nabla_v \left( f \mu \right) \right|^2 \mu(dv) \geq 2 \bar{\lambda}_P \int \left( f - \int_{\mathbb{R}^d} f(v_\ast) dv_\ast \right)^2 \left( 1 + |\nabla_v \phi|^2 \right) \mu^{-1}(dv)
\end{equation}
for some constant \( \bar{\lambda}_P > 0 \) (see [78] for a quantitative proof).

For simplicity we normalize without loss of generality the volume of the space torus to one.
Let us denote the probability measure \( \mu(x,v) = e^{-\phi(v)} \).
Let us consider the functional space
\[ L^2(\mu^{-1/2}) := \left\{ f \in L^2(T^d \times \mathbb{R}^d) \mid \int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv < +\infty \right\}, \]
equipped with its norm
\[ \| f \|_{L^2(\mu^{-1/2})} := \left( \int_{T^d \times \mathbb{R}^d} f^2 \mu^{-1} dx dv \right)^{1/2}. \]
It is immediate to check that \( L(\mu) = 0 \) and
\[ \Re \langle Lf, f \rangle_{L^2(\mu^{-1/2})} := \int_{T^d \times \mathbb{R}^d} L f \bar{f} \mu^{-1} dx dv + \int_{T^d \times \mathbb{R}^d} L f \bar{f} \mu^{-1} dx dv = \Re \langle Lf, f \rangle_{L^2(\mu^{-1/2})} = - \int_{T^d \times \mathbb{R}^d} \left| \nabla_v \left( \frac{f}{\mu} \right) \right|^2 \mu dx dv \leq 0. \]

We also similarly define the weighted Sobolev spaces
\[ H^s(\mu^{-1/2}) := \left\{ f \in H^s_{\text{loc}}(T^d \times \mathbb{R}^d) \mid \forall \left| j \right| \leq s, \int_{T^d \times \mathbb{R}^d} (\partial_i f)^2 \mu^{-1} dx dv < +\infty \right\}, \]
for \( s \in \mathbb{N} \) and \( j \in \mathbb{N}^d \) multi-index (with \( \left| j \right| = j_1 + \cdots + j_d \)), equipped with its norm
\[ \| f \|_{H^s(\mu^{-1/2})} := \left( \sum_{\left| j \right| \leq s} \int_{T^d \times \mathbb{R}^d} (\partial_i f)^2 \mu^{-1} dx dv \right)^{1/2}. \]
Let us first prove an hypocoercivity result on the kinetic Fokker-Planck equation in the torus. The proof is a variation of the method developed in the recent works \cite{36,35}, partly inspired from the paper \cite{53}. In \cite{35} the kinetic equation is studied in the whole space with confining potential. This result is also related to the works \cite{54} and \cite{97} on the kinetic Fokker-Planck equation in the whole space with a confining potential.

**Theorem 3.10.** Assume that $\phi$ satisfies (FP1)-(FP2). Then for any initial datum $f_{in} \in L^2(\mu^{-1/2})$, the solution to the initial value problem (3.20) satisfies

$$
\forall t \geq 0, \quad \|f_t - \mu \langle\langle f_{in}\rangle\rangle\|_{L^2(\mu^{-1/2})} \leq C e^{-\lambda_{KFP} t} \|f_{in} - \mu \langle\langle f_{in}\rangle\rangle\|_{L^2(\mu^{-1/2})},
$$

for some constructive constant $C > 0$ and “hypocoercivity” constant $\lambda_{KFP} > 0$ depending on $\phi$, with the notation

$$
\langle\langle f_{in}\rangle\rangle := \int_{T^d \times \mathbb{R}^d} f_{in} \, dx \, dv.
$$

Moreover the proof below provides a quantitative estimate from below on the optimal decay $\lambda_{KFP}$.

**Remarks 3.11.**

1. More generally for $s \in \mathbb{N}^*$, if $\phi$ is $C^{q+2}$ and satisfies (FP1)-(FP2), then for any initial datum $f_{in} \in H^s(\mu^{-1/2})$, the solution to the initial value problem (3.20) satisfies

$$
\forall t \geq 0, \quad \|f_t - \mu \langle\langle f_{in}\rangle\rangle\|_{H^s(\mu^{-1/2})} \leq C e^{-\lambda_{KFP} t} \|f_{in} - \mu \langle\langle f_{in}\rangle\rangle\|_{H^s(\mu^{-1/2})}.
$$

2. Note that this statement implies in particular in $L^2(\mu^{-1/2})$ (and in fact also in $H^s(\mu^{-1/2})$) that

$$
\Sigma(\mathcal{L}) \subset \{z \in \mathbb{C} \mid \Re(z) \leq -\lambda_{KFP}\} \cup \{0\}
$$

and that the null space of $\mathcal{L}$ is exactly $\mathbb{R}_\mu$.

3. Observe that, on the contrary to the previous spatially homogeneous case, the optimal rate of decay $\lambda_{KFP}$ is in general different from the Poincaré constant of $\Phi$. It depends for instance on the size of the spatial domain.

**Proof of Theorem 3.10.** Without loss of generality we assume that $\langle\langle f_{in}\rangle\rangle = 0$. Let us denote by

$$
\mathcal{T} := v \cdot \nabla_x, \quad \mathcal{L} := \nabla_v \cdot (\nabla_v + \phi)
$$

and let us introduce the projection operator

$$
\Pi f := \left(\int_{\mathbb{R}^d} f \, dv\right) \mu
$$

and the auxiliary operator

$$
\mathcal{U} := (\mathcal{I} \Pi)^*(\mathcal{I} \Pi)^{-1} (\mathcal{I} \Pi)^*.
$$

Then one can check by elementary computations that

$$
\Pi \mathcal{T} \Pi = 0 \quad \text{and} \quad \mathcal{U} = \Pi \mathcal{U}
$$
and
\[
\frac{d}{dt} \left( \frac{1}{2} \| f \|_{L^2(\mu^{-1/2})}^2 + \varepsilon \langle \mathcal{U} f, f \rangle_{L^2(\mu^{-1/2})} \right) = \langle \mathcal{L} f, f \rangle_{L^2(\mu^{-1/2})} + \varepsilon \langle \mathcal{UT} \Pi f, f \rangle_{L^2(\mu^{-1/2})} + \varepsilon \langle \mathcal{UT} (\mathrm{Id} - \Pi) f, f \rangle_{L^2(\mu^{-1/2})}
\]
\[
- \varepsilon \langle \mathcal{T} U f, f \rangle_{L^2(\mu^{-1/2})} + \varepsilon \langle \mathcal{U} \mathcal{L} f, f \rangle_{L^2(\mu^{-1/2})}
\]
(observe that \( \langle \mathcal{U} f, \mathcal{L} f \rangle_{L^2(\mu^{-1/2})} = 0 \) since \( \mathcal{U} = \Pi \mathcal{U} \)).

By explicit computation one can show that \( \mathcal{U}, \mathcal{T} U, \mathcal{UT} \) and \( \mathcal{U} \mathcal{L} \) are bounded, by using that the operators
\[
\nabla_x (1 - \alpha \Delta_x)^{-1} \quad \text{and} \quad (1 - \alpha \Delta_x)^{-1} \nabla_x \quad \text{with} \quad \alpha = \int_{\mathbb{R}^d} |v|^2 \mu \, dv
\]
are bounded in \( L^2_x \). This implies
\[
\varepsilon \langle \mathcal{UT} (1 - \Pi) f, f \rangle_{L^2(\mu^{-1/2})} - \varepsilon \langle \mathcal{T} U f, f \rangle_{L^2(\mu^{-1/2})} - \varepsilon \langle \mathcal{U} \mathcal{L} f, f \rangle_{L^2(\mu^{-1/2})}
\]
\[
\leq \lambda_P \| (1 - \Pi) f \|_{L^2(\mu^{-1/2})}^2 + C \varepsilon^2 \| \Pi f \|_{L^2(\mu^{-1/2})}^2
\]
for some constant \( C > 0 \).

Finally one uses the Poincaré inequality on the velocity variable
\[
- \langle \mathcal{L} f, f \rangle_{L^2(\mu^{-1/2})} \leq -2 \lambda_P \| (1 - \Pi) f \|_{L^2(\mu^{-1/2})}^2
\]
and the formula
\[
\mathcal{UT} \Pi f = \left( (1 - \alpha \Delta_x)^{-1} \circ (\alpha \Delta_x) \rho \right) \mu \quad \text{where} \quad \rho = \int_{\mathbb{R}^d} f \, dv
\]
which implies that
\[
\langle \mathcal{UT} \Pi f, f \rangle_{L^2(\mu^{-1/2})} \leq -2 \lambda' \| \Pi f \|_{L^2(\mu^{-1/2})}^2
\]
(we have used here \( \langle \langle f_t \rangle \rangle = 0 \) for all times \( t \geq 0 \)) with
\[
\lambda' = \frac{\alpha \lambda_P}{1 + \alpha \lambda_P'}
\]
where \( \lambda_P' > 0 \) is the Poincaré constant for the Poincaré-Wirtinger inequality on the torus. This concludes the proof of hypocoercivity by choosing some \( \varepsilon \) chosen small enough. \( \Box \)

Let us now consider some given Borel weight function \( m = m(v) > 0 \) on \( \mathbb{R}^d \) and the associated Banach space \( L^p(m) \), \( p \in [1, 2] \), equipped with the norm
\[
\| f \|_{L^p(m)} = \left( \int_{\mathbb{T}^d \times \mathbb{R}^d} |f|^p \, m^p \, dx \, dv \right)^{1/p}.
\]

We consider again the defect weight function \( \psi_{p,m} \) (see (3.8)) and we shall assume again (FP2)-(FP3). Pairs of potential-weight functions \( (\phi, m) \) satisfying these assumptions are detailed in Proposition 3.3.

The main result of this section is the following theorem:
Theorem 3.12. Assume that $m, p \in [1, 2]$, $F \in C^2$ satisfy (KFP1)-(FP2)-(FP3). Then for any initial data $f_{in} \in L^p(m)$ the corresponding solution to (3.20) satisfies

$$\forall t \geq 0, \quad \|f_t - \mu \langle\langle f_{in}\rangle\rangle\|_{L^p(m^{-1})} \leq C e^{-\lambda_{m,p} t} \|f_{in} - \mu \langle\langle f_{in}\rangle\rangle\|_{L^p(m^{-1})},$$

with $\lambda_{m,p} := \lambda_{KFP}$ if $\lambda_{KFP} < |a_{m,p}|$, or $\lambda_{m,p} < |a_{m,p}|$ is as close as wanted to $|a_{m,p}|$ else.

From Proposition 3.3 we deduce the same estimates on the rates $\lambda_{m,p}$ depending on the choices of $\phi$ and $m$ as in the spatially homogeneous case, but where $\lambda_P$ is replaced by $\lambda_{KFP}$.

Remark 3.13. Note that this statement implies in particular in $L^p(m)$ that

$$\Sigma(L) \subset \{z \in \mathbb{C} | \Re(z) \leq -\lambda_{m,p}\} \cup \{0\}$$

and the null space of $L$ is exactly $\mathbb{R}\mu$. All the other remarks after Theorem 3.1 and Proposition 3.3 extend as well (in particular the remark on measure solutions). However the open questions raised in these remarks are probably harder in this spatially inhomogeneous setting.

Before going into the proof of Theorem 3.12 let us again prove a lemma about the regularization properties of the kinetic Fokker-Planck equation at hand. This result is related to the notion of hypoellipticity, it is folklore but hard to find so we include a sketch of proof (following closely the methods and discussions in [97, Section A.21]) for clarity and in order to make explicit the estimate.

Lemma 3.14. Under the assumptions (KFP1)-(FP2) the semigroup of the equation (3.20) is well-defined in the space $L^1(\mu^{-1/2})$ and satisfies

$$\|S_L(t)f\|_{L^2(\mu^{-1/2})} \leq \frac{C_L}{t^{\zeta}} \|f\|_{L^1(\mu^{-1/2})}$$

for some constant $\zeta > 0$.

Proof of Lemma 3.14. The estimate

$$\frac{d}{dt} \int_{\mathbb{T}^d \times \mathbb{R}^d} f \mu^{-1/2} \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^d} f W_\phi \mu^{-1/2} \, dx \, dv \leq C \int_{\mathbb{T}^d \times \mathbb{R}^d} f \mu^{-1/2} \, dx \, dv$$

easily ensures that the semigroup is well-defined in $L^1(\mu^{-1/2})$.

We rewrite the equation on $h = f/\sqrt{\mu} \in L^2$ (the unweighted Lebesgue space) and we consider the functional

$$\mathcal{H}(t) := \|h\|^2_{L^2} + a^2 \|\nabla x h\|^2_{L^2} + 2b \left\langle \nabla x(D^{1/3} h), \nabla v(D^{1/3} h) \right\rangle_{L^2} + c^2 \|\nabla v h\|^2_{L^2}$$
for some constants \( a, b, c \in \mathbb{R} \), where \( D_x := (1 - \Delta_x)^{1/2} \). Since

\[
\left\langle \nabla_x (D_x^{1/3} h), \nabla_v (D_x^{1/3} h) \right\rangle_{L^2} = \left\langle \nabla_x h, \nabla_v (D_x^{2/3} h) \right\rangle_{L^2} \leq \frac{\alpha}{2} \left\| \nabla_x h \right\|_{L^2}^2 + \frac{\alpha}{2} \left\| \nabla_v (D_x^{2/3} h) \right\|_{L^2}^2 \leq \alpha \left\| \nabla_x h \right\|_{L^2}^2 + \frac{\alpha}{2} \left\| \nabla_v^3 h \right\|_{L^2}^2
\]

for any \( \alpha > 0 \), it is clear that \( \mathcal{H} \) is equivalent to

\[
\left\| h \right\|_{L^2}^2 + \left\| \nabla_x h \right\|_{L^2}^2 + \left\| \nabla_v^3 h \right\|_{L^2}^2
\]
as soon as \( c << ab \).

Then computations lead to

\[
\frac{d}{dt} \mathcal{H}(t) \leq -K \left( \left\| h \right\|_{H^1}^2 + \left\| \nabla_x h \right\|_{H^1}^2 + \left\| \nabla_v^3 h \right\|_{H^1}^2 \right)
\]

for some constant \( K > 0 \) by using the Poincaré inequality \((3.22)\) in the velocity variable, the regularity assumption \((3.21)\) in \((KFP1)\) and the mixed-term estimate

\[
\frac{d}{dt} \left\langle \nabla_x (D_x^{1/3} h), \nabla_v (D_x^{1/3} h) \right\rangle_{L^2} = -\left\| \nabla_x (D_x^{1/3} h) \right\|_{L^2}^2 + \text{error terms} \ldots
\]

Then by interpolation with the \( L^1 \) norm of \( h \) we deduce that

\[
\frac{d}{dt} \mathcal{H}(t) \leq -K \frac{\mathcal{H}(t)^{1+\beta}}{\left\| h \right\|_{L^1}^{2\alpha}}
\]

which concludes the proof of the first inequality. \( \square \)

**Proof of Theorem 3.12** The proof is similar to that of Theorem 3.1.

We first write

\[
\mathcal{L} = \mathcal{L} \mathcal{T}, \quad \mathcal{L} := \nabla_v \cdot (\nabla_v f + \phi f), \quad \mathcal{T} := -v \cdot \nabla_x f
\]
in \( L^p(m) \) and the corresponding splitting \( \mathcal{L} = \mathcal{L} + \mathcal{T} \) in \( L^2(\mu^{-1/2}) \). The operator \( \mathcal{L} \) is symmetric in \( L^2(\mu^{-1/2}) \) since

\[
\left\langle \mathcal{L} f, g \right\rangle_{L^2(\mu^{-1/2})} = -\int_{\mathbb{T}^d \times \mathbb{R}^d} \nabla_v \left( \frac{f}{\mu} \right) \cdot \nabla_v \left( \frac{g}{\mu} \right) \mu \, dx \, dv.
\]

The operator \( \mathcal{T} \) is skew-symmetric both in \( L^2(\mu^{-1/2}) \) and \( L^p(m) \).

Then we define the decomposition \( \mathcal{L} = \mathcal{A} + \mathcal{B} \) with

\[
\mathcal{A} f := \chi_R M f \quad \text{and} \quad \mathcal{B} f := \mathcal{L} f - \chi_R M f
\]
and \( \chi_R = \chi_R(v) \) is the characteristics function of \( v \in B(0, R) \). The rest of the proof is strictly similar to that of Theorem 3.1. \( \square \)
3.4. **Summary of the results.** Let us conclude this section with a summary of the results we have established, both for the Fokker-Planck equation (3.1) or the kinetic Fokker-Planck equation (3.20) in the torus with velocity potential \( \phi(v) \approx \langle v \rangle^\gamma \) at infinity. The constant \( \lambda_* > 0 \) denotes either \( \lambda_P \) for the Fokker-Planck equation, or \( \lambda_{KFP} \) for the kinetic Fokker-Planck equation in the torus.

<table>
<thead>
<tr>
<th>Weight</th>
<th>admissible ( p )</th>
<th>admissible ( \gamma )</th>
<th>spectral gap ( \lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = e^{\phi/2} )</td>
<td>( p = 2 )</td>
<td>( \gamma \geq 1 )</td>
<td>( \lambda_* ) (optimal)</td>
</tr>
<tr>
<td>( m = e^{\kappa \phi}, \kappa \in (0, 1/2) )</td>
<td>( 1 \leq p &lt; 2 )</td>
<td>( \gamma \geq 1 )</td>
<td>( \min { \lambda_*; \kappa(1 - p\kappa) + 0 } )</td>
</tr>
<tr>
<td>( m = e^{\kappa</td>
<td>v</td>
<td>^2}, \kappa, \beta &gt; 0 )</td>
<td>( 1 \leq p \leq 2 )</td>
</tr>
<tr>
<td>( m = \langle v \rangle^k, k &gt; d(1 - \frac{1}{p}) )</td>
<td>( 1 \leq p \leq 2 )</td>
<td>( \beta + \gamma = 2 )</td>
<td>( \min { \lambda_*; \kappa \beta \gamma + 0 } )</td>
</tr>
<tr>
<td>( m = \langle v \rangle^k, k &gt; (\gamma - 2 + d)(1 - \frac{1}{p}) )</td>
<td>( 1 \leq p \leq 2 )</td>
<td>( \gamma = 2 )</td>
<td>( \min { \lambda_*; 2k - 2d(1 - \frac{1}{p}) + 0 } )</td>
</tr>
</tbody>
</table>

The optimality of the estimates in the 2d, 4th and 6th line is open.

4. **The linearized Boltzmann equation**

Consider the Boltzmann equation for hard spheres in the torus in dimension \( d = 3 \), which writes

\[
\partial_t f = Q(f, f) - v \cdot \nabla_x f,
\]

for \( f = f_t(x, v) \geq 0, x \in \mathbb{T}^3 \) (3-dimensional flat torus), \( v \in \mathbb{R}^3 \), and where the collision operator \( Q \) is defined as

\[
Q(f, g) := \int_{\mathbb{R}^3} \int_{S^2} \left[ f(v') g(v'_*) - f(v) g(v_*) \right] |v - v_*| \, dv_* \, d\sigma.
\]

In (4.2) and below, we use the notations

\[
v' = \frac{v + v_*}{2} + \sigma \frac{|v - v_*|}{2}, \quad v'_* = \frac{v + v_*}{2} - \sigma \frac{|v - v_*|}{2},
\]

with \( \cos \theta = \sigma \cdot (v - v_*)/(|v - v_*|) \). We assume without loss of generality that the torus has volume one. Then global equilibria are absolute Maxwell functions which depend neither on time nor on position (see [30], Chap. II, sect. 7) for instance). By normalization of the mass, momentum and energy, we consider the following equilibrium

\[
\mu(v) := \frac{1}{(2\pi)^{3/2}} e^{-|v|^2/2}.
\]

Consider the linearization \( f = \mu + h \), then at first order the linearized equation around the equilibrium is

\[
\partial_t h = \mathcal{L} h := \mathcal{L} h - v \cdot \nabla_x h,
\]
for \( h = h(t, x, v) = h_t(x, v), \ x \in \mathbb{T}^3, \ v \in \mathbb{R}^3 \) and
\[
\mathcal{L}h := \int_{\mathbb{R}^3} \int_{S^2} \left[ \mu(v_s^*) h(v') + \mu(v) h(v_s^*) - \mu(v_s) h(v) - \mu(v^*) h(v_s) \right] |v - v_s| \, dv_s \, d\sigma.
\]

Following standard notations, we introduce the collision frequency
\[
\nu(v) := 4\pi \int_{\mathbb{R}^3} \mu(v_s) |v - v_s| \, dv_s = 4\pi (\mu * | \cdot |)(v)
\]
which satisfies for some constants \( \nu_0, \nu_1 > 0 \)
\[
\forall v \in \mathbb{R}^3, \quad 0 < \nu_0 \leq \nu_0 (1 + |v|) \leq \nu(v) \leq \nu_1 (1 + |v|),
\]

**Remark 4.1.** The collision frequency satisfies in fact the explicit bounds
\[
\forall v \in \mathbb{R}^3, \quad 4\pi \max \left\{ |v|, \sqrt{2/e\pi} \right\} \leq \nu(v) \leq 4\pi (|v| + 2)
\]
that we shall use in the sequel. Indeed, on the one hand, the lower bound follows from the Jensen inequality
\[
\nu(v) \geq 4\pi \left| \int_{\mathbb{R}^3} (v - v_s) \mu(v_s) \, dv_s \right| = 4\pi |v|
\]
and
\[
(4\pi)^{-1} \nu(v) \geq \int_{|v_s - v| \geq 1} \mu(v_s) \, dv_s
\]
\[
\geq \int_{|v_s| \geq 1} \mu(v_s) \, dv_s
\]
\[
\geq \sqrt{\frac{2}{\pi}} \int_1^\infty e^{-r^2/2} r^2 \, dr = \sqrt{\frac{2}{e\pi}}.
\]

One the other hand, we have
\[
(4\pi)^{-1} \nu(v) \leq \int_{\mathbb{R}^3} |v| \mu(v_s) \, dv_s + \int_{\mathbb{R}^3} \left( \frac{1}{2} + \frac{|v_s|^2}{2} \right) \mu(v_s) \, dv_s = |v| + 2.
\]

### 4.1. Review of the decay results on the semigroup.

Let us briefly review the existing results concerning the decay estimates on the semigroup of \( \mathcal{L} \) for hard spheres in the torus.

In the spatially homogeneous case, the study of the linearized collision operator \( \mathcal{L} \) goes back to Hilbert [56, 57] who computed the collisional invariant, the linearized operator and its kernel in the hard spheres case, and showed the boundedness and complete continuity of the non-local part of \( \mathcal{L} \). This operator is self-adjoint non-positive and generates a strongly continuous contraction semigroup in the space \( L_2^2(\mu^{-1/2}) \). Carleman [26] then proved the existence of a spectral gap for \( \mathcal{L} \) by using Weyl’s theorem and the compactness of the non-local part of \( \mathcal{L} \) proved by Hilbert. Grad [45, 46]
then extended these results to the so-called “hard potentials with cutoff”. All these results are based on non-constructive arguments. The first constructive estimates in the hard spheres case were obtained only recently in [12] (see also [74] for more general interactions). Note that these spectral gap estimates can easily be extended to the spaces $H^{s}_{v}(\mu^{-1/2})$, $s \in \mathbb{N}^{*}$, by reasoning as in the proof of Lemma 4.14 below when we introduce derivatives.

Let us also mention the works [98, 14, 15] for the different setting of Maxwell molecules where the eigenbasis and eigenvalues are explicitly computed by Fourier transform methods. Although these techniques do not apply here, the explicit formula computed are an important source of inspiration for dealing with more general physical models.

The complete linearized operator $\mathcal{L}$ is the sum of the self-adjoint non-positive operator $\bar{\mathcal{L}}$ and the skew-symmetric transport operator $-v \cdot \nabla_{x}$. It was first established in [92, Theorem 1.1] that it has a spectral gap in the Hilbert space $L^{2}_{v}H^{s}_{x}(\mu^{-1/2})$, $s \in \mathbb{N}$, by non-constructive arguments. Then using an argument initially due to Grad [47] for constructing local-in-time solutions Ukai [92], showed that the spectral property also holds in $L^{\infty}_{v}H^{s}_{x}((1 + |v|)^{k}\mu^{-1/2})$, $k > 3/2$. In [77] Theorems 1.1 & 3.1, quantitative spectral gap estimates are established in $H^{s}_{v,x}(\mu^{-1/2})$, $s \in \mathbb{N}^{*}$, following partly ideas from [49, 50, 51, 97].

For the spatially homogeneous case, in [8] the decay estimate of $e^{t\bar{\mathcal{L}}}$ was extended to $L^{1}$ with polynomial weight by an intricate non-constructive approach: the decay bound on the resolvent is deduced from the spectrum localization with no constructive estimate, and then the decay of the semigroup is obtained by some decomposition of the solution. This argument was then extended to $L^{p}$ spaces in [99, 100]. In [75], this decay estimate was extended to the space $L^{1}(m)$ for a stretched exponential weight $m$, by constructive means, with optimal rate. Let us also mention that in [9] some non-constructive decay estimates were obtained in a Sobolev space in position combined with a polynomially weighted $L^{\infty}$ space in velocity (integrating first in $x$ and then taking the supremum in $v$, which is reminiscent of the norms we shall use in the sequel). We also refer to the book [71] by M. Mokhtar-Kharroubi and the more recent paper [72] for an overview of the spectral analysis and the semigroup growth estimate available for the linear Boltzmann equation as it appears in neutron transport.

4.2. The main hypodissipativity results. For some given Borel weight function $m > 0$ on $\mathbb{R}^{3}$, let us define $L^{p}_{v}L^{q}_{x}(m)$, $1 \leq p, q \leq \infty$, as the Lebesgue space associated to the norm

$$\|h\|_{L^{p}_{v}L^{q}_{x}(m)} =: \|\|h(\cdot, v)\|_{L^{p}_{v} m(v)}\|_{L^{q}_{x}}.$$
We also consider the higher-order Sobolev subspaces $W^s,W^{s,p}(m)$ for $\sigma$, $s \in \mathbb{N}$ defined by the norm
\begin{equation}
\|h\|_{W^s,W^{s,p}(m)} := \sum_{i,j \in \mathbb{N}^d, |i| \leq s, |j| \leq s} \left\| \partial_i^j h(\cdot, v) \right\|_{L^p}.
\end{equation}

This definition reduces to the usual weighted Sobolev space $W^s,p(m)$ when $q = p$ and $\sigma = s$, and we recall the shorthand notation $H^s := W^{s,2}$.

We present now our set of hypodissipativity results for the semigroup associated to the linearized Boltzmann equation (4.5).

**Theorem 4.2.** Consider the space $\mathcal{E} = W^s,W^{s,p}(m)$ with $s, \sigma, \in \mathbb{N}$, $\sigma \leq s$, and with one of the following choices of weight and Lebesgue exponents:

\begin{enumerate}[label={(W\arabic*)}]
\item[(W1)] $m = \mu^{-1/2}$, $q = p = 2$;
\item[(W2)] $m = e^{\kappa |v|^\beta}$, $\kappa > 0$, $\beta \in (0, 2)$ and $p, q \in [1, +\infty]$;
\item[(W3)] $m = \langle v \rangle^k$, $k > k^*_{q,p}$ and $p, q \in [1, +\infty]$, where

\[ k^*_{q,p} := \frac{3 + \sqrt{49 - 48/p}}{2}. \]
\end{enumerate}

Then there are constructive constants $C \geq 1$, $\lambda > 0$, such that the operator $\mathcal{L}$ defined in (4.5) satisfies in $\mathcal{E}$:
\begin{align*}
\{ \Sigma(\mathcal{L}) &\subset \{ z \in \mathbb{C} \mid \Re(z) \leq -\lambda \} \cup \{0\} \\
N(\mathcal{L}) &= \text{Span} \{ \mu, v_1 \mu, \ldots, v_d \mu, |v|^2 \mu \}
\end{align*}
and is the generator of a strongly continuous semigroup $h_t := S_\mathcal{L}(t)h_{\text{in}}$ in $\mathcal{E}$, solution to the initial value problem (4.5), which satisfies:
\[ \forall t \geq 0, \quad \|h_t - \Pi h_{\text{in}}\|_{\mathcal{E}} \leq C e^{-\lambda t} \|h_{\text{in}} - \Pi h_{\text{in}}\|_{\mathcal{E}}, \]

where $\Pi h_{\text{in}}$ stands for the projection onto $N(\mathcal{L})$ defined by (2.1), or more explicitly by
\begin{equation}
\Pi g := \sum_{i=0}^4 \left( \int_{\mathbb{R}^3} g \varphi_i \, dx \, dv \right) \varphi_i \mu,
\end{equation}

Moreover $\lambda$ can be taken equal to the spectral gap of $\mathcal{L}$ in $H^s(\mu^{-1/2})$ (with $s \in \mathbb{N}$ as large as wanted) in the cases (W1)-(W2). This is still true in the case (W3) when $k$ is big enough (with constructive threshold).

**Remarks 4.3.** (1) An important aspect of this decay result is that the rate $\lambda$ is equal to the spectral gap in the smaller space $H^s(\mu^{-1/2})$.

This is an optimal timescale. For weights of the form (W3) such optimality requires $k$ large enough.
(2) Another important point of Theorem 4.2 is the spectral analysis of the linearized Boltzmann equation in Lebesgue spaces associated to a polynomial weight function. Apart from the non-constructive works [8, 9], all the previous works were considering spaces with Gaussian decay in velocity dictated by the equilibrium $\mu$, or more recently stretched exponential weights in [75, 67, 68]. We also refer to [23, 24] where polynomial weights are considered for a fragmentation equation.

(3) Observe that we could replace $k_q^*$ by the slightly better exponent $k_q^{**} \leq k_q^*$ defined as the solution to the equation $\phi_q(k_q^{**}) = 1$ with

$$\phi_q(k) := \left(\frac{4}{k+2}\right)^{1/q} \left(\frac{4}{k-1}\right)^{1-1/q}.$$  

This last condition comes from a careful application of the Riesz-Thorin interpolation inequality, as will be seen in the proof.

(4) Observe that the thresholds $k_q^*, k_q^{**}$ (related to the decomposition of the operator) are $k_1^* = k_1^{**} = 2$ in the case $q = 1$ and $k_\infty^* = k_\infty^{**} = 5$ in the case $q = +\infty$. It is remarkable that on both cases these numbers correspond to the threshold for the energy to be finite. For $q \in (1, +\infty)$ the asymptotic velocity decay suggested by $x$ the finiteness of the energy is $k_q^{***} = 5 - 3/q$ and our thresholds exponents $k_q^* \geq k_q^{**} > k_q^{***} = 5 - 3/q$ are close to it. There is a further loss $1 - 1/q$ on the threshold for the spectral gap (due to the fact that the reminder estimates in the decomposition are applied with the negative weight $\nu^{-1/q}$, see later in the proofs), which leads to the conditions $k > 2$ when $q = 1$ and $k > 6$ when $q = +\infty$. The optimality of these conditions is an open question suggested by our study.

(5) As for the Fokker-Planck equation in the previous section, we observe a threshold condition on the polynomial degree to recover the optimal spectral: the weaker the growth of the weight function is, the more the semigroup “ignores” some discrete eigenvalues in the sense of having time decay worse than these eigenvalues, with eventually a time decay worse than the spectral gap and degenerating to zero. This suggests a “tide” phenomenon for the continuous spectrum, i.e. that depends on this weight and moves towards zero as the weight is weakened and approach to the critical “energy space” $L_1^2$ in velocity. Let us also mention that interestingly such a phenomenon has also been observed by Bobylev in [14] for the linearized spatially homogeneous Boltzmann equation associated to Maxwell molecules. In this case an explicit calculation (by mean of Fourier transform analysis) can be performed.

(6) We note that even if our main goal here is to relax the tail decay condition on the solution, our general method is also useful for relaxing the regularity condition on the solution. As a side result, it
hence provides an alternative strategy to \([53, 35]\) in order to study the linearized semigroup without regularity assumptions in various hypocoercive contexts. We refer to \([103, 102]\) where some aspects of these works are revisited in this spirit, with in particular a crucial use of our \textit{iterated averaging lemma} (see below). In this paper we will give some applications of this regularity side of our method in order to understand the structure of propagation of the singularities for the Boltzmann equation.

4.3. \textbf{Strategy of the proof.}

4.3.1. \textit{Methodology.} The strategy is inspired from the methodological approach in \([75, \text{Theorem 4.2}]\); it crucially uses the abstract enlargement Theorem \([2, 13]\). The starting point is the quantitative hypocoercivity theorem in a small Hilbert space setting from \([77]\), and we use a decomposition of \(\mathcal{L}\) found in \([75]\). We fundamentally extend \([75, \text{Theorem 4.2}]\) in several aspects:

1. we include spatial dependency in the torus,
2. we enlarge to \(L^1\) spaces with \textit{polynomial weights}, and
3. we enlarge to \(L^\infty\) spaces with polynomial or exponential weights.

Extensions (2) and (3) result from new estimates on the remaining operator \(B_2^2\) in \(L^p_v(m)\), see Lemma \([4.14]\) below, while extension (1) also takes advantage of the new abstract extension Theorem \([2, 13]\) and a new result of smoothness for iterated velocity averages for solutions to kinetic equations, see Lemma \([4.19]\).

4.3.2. \textit{Steps of the proof.} Consider a decomposition of the operator

\[
\mathcal{L} = A + B \quad \text{where} \quad A = A_\delta \quad \text{and} \quad B = B^1 + B_2^2
\]

are suitable operators which are defined through an appropriate mollification-truncation process, described later on. As a first step we estimate the remainder term \(B_2^2\) and show that it is small in various norms. The estimate in \(L^1((v)^k), k > 2\), is obtained by carefully exploiting a refined version of the Povzner inequality. The estimate in \(L^\infty((v)^k)\) is obtained by using a representation of the gain term for radially symmetric functions inspired from the physics literature, which has been used for the Boltzmann equation for Bosons gas in \([87, 88, 38, 39]\). As a second and easier step we deduce that \(A\) has smoothing effect in the \(v\)-variable and that \(B - a\) is dissipative with \(a < 0\). In a third step, we prove some new regularity estimates on iterated velocity averages of a solution to a kinetic transport equation and we deduce some regularity estimates in both position and velocity variables on the iterated time-convolutions of \(A_\delta S_{B_2}(t)\). The new feature of these regularity estimates is that they hold for solutions merely \(L^1\), whereas classical averaging lemmas \([43]\) are well-known to degenerate in \(L^1\). Finally, the known spectral analysis of the linearized Boltzmann equation in \(H^1_{x,v}(\mu^{-1/2})\) proved in \([92, 77]\), the space extension theory developed in section \([2]\) and all the preceding steps yield the full proof of Theorem \([4.2]\).
4.3.3. The decomposition of the linearized operator. Let us first recall the usual decomposition

\[ Q(g, f) = Q^+(g, f) - Q^-(g, f) \]

of the bilinear collision operator with

\[
\begin{aligned}
Q^+(g, f) &:= \int_{\mathbb{R}^3} \int_{S^2} f(v') g(v_*) |v - v_*| \, \text{d}v_* \, \text{d}\sigma \\
Q^-(g, f) &:= \int_{\mathbb{R}^3} \int_{S^2} f(v) g(v_*) |v - v_*| \, \text{d}v_* \, \text{d}\sigma.
\end{aligned}
\]

We introduce the decomposition of the linearized operator used in this section. For any \( \delta \in (0, 1) \), we consider \( \Theta_\delta = \Theta_\delta(v, v_*, \sigma) \in C^\infty \) bounded by

\[
\{ |v| \leq \delta^{-1} \text{ and } 2\delta \leq |v - v_*| \leq \delta^{-1} \text{ and } |\cos \theta| \leq 1 - 2\delta \}
\]

and whose support is included in

\[
\{ |v| \leq 2\delta^{-1} \text{ and } \delta \leq |v - v_*| \leq 2\delta^{-1} \text{ and } |\cos \theta| \leq 1 - \delta \}.
\]

We define the splitting

\[ \mathcal{L} h = \tilde{A}_\delta h + \tilde{B}_\delta h \]

with

\[
\tilde{A}_\delta h(v) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} \Theta_\delta \left[ \mu(v'_*) h(v') + \mu(v') h(v'_*) - h(v_*) \mu(v) \right] |v - v_*| \, \text{d}v_* \, \text{d}\sigma.
\]

Thanks to the truncation, we can use the so-called Carleman representation (see [94, Chapter 1, Section 4.4]) and write the truncated operator \( \tilde{A}_\delta \) as an integral operator

\[
\tilde{A}_\delta h(v) = \int_{\mathbb{R}^d} k_\delta(v, v_*) h(v_*) \, \text{d}v_*
\]

for some smooth kernel \( k_\delta \in C^\infty_c(\mathbb{R}^d \times \mathbb{R}^d) \).

Defining the corresponding remainder operator

\[
\tilde{B}_\delta^2 h(v) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} (1 - \Theta_\delta) \left[ \mu(v'_*) h(v') + \mu(v') h(v'_*) - h(v_*) \mu(v) \right] |v - v_*| \, \text{d}v_* \, \text{d}\sigma,
\]

we have therefore the representation \( \tilde{B}_\delta = -\nu + \tilde{B}_\delta^2 \). We can then write a decomposition for the complete linearized operator \( \mathcal{L} \)

\[ \mathcal{L} = A_\delta + B_\delta \]

with

\[
\begin{aligned}
A_\delta &= \tilde{A}_\delta \\
B_\delta &= B_1 + B_\delta^2, \quad B_1 = -\nu - v \cdot \nabla_x, \quad B_\delta^2 = \tilde{B}_\delta^2.
\end{aligned}
\]
We also define the nonnegative operator $\tilde{B}_2^2$ by
\begin{equation}
\tilde{B}_2^2 h(v) := \int_{\mathbb{R}^d} \int_{S^d-1} (1 - \Theta_\delta) \left[ \mu(v'_s) h(v') + \mu(v) h(v'_s) \\
+ h(v_s) \mu(v) \right] |v - v_s| dv_s \, d\sigma.
\end{equation}
It is obvious that $|B_2^2 h(v)| \leq (\tilde{B}_2^2 |h|)(v)$, and therefore any control in weighted Lebesgue space on $\tilde{B}_2^2$ implies a similar control on $B_2^2$.

4.4. Integral estimates with polynomial weight on the remainder.
Let us first prove some smallness estimates on the remainder term $B_2^2$ in the norm $L^1(\nu^k) \to L^1(\nu^{k+1})$, as $\delta$ goes to zero. Since the position $x$ is just a parameter for the operator $B_2^2$, we restrict the analysis to the velocity variable only without loss of generality. This estimate improves on the estimate [75, Proposition 2.1] since it handles polynomial weights instead of stretched exponential weights. This dramatically enlarges the functional space in which we can control the semigroup, and it is also more natural from the perspective of the Cauchy problem for the fully nonlinear equation. The cornerstone of the proof is a careful use of a Povzner inequality with sharp constants.

**Lemma 4.4.** For any $k > 2$ and $\delta \in (0, 1)$, the remainder collision operator $B_2^2$ defined in (4.10) satisfies
\begin{equation}
\forall h \in L^1(\langle v \rangle^k), \quad \|B_2^2 h\|_{L^1(\nu^k)} \leq \left( \frac{4}{k+2} + \varepsilon_k(\delta) \right) \|h\|_{L^1(\nu^k)},
\end{equation}
where $\varepsilon_k(\delta)$ is a constructive constant depending on $k$ and approaching zero as $\delta$ goes to zero.

Before going into the proof of Lemma (4.12) we shall review a classical tool in the Boltzmann theory, i.e. a sharp version of the Povzner (angular averaging) lemma. The key estimate we use was implicit in [101, 16] or [70, Lemma 2.2], and was made explicit with sharp constants in [18], from which we adapt the following statement.

**Lemma 4.5 (Sharp Povzner Lemma).** For any $k > 2$, we have
\begin{equation}
\forall v, v_s \in \mathbb{R}^3, \quad \int_{S^2} \left[ |v'_s|^k + |v'^s|^k - |v_s|^k - |v|^k \right] \, d\sigma \\
\leq C_k \left( |v|^{k-1} |v_s| + |v| |v_s|^{k-1} \right) - (4\pi - \gamma_k) |v|^k,
\end{equation}
where $\gamma_k := 16\pi/(k+2)$, so that in particular $\gamma_k \to 0$ as $k \to \infty$, and $C_k > 0$ is a constant depending on $k$.

**Proof of Lemma 4.5.** We know from [18] Corollary 3 and the remark that follows it] that for any $k > 2$, it holds
\begin{equation}
\int_{S^2} \left( |v'|^k + |v'^s|^k \right) \, d\sigma \leq \gamma_k (|v|^2 + |v_s|^2)^{k/2},
\end{equation}
from which we deduce that
\[
\int_{S^2} \left[ |v'|^k + |v|^k - |v_*|^k - |v|^k \right] \, d\sigma \\
\leq \gamma_k \left[ (|v_*|^2 + |v|^2)^{k/2} - |v_*|^k - |v|^k \right] - (4\pi - \gamma_k) \left( |v|^k + |v_*|^k \right).
\]

We conclude the proof by using the elementary inequality
\[
(y + z)^{k/2} - y^{k/2} - z^{k/2} \leq 2^{k/2} (y^{k/2-1/2} z^{1/2} + y^{1/2} z^{k/2-1/2}),
\]
for any \( y, z \geq 0 \), in order to bound the first term.

Let us now go back to the proof of Lemma 4.4.

**Proof of Lemma 4.4**. Since \( \langle v \rangle^k \leq (1 + |v|^k) \leq 2^{k/2} \langle v \rangle^k \), it is enough to prove the result with the weight \( m := 1 + |v|^k \). We compute
\[
\|B^2 h\|_{L^1(m)} \leq \int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} (1 - \Theta_\delta) \left[ \mu_* |h'| + \mu' |h'_*| + \mu |h_*| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma.
\]

We first crudely bound from above the truncation function as follows
\[
\|B^2 h\|_{L^1(m)} \leq \int_{\{|\cos \theta| \in [1 - \delta, 1]\}} \mu_* |h| \left[ m' + m_*' + m_* \right] |v - v_*| \, dv \, dv_* \, d\sigma \\
+ \int_{\{|v - v_*| \leq \delta\}} \mu_* |h| \left[ m' + m_*' + m_* \right] |v - v_*| \, dv \, dv_* \, d\sigma \\
+ \int_{\{|v| \geq \delta^{-1} \text{ or } |v - v_*| \geq \delta^{-1}\}} \left[ \mu'_* |h'| + \mu' |h'_*| + \mu |h_*| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma,
\]

where the change of variable \((v', v'_*, \sigma) \rightarrow (v, v_*, \sigma)\) has been used in the two first integral terms, so that
\[
(4.14) \quad \|B^2 h\|_{L^1(m)} \leq 2^{k/2} \left( \int_{\{|\cos \theta| \in [1 - \delta, 1]\}} d\sigma + \delta \right) \int_{\mathbb{R}^3 \times \mathbb{R}^3} \mu_* \langle v_* \rangle^{k+1} |h| \langle v \rangle^{k+1} \, dv \, dv_* \\
+ \int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} \chi_{\delta^{-1}} \left[ \mu'_* |h'| + \mu' |h'_*| + \mu |h_*| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma
\]

where \( \chi_{\delta^{-1}}(v, v_*) \) is the characteristic function of the set
\[
\left\{ \sqrt{|v|^2 + |v_*|^2} \geq \delta^{-1} \text{ or } |v - v_*| \geq \delta^{-1} \right\}.
\]

The first term in the right hand side of (4.14) is easily controlled as \( O(\delta) \|h\|_{L^1(\nu m)} \).
In order to deal with the second term we write

\begin{equation}
\int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} \chi_{\delta-1} \left[ \mu'_* |h'| + \mu'_* |h'_s| + \mu |h_s| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma
\end{equation}

\begin{align*}
&= \int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} \chi_{\delta-1} \left[ \mu'_* |h'| + \mu'_* |h'_s| - \mu |h_s| - \mu |h_s| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma \\
&\quad + 4\pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta-1} \mu |h| |v - v_*| \, m \, dv \, dv_* \\
&\quad + 8\pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta-1} \mu |v - v_*| |h_s| \, m \, dv \, dv_*,
\end{align*}

and the first term in the right hand side of (4.15) is bounded thanks to Lemma 4.5 as

\begin{equation}
\int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} \chi_{\delta-1} \left[ \mu'_* |h'| + \mu'_* |h'_s| - \mu |h_s| - \mu |h_s| \right] |v - v_*| \, m \, dv \, dv_* \, d\sigma
\end{equation}

\begin{align*}
&= \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta-1} \mu_* |h| \left( \int_{\mathbb{R}^3 \times \mathbb{R}^3 \times S^2} \left[ |v'_*|^k + |v'|^k - |v|^k - |v|^k \right] \, d\sigma \right) |v - v_*| \, dv \, dv_* \\
&\leq \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta-1} \mu_* |h| C_k \left( |v|^k |v_*| + |v| |v_*|^k - 1 \right) |v - v_*| \, dv \, dv_* \\
&\quad - (4\pi - \gamma_k) \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta-1} \mu(v_*) |h| |v|^k |v - v_*| \, dv \, dv_*
\end{align*}

(observe that our characteristic function \( \chi_{\delta-1} \) is invariant under the usual changes of variables as it only depends on the kinetic energy and momentum).

Now using the elementary inequality

\[ \chi_{\delta-1}(v, v_*) \leq 1_{|v| \geq \delta^{-1}/2} + 1_{|v_*| \geq \delta^{-1}/2} \leq 2 \delta (|v| + |v_*|), \]

we easily and crudely bound from above the second and third terms of the right hand side in (4.15), and the first term of the right hand side in (4.16),
in the following way

\begin{equation}
4 \pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} |v - v_*| \mu_* m |h| \, dv \, dv_* + 8 \pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} |v - v_*| m_* \mu_* |h| \, dv \, dv_* \\
+ C_k \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} |v - v_*| \left( |v|^{k - 1} |v_*| + |v| |v_*|^{k - 1} \right) \mu_* |h| \, dv \, dv_* \\
\leq 4 \pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} \mu(v_*) |h| |v|^k |v - v_*| \, dv \, dv_* + 8 \pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \delta (|v| + |v_*|) |v - v_*| m_* \mu_* |h| \, dv \, dv_* \\
+ C_k \int_{\mathbb{R}^3 \times \mathbb{R}^3} \delta (|v| + |v_*|) |v - v_*| \langle v_* \rangle^{k - 1} \langle v \rangle^{k - 1} \mu_* |h| \, dv \, dv_* \\
\leq 4 \pi \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} \mu(v_*) |h| |v|^k |v - v_*| \, dv \, dv_* + O(\delta) \|h\|_{L^1(\nu m)}.
\end{equation}

Putting together the estimates (4.14), (4.15), (4.16) and (4.17), we get

\[ \|B^2_3 h\|_{L^1(\nu m)} \leq O(\delta) \|h\|_{L^1(\nu m)} + \gamma k \int_{\mathbb{R}^3 \times \mathbb{R}^3} \chi_{\delta - 1} \mu(v_*) |h| |v|^k |v - v_*| \, dv \, dv_* \]
\[ \leq (O(\delta) + \gamma k) \|h\|_{L^1(\nu m)} \]

which concludes the proof. \qed

4.5. **Pointwise estimates on the remainder.** The goal of the subsection is to establish estimates on \(Q^+\) in \(L^\infty\) spaces with polynomial and exponential weights. As a preliminary step, we shall first establish a representation result for the gain part of the collision operator \(Q^+\) when applied to radially symmetric functions. The following result is adapted from [38 Lemma 3.6], see also [87, 88]. We give however a full proof of the result for several reasons: the statement as well as the step 1 of the proof are modified, and the final step 4 of the proof below was omitted in the quoted papers.

**Lemma 4.6.** Let \(F\) and \(G \in L^1(\mathbb{R}^3)\) be some non-negative radially symmetric functions. Then \(Q^+(G, F) = Q^+(F, G)\) defined in (4.8) is radially symmetric and, denoting \(r = |v|\), we have

\begin{equation}
Q^+(G, F)(r) = \int_0^{+\infty} \int_0^{+\infty} 1_{(r')^2 + (r_*')^2 > r^2} B G(r_*') F(r') \, dr' \, dr_*',
\end{equation}

with

\[ B := 64 \pi^2 \frac{r^* r'}{r} \min\{r, r_*', r_*\}, \quad r_* := \sqrt{(r')^2 + (r_*')^2 - r^2}. \]

**Proof of Lemma 4.6.** We proceed in several steps.
Step 1: Integral representation of the operator on the whole domain. We claim that

\[ Q^+(F,G)(v) = 8 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} G(v') F(v') \delta_{C_m} \delta_{C_e} dv_s dv'_s \]

where

\[ C_m := \set{(v, v_s, v'_s) \in (\mathbb{R}^3)^4, v + v_s = v' + v'_s} \]

and

\[ C_e := \set{(v, v_s, v'_s) \in (\mathbb{R}^3)^4, |v|^2 + |v_s|^2 = |v'|^2 + |v'_s|^2}. \]

In order to prove the claim, we use the identity (see [19, Lemma 1])

\[ \forall \Phi \in C(\mathbb{R}^3), \forall w \in \mathbb{R}^3, \int_{S^2} \Phi(|w| \sigma - w) \, d\sigma = \frac{1}{|w|} \int_{\mathbb{R}^3} \Phi(y) \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \, dy. \]

The proof is straightforward by completing the square in the Dirac function

\[ \int_{\mathbb{R}^3} \Phi(y) \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \, dy = \int_{\mathbb{R}^3} \Phi(y) \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \, dy, \]

then changing variables to the spherical coordinates \( y = -\omega + r \sigma \)

\[ \cdots = \int_{r=0}^{+\infty} \int_{S^2} \Phi(-\omega + r \sigma) \delta_{|r|^2/2 - |\omega|^2 = 0} r^2 \, d\sigma \, dr, \]

and finally performing the change of variable \( s = (r^2 - |\omega|^2)/2 \) on the radial variable

\[ \cdots = \int_{s=-|\omega|^2/2}^{+\infty} \int_{S^2} \Phi(-\omega + r \sigma) \delta_{s=0} r \, d\sigma \, ds = |\omega| \int_{S^2} \Phi(|\omega| \sigma - \omega) \, d\sigma. \]

We start from the definition (4.8), (4.3) of \( Q^+ \) and we write

\[ Q^+(G,F)(v) = \int_{\mathbb{R}^3} \int_{S^2} |v - v_s| G(v_s - (|w| \sigma - w)) F(v + (|w| \sigma - w)) \, dv_s \, d\sigma \]

\[ = 2 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} F(v + y) G(v_s - y) \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \, dv_s \, dy \]

\[ = 2 \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} F(v + y) G(v_s - z) \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \delta_{y - z = 0} \, dv_s \, dy \, dz \]

where we have set \( w := (v - v_s)/2 \) and we have used (4.20). We conclude by performing the change of variables \( v' := v + y, v'_s := v_s - z \) and observing that

\[ \delta_{y \cdot w + \frac{1}{2} |y|^2 = 0} \delta_{y - z = 0} = 4 \delta_{C_m} \delta_{C_e}, \]
because $\delta_{y-z=0} = \delta_{C_m}$ and

$$\forall (v, v'_s, v'_s) \in C_m, \quad \frac{1}{4} \left(|v'|^2 + |v'_s|^2 - |v|^2 - |v_s|^2\right)$$

$$= \frac{1}{4} \left(|v' - v - v_s|^2 + |v'|^2 - |v|^2 - |v_s|^2\right)$$

$$= \frac{1}{2} \{ (v' - v) \cdot (v - v_s) + |v' - v|^2 \} = y \cdot w - \frac{1}{2} |y|^2.$$

**Step 2.** The fact that $Q^+(G,F)$ is radially symmetric when applied to two radial functions $F$ and $G$ is straightforward by using rotational changes of variable in the collision integral. The identity $Q^+(F,G) = Q^+(G,F)$ is obtained by the change of variable $\sigma \to -\sigma$ in (4.19). We can then write for radially symmetric functions $F$ and $G$

$$Q^+(G,F)(r) = \int_0^{+\infty} \int_0^{+\infty} \int_0^{+\infty} K \delta_{C_m} G(r'_s) F(r') \, dr_s \, dr' \, dr'_s$$

with

$$K := 8 (r'_s)^2 (r')^2 \int_{S^2} \int_{S^2} \int_{S^2} \delta_{C_m} \, d\sigma_s \, d\sigma' \, d\sigma'_s$$

with the transparent notation

$$\begin{cases}
  r = |v|, & r_s = |v_s|, & r' = |v'|, & r'_s = |v'_s|, \\
  \sigma_s = \frac{v_s}{|v_s|}, & \sigma' = \frac{v'}{|v'|}, & \sigma'_s = \frac{v'_s}{|v'_s|}.
\end{cases}$$

Using the distributional identity

$$\delta_{r^2=(r'_s)^2+(r')^2-r^2} 1_{r_s \geq 0} = \frac{1}{2r_s} \delta_{r_s=|r'|^2+(r'_s)^2-(r^2)} 1_{(r'_s)^2+(r')^2-r^2 \geq 0}$$

we obtain

$$Q^+(G,F)(r) = \int_0^{+\infty} \int_0^{+\infty} 1_{(r'_s)^2+(r')^2-r^2} \frac{K}{2r_s} G(r'_s) F(r') \, dr' \, dr'_s$$

where now $r_s$ is defined by $r_s := \sqrt{(r')^2 + (r'_s)^2 - r^2}$.

**Step 3.** Let us prove that

$$\int_{S^2} \int_{S^2} \int_{S^2} \delta_{C_m} \, d\sigma_s \, d\sigma' \, d\sigma'_s = \frac{32\pi}{rr'_s} A,$$

with

$$A := \int_0^{+\infty} \sin(ru) \sin(r_s u) \sin(r'_u) \sin(r'_s u) \, du \, u^2.$$

We use the following representation of Dirac masses on $\mathbb{R}^3$:

$$\delta_{C_m} = \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} e^{i(z,v + v'_s - v')} \, dz$$
which yields, thanks to a spherical change of variable on \( z \) with \( u = |z| \) and \( e = z/|z| \),

\[
\int_{S^2} \int_{S^2} \int_{S^2} \delta_{c_m} \, d\sigma_\ast \, d\sigma' \, d\sigma'_\ast \\
= \frac{1}{(2\pi)^3} \int_0^{+\infty} \int_{S^2} \int_{S^2} \int_{S^2} e^{iu(e,v+v_s'-v'_s)} \, d\sigma_\ast \, d\sigma' \, d\sigma'_\ast \, u^2 \, du.
\]

Observe that this formula is invariant under rotation of the variable \( v \): this can be proved by using appropriate rotations on the integration variables \( e, \sigma_\ast, \sigma', \sigma'_\ast \). We can therefore add an average over \( \sigma = v/|v| \), and then remove the spherical average over \( e \), which is no more necessary:

\[
\int_{S^2} \int_{S^2} \int_{S^2} \delta_{c_m} \, d\sigma_\ast \, d\sigma' \, d\sigma'_\ast \\
= \frac{1}{(2\pi)^3} \int_0^{+\infty} \int_{S^2} \int_{S^2} \int_{S^2} e^{iu(e_0,v+v_s'-v'_s)} \, d\sigma \, d\sigma' \, d\sigma'_\ast \, u^2 \, du
\]

for some fixed unit vector \( e_0 \in S^2 \) (the volume of the two spherical averages removed and added cancel). We then compute

\[
\int_{S^2} e^{iu(e_0,w)} \, d\sigma = 2\pi \int_0^\pi e^{iu|w|\cos \theta} \, \sin \theta \, d\theta = \frac{4\pi \sin(|w||u|)}{|w||u|},
\]

and straightforwardly deduce (4.23).

**Step 4.** We claim that for any \( r, r_\ast, r', r'_\ast > 0 \) satisfying the conservation of energy condition \( r^2 + r_\ast^2 = (r')^2 + (r'_\ast)^2 \), it holds

\[
(4.24) \quad A = \frac{\pi}{2} \min \{ r, r_\ast, r', r'_\ast \}.
\]

Indeed, by Lebesgue dominated convergence theorem, we have

\[
A = \lim_{\varepsilon \to 0} A_\varepsilon \quad \text{with} \quad A_\varepsilon := \int_{\varepsilon}^{+\infty} \sin(ru) \sin(r_\ast u) \sin(r'u) \sin(r'_\ast u) \frac{du}{u^2}.
\]

Using the identities \( \sin z = (e^{iz} - e^{-iz})/(2i) \) and \( \cos z = (e^{iz} + e^{-iz})/2 \), we have

\[
4 \sin(ru) \sin(r_\ast u) \sin(r'u) \sin(r'_\ast u)
\]
\[
= \cos((r + r_\ast + r' + r'_\ast)u) - \cos((r + r_\ast + r' - r'_\ast)u)
- \cos((r + r_\ast - r' + r'_\ast)u) + \cos((r + r_\ast - r' - r'_\ast)u)
- \cos((r - r_\ast + r' + r'_\ast)u) + \cos((r - r_\ast + r' - r'_\ast)u)
+ \cos((r - r_\ast - r' + r'_\ast)u) - \cos((r - r_\ast - r' - r'_\ast)u).
\]
We observe that thanks to an integration by part, for any \( a \in \mathbb{R} \), we have
\[
\int_{\varepsilon}^{+\infty} \cos(a u) \frac{du}{u^2} = \cos(a \varepsilon) - \frac{a}{\varepsilon} \int_{\varepsilon}^{+\infty} \sin(a u) \frac{du}{u} - a \int_{\varepsilon}^{+\infty} \sin(a u) \frac{du}{u} + O(a^2 \varepsilon)
\]
\[
= \frac{1}{\varepsilon} - \frac{a}{\varepsilon} \int_{0}^{+\infty} \sin(a u) \frac{du}{u} + O(a^2 \varepsilon)
\]
\[
= \frac{1}{\varepsilon} - \frac{\pi}{2} |a| + O(a^2 \varepsilon).
\]

All together, we get
\[
-\frac{8}{\pi} A = -\frac{8}{\pi} \lim_{\varepsilon \to 0} A_{\varepsilon}
\]
\[
= |r + r_\ast + r' + r'_\ast| - |r + r_\ast + r' - r'_\ast| - |r + r_\ast + r' - r'_\ast| + |r + r_\ast - r' + r'_\ast|
\]
\[
- |r + r_\ast - r' + r'_\ast| - |r - r_\ast + r' - r'_\ast| - |r - r_\ast + r' + r'_\ast| - |r - r_\ast - r' + r'_\ast|.
\]

Now assume first \( r > r_\ast, r' > r'_\ast \) and \( r > r' \), so that the energy conservation condition implies that \( r > r' > r'_\ast > r_\ast \), and in particular \( r - r_\ast > r' - r'_\ast > 0 \). Hence any of the terms \( r, r_\ast, r', r'_\ast \) is smaller than the sum of the three other terms. Using all these inequalities, the above expression then simplifies into
\[
-\frac{8}{\pi} A = (r + r_\ast + r' + r'_\ast) - (r + r_\ast + r' - r'_\ast)
\]
\[
- (r + r_\ast - r' + r'_\ast) + |r + r_\ast - r' - r'_\ast| + |r + r_\ast - r' + r'_\ast| + |r - r_\ast + r' + r'_\ast| - |r - r_\ast - r' - r'_\ast|.
\]

Now, from the elementary inequality
\[
\forall x, y \geq 1, \quad x^2 + y^2 - 1 \leq (x + y - 1)^2,
\]
we deduce that
\[
r = r_\ast \sqrt{\left(\frac{r'}{r_\ast}\right)^2 + \left(\frac{r'_\ast}{r_\ast}\right)^2} - 1 \leq r_\ast \left| \frac{r'}{r_\ast} + \frac{r'_\ast}{r_\ast} - 1 \right| = r' + r'_\ast - r_\ast
\]
where we have removed the absolute value due to the inequalities above. We thus obtain \( \max\{r - r', r'_\ast - r_\ast\} = r'_\ast - r_\ast \). As a consequence, we get
\[
-\frac{8}{\pi} A = -2 r_\ast - 2 r'_\ast + 2 (r'_\ast - r_\ast) = -4 r_\ast = -4 \min\{r, r_\ast, r', r'_\ast\}.
\]

We then conclude \([4, 24]\) by using symmetries: the cases \( r < r_\ast, r' < r'_\ast \), and \( r < r' \) are treated by using the three swappings \( v \leftrightarrow v_\ast, v' \leftrightarrow v'_\ast \) and \((v, v_\ast) \leftrightarrow (v', v'_\ast)\) leaving invariant the energy conservation identity.
Step 5. Conclusion. We conclude by gathering (4.22) with (4.21), (4.23) and (4.24).

We can now prove the pointwise estimates with polynomial weight on the collision operator.

Lemma 4.7. Assume $k > 3$. Then we have the following bilinear estimate on the $Q^+$ operator defined in (4.8):

\begin{align}
∀ f, g ∈ L^∞((v_κ)^{k+1}), \quad & \|Q^+(f, g)\|_{L^∞((v_κ)^k)} \\
& \leq C(k) \left( \|f\|_{L^∞((v_κ)^{k+1})} \|g\|_{L^∞((v_κ)^k)} + \|g\|_{L^∞((v_κ)^{k+1})} \|f\|_{L^∞((v_κ)^k)} \right)
\end{align}

for some constant $C(k) > 0$ depending on $k$.

Moreover, we have, for any $k > 3$ and $δ > 0$, the following more precise linear estimate on the remainder operator $B^2_δ$ (defined in (4.10)):

\begin{align}
∀ h ∈ L^∞((v_κ)^{k+1}), \quad & \|B^2_δ h\|_{L^∞((v_κ)^k)} \leq \left( \frac{4}{k-1} + η(k, δ) \right) \|h\|_{L^∞((v_κ)^k)}
\end{align}

for some constructive $η(k, δ)$ such that $η(k, δ) → 0$ as $δ → 0$ with $k$ fixed.

Remark 4.8. Observe that a similar estimate is easily proved for the loss part of the collision operator $Q^-(g, f)$ as soon as $k > 3$. These estimates for $Q^+$ recover, by another method, some estimates in [9], in a more precise form and with the sharp constant (and weaker moment condition). They are different in nature from convolution-like estimates

\begin{align}
& \|Q^+(f, g)\|_{L^∞((v_κ)^k)} \\
& \leq C \left( \|g\|_{L^1((v_κ)^{k+1})} \|f\|_{L^∞((v_κ)^{k+1})} + \|f\|_{L^1((v_κ)^{k+1})} \|g\|_{L^∞((v_κ)^{k+1})} \right)
\end{align}

which hold for any $k ≥ 2$ and any $f, g ∈ (L^1 ∩ L^∞)((v_κ)^{k+1}),$ as proved for instance in [7] or in [80, Theorem 2.1 and Remark 3].

Proof of Lemma 4.7. We split the proof in two steps along the two parts of the statement.

Step 1. The bilinear estimate (4.25). Define the functions

\begin{align}
∀ r > 0, \quad & F(r) := \sup_{|v|=r} |f(v)|, \quad G(r) := \sup_{|v|=r} |g(v)|,
\end{align}

so that

\begin{align}
|Q^+(g, f)(v)| ≤ Q^+(G, F)(|v|).
\end{align}

Observing that now $F$ and $G$ are radially symmetric functions, for $(r', r'_*) ∈ \mathbb{R}^2_+$ we get

\begin{align}
\{(r')^2 + (r')^2 ≥ r^2\} ⊂ \{r' ≥ r/√2\} \cup \{r' ≥ r/√2\}.
\end{align}
We can estimate $Q^+(G, F)$ by using the representation formula in Lemma 4.6 and the following splitting

\[
Q^+(G, F)(r) \leq \frac{C_0}{r} \int_{r/\sqrt{2}}^{r^+} \frac{dr'}{r'} \int_0^{r^+} dr' G(r') F(r'_*) (r'_*)^2 + \frac{C_0}{r} \int_{r/\sqrt{2}}^{r^+} \frac{dr'}{r'} \int_0^{r^+} dr' G(r') F(r'_*) (r'_*)^2 =: I_1 + I_2
\]

where we have used $\min\{r, r_*, r', r'_*\} \leq r'_*$ in the first term, $\min\{r, r_*, r', r'_*\} \leq r'$ in the second term and we have set $C_0 := 64\pi^2$.

For the first term, we set $m_k := (1 + |v|^2)^{k/2}$ and we remark that as soon as $k > 3$, we have, for $r \geq 1$,

\[
I_1 = \frac{C_0}{r} \int_{r/\sqrt{2}}^{r^+} \frac{dr'}{r'} \int_0^{r^+} F(r'_*) (r'_*)^2 dr'_* \leq \frac{C_0}{r(k-3)} \left[ \sup(Gm_{k+1}) \right] \left[ \sup(Fm_k) \right] \int_{r/\sqrt{2}}^{r^+} \frac{dr'}{r'} \int_0^{r^+} dr' \frac{r'}{(1 + (r')^2)^{k+1}} \leq \frac{C_0 2^{(k-1)/2}}{(k-1)(k-3)} \frac{1}{m_k(r)} \|g\|_{L^\infty(m_{k+1})} \|f\|_{L^\infty(m_k)}.
\]

so that

\[
\forall r > 0, \quad I_1(r) m_k(r) \leq \frac{C_0 2^{(k-1)/2}}{(k-1)(k-3)} \|g\|_{L^\infty(m_{k+1})} \|f\|_{L^\infty(m_k)}.
\]

Because the terms $I_1$ and $I_2$ are symmetric (the change of variable $(r', r'_*) \rightarrow (r'_*, r')$ exchanges the role played by $F$ and $G$), we obtain the same estimate for $I_2$ where we exchange the role played by $f$ with $g$, and this concludes the proof of (4.25).

**Step 2.** Let us prove the following linearized estimate

\[
\|Q^+(\mu, f) + Q^+(f, \mu)\|_{L^\infty(|v|^{k+1})} \leq \left( \frac{16\pi}{k-1} + \eta(k, \delta) \right) \|f\|_{L^\infty(|v|^{k+1})}
\]

for some constant $\eta(k, \delta) \rightarrow 0$ as $\delta \rightarrow 0$, for $k > 3$ fixed. It implies the desired inequality (4.26) since

\[
4\pi (1 + |v|^2)^{1/2} 1_{|v| \geq \delta^{-1}} \leq 4\pi (1 + |v|) 1_{|v| \geq \delta^{-1}} \leq \nu(v) + 4\pi 1_{|v| \geq \delta^{-1}} \leq \nu(v) + \delta \nu(v).
\]

Setting $G := \mu$ and $F := m_{k+1}^{-1}$ we have

\[
\left\{ \begin{array}{l}
|Q^+(\mu, f)| \leq \|f\|_{L^\infty(|v|^{k+1})} Q^+(G, F) \\
|Q^+(f, \mu)| \leq \|f\|_{L^\infty(|v|^{k+1})} Q^+(F, G)
\end{array} \right.
\]

and since $Q^+(G, F) = Q^+(F, G)$ (cf. Lemma 4.6), it is enough to establish the estimate (4.29) for the term $Q^+(G, F)$ only.
For any $\varepsilon \in (0, 1)$ and $(r', r_*) \in \mathbb{R}^2_+$, we have

$$\{(r')^2 + (r_*)^2 \geq r^2\} \subset \{r' \geq \sqrt{\varepsilon} r\} \cup \{r_* \geq (1 - \varepsilon) r\},$$

so that we may estimate $Q^+(G, F)$ thanks to the following splitting

$$Q^+(G, F)(r) \leq C_0 \int_{\sqrt{\varepsilon} r}^{+\infty} dr' \int_0^{+\infty} dr'_* G(r') F(r'_*) r^2 (r'_*)^2$$

$$+ C_0 \int_{(1-\varepsilon)r}^{+\infty} dr'_* \int_0^{+\infty} dr' G(r') F(r'_*) (r')^2 r'_* =: I_1 + I_2$$

where we have used $\min\{r, r_*, r', r'_*\} \leq r'_*$ in the first term, and $\min\{r, r_*, r', r'_*\} \leq r'$ in the second term.

For the first term, we have

$$I_1 = C_0 \left( \int_{\sqrt{\varepsilon} r}^{+\infty} dr' \frac{e^{-(r')^2/2}}{(2\pi)^{3/2}} \right) \left( \int_0^{+\infty} \frac{(r'_*)^2}{(1 + (r'_*)^2)^{k+2}} dr'_* \right)$$

$$\leq C_0 \frac{e^{-\varepsilon r^2/2}}{r (2\pi)^{3/2}} \frac{\Theta}{k-2},$$

with $\Theta \in (0, 1)$. On the other hand, for the second term, we have for any $r \geq 1$

$$I_2 = \frac{C_0}{k-1} \left( \int_0^{r} \frac{e^{-(r')^2/2}}{(2\pi)^{3/2}} dr' \right) \left( \int_{(1-\varepsilon)r}^{+\infty} \frac{r'_*}{(1 + (r'_*)^2)^{k+2}} dr'_* \right)$$

$$\leq \frac{16\pi}{k-1} \frac{1}{(1 - (1-\varepsilon)^2 r^2)^{k+1/2}}$$

$$\leq \frac{16\pi}{k-1} \frac{1}{(1 - (1-\varepsilon)^2 r^2)^{k+1}},$$

where we recall that $C_0 = 64\pi^2$.

By combining these two estimates together, we get for any $r \geq 1$

$$Q^+(G, F)(r) m_k(r) 1_{r \geq \delta^{-1}} \leq \frac{16\pi}{k-1} + \phi(k, \delta, \varepsilon)$$

with $\phi = \phi_1 + \phi_2$ and

$$\phi_1(k, \delta, \varepsilon) := \frac{C_1}{k-1} \left( \frac{1}{(1-\varepsilon)^2 r} \sup_{r \geq \delta^{-1}} \frac{m_1(r)}{r} - 1 \right).$$

$$\phi_2(k, \delta, \varepsilon) := \frac{C_2}{k-2} \left[ \sup_{r \geq \delta^{-1}} m_k(r) e^{-\varepsilon r^2/2} \right],$$

for some numerical constants $C_1, C_2 > 0$. We deduce that (4.29) holds with $\eta(k, \delta) := \phi(k, \delta, \delta)$ for instance.
Step 3. Coming back to the definition of \(B_3^2 h\) we split it into three pieces

\[
|B_3^2 h(v)| \leq \int_{\mathbb{R}^3 \times S^2} 1_{|v| \geq R} \left( \mu'_s |h'| + \mu'_s |h'| \right) |v - v_s| \, dv_s \, d\sigma \\
+ \int_{\mathbb{R}^3 \times S^2} 1_{|v| \leq R} \left( (1 - \Theta_\delta)(\mu'_s |h'| + \mu'_s |h'|) \right) |v - v_s| \, dv_s \, d\sigma \\
+ \int_{\mathbb{R}^3 \times S^2} 1_{|v| \leq R} (1 - \Theta_\delta) \mu |h_s| |v - v_s| \, dv_s \, d\sigma =: I_1 + I_2 + I_3.
\]

For the first term \(I_1\) we use (4.29) and we get

\[
\|I_1\|_{L^\infty((v)k)} = \sup_{r \geq 0} (I_1(r) m_k(r)) \leq \frac{16\pi}{k - 1} + \eta(k, R^{-1}).
\]

For the second term \(I_2\) we use the sharp form of the convolution inequality (4.27) as stated in [80] Theorem 2.1 and we get for \(k > 3\)

\[
I_2(r) m_k(r) \leq m_k(R) \|Q_\delta^+(\mu, |h|) + Q_\delta^+(|h|, \mu)\|_{L^\infty} \sup_{|v| \leq R} \int_{S^2} \int_{S^2} (1 - \Theta_\delta) \frac{1}{|v'|^k (v')^k} |v - v_s| \, dv_s \, d\sigma \\
\leq C m_k(R) \|h\|_{L^\infty((v)k)} \sup_{|v| \leq R} \int_{S^2} \int_{S^2} (1 - \Theta_\delta) \frac{1}{(1 + |v'|^2 + |v'_s|^2)^{k/2}} |v - v_s| \, dv_s \, d\sigma \\
\leq C m_k(R) \|h\|_{L^\infty((v)k)} \sup_{|v| \leq R} \int_{S^2} \int_{S^2} (1 - \Theta_\delta) \frac{1}{(1 + |v|^2 + |v'_s|^2)^{k/2}} |v - v_s| \, dv_s \, d\sigma
\]

for some constant \(C > 0\). Observe that we can also write the same control on the third term \(I_3\) by a simpler argument:

\[
I_3(r) m_k(r) \\
\leq C m_k(R) \|h\|_{L^\infty((v)k)} \sup_{|v| \leq R} \int_{S^2} \int_{S^2} (1 - \Theta_\delta) \frac{1}{|v'|^k (v'_s)^k} |v - v_s| \, dv_s \, d\sigma \\
\leq C m_k(R) \|h\|_{L^\infty((v)k)} \sup_{|v| \leq R} \int_{S^2} \int_{S^2} (1 - \Theta_\delta) \frac{1}{(1 + |v|^2 + |v'_s|^2)^{k/2}} |v - v_s| \, dv_s \, d\sigma.
\]

We then use

\[
(1 - \Theta_\delta) \leq \left(1_{|v - v_s| \geq \delta^{-1}} + 1_{|v - v_s| \leq 2\delta} + 1_{\cos \theta \geq 1 - 2\delta}\right)
\]

which gives rise to three terms to be controlled. The term associated with the third part is \(o(\delta)\) thanks to the \(L^1\) integration on the sphere, the second term is \(O(\delta)\) thanks to the term \(|v - v_s|\) in the collision kernel, and for the first term, if we assume \(\delta\) small enough so that \(\delta^{-1} \geq 2R\), then we deduce that \(|v_s| \geq \delta^{-1}/2\) which gives a decay \(O(\delta^{-k-2})\). We finally deduce that

\[
\|I_2\|_{L^\infty((v)k)} + \|I_3\|_{L^\infty((v)k)} \leq o(\delta) \|h\|_{L^\infty((v)k)}.
\]

Then the proof of (4.26) follows by gathering the preceding estimates on \(I_1, I_2, I_3\).
Remark 4.9. The reader can check that the above proof fails for Lebesgue spaces \( L^q, q \in (1, +\infty) \): in fact the loss of weight in a bilinear inequality of the form \( L^q \times L^q \to L^q \) seems strictly greater than what is allowed by \( \nu \).

Let us now consider the case of a stretched exponential weight.

**Lemma 4.10.** Consider the weight \( m = e^{\kappa |\nu|^\beta} \) with \( \kappa > 0, \beta \in (0, 2) \). Then we have the following bilinear estimate on \( Q^+ \) defined in (4.8):

\[
\|Q^+(g, f)\|_{L^\infty(\nu^\beta m)} \leq C \left( \|f\|_{L^\infty(m)} \|g\|_{L^\infty(\nu m)} + \|g\|_{L^\infty(m)} \|f\|_{L^\infty(\nu m)} \right),
\]

for any \( f, g \in L^\infty(\nu m) \) and for some constant \( C > 0 \) depending on \( m \).

Moreover, for any \( \delta > 0 \), we have the following linear estimate on the remainder operator \( B_2^\delta \):

\[
\forall h \in L^\infty(\nu m), \quad \|B_2^\delta h\|_{L^\infty(m)} \leq \eta(\delta) \|h\|_{L^\infty(\nu m)},
\]

for some constructive constant \( \eta(\delta) \) such that \( \eta(\delta) \to 0 \) as \( \delta \to 0 \).

**Remark 4.11.** Observe that by inspection \( Q^-(h, \mu) \) is bounded in \( L^\infty(m) \). However again such estimates are new for \( Q^+ \) to our knowledge. They complement the \( L^1 \) integral estimates in [73]. These estimates show that the bilinear operator \( Q^+ \) is bounded for the norm \( L^\infty(\nu m) \) for \( \beta \in [1, 2) \).

**Proof of Lemma 4.10** We prove (4.31) in step 1 and (4.32) in step 2.

**Step 1. The bilinear estimate (4.31).** We proceed as in step 1 of Lemma 4.7. Consider \( f, g \in L^\infty(\nu m) \) and introduce the associated radially symmetrized functions \( F, G \) as before. We may estimate \( Q^+(G, F) \) given by Lemma 4.6 thanks to the following splitting

\[
Q^+(G, F)(r) \leq \frac{C_0}{r} \int_0^{+\infty} \int_0^{+\infty} 1_{(r')^2 + (r_*')^2 \geq r^2} 1_{r' \geq r_*} G(r') F(r_*') (r')^2 \, dr' \, dr_*
\]

\[
+ \frac{C_0}{r} \int_0^{+\infty} \int_0^{+\infty} 1_{(r')^2 + (r_*')^2 \geq r^2} 1_{r' \geq r} G(r') F(r_*') (r')^2 \, dr' \, dr_* =: I_1 + I_2
\]

where we have used \( \min\{r, r_*, r', r_*'\} \leq r_*' \) in the first term, \( \min\{r, r_*, r', r_*'\} \leq r' \) in the second term and we have set again \( C_0 := 64\pi^2 \).

We estimate the two terms in a symmetric way as:

\[
\left\{
\begin{array}{l}
I_1(r) \leq \|g\|_{L^\infty(m)} \|f\|_{L^\infty(\nu m)} J(r), \\
I_2(r) \leq \|g\|_{L^\infty(\nu m)} \|f\|_{L^\infty(m)} J(r),
\end{array}
\right.
\]

with

\[
J(r) = \frac{C_0}{r} \int_0^{+\infty} \int_0^{+\infty} 1_{\rho \geq r} 1_{r_* \geq r'} (m')^{-1} (m_*')^{-1} (r')^2 \, dr' \, dr_*
\]
where we denote \(\rho^2 := (r')^2 + (r'_*)^2\). We introduce the notations \(x := r'/\rho\), \(y := r'_*/\rho\), and we remark that by inspection
\[
\forall x \in [0, 1/\sqrt{2}], \quad x^\beta + (1 - x^2)^{\beta/2} - 1 \geq \eta x^\beta
\]
for some explicit \(\eta = \eta(\beta) \in (0, 1)\). As a consequence, making the change of variables \((r', r'_*) \mapsto (r', \rho)\) and noticing that the condition \(r' \leq r_*'\) is equivalent to the condition \(x \leq 1/\sqrt{2}\), we get

\[
J(r) = \frac{C_0}{r} \int_r^{+\infty} \frac{d\rho}{\rho^{\beta/2}} \int_0^{\rho/\sqrt{2}} dr' e^{-\kappa((r')^\beta + (r'_*)^\beta)} (r')^2 \frac{\rho}{r'_*} \leq \frac{C_0\sqrt{2}}{r} \int_r^{+\infty} e^{-\kappa \rho^\beta} \int_0^{+\infty} e^{-\kappa \eta(r')^\beta} (r')^2 dr' \leq C e^{-\kappa r^\beta r^\beta},
\]
for some constant \(C\) which depends on \(C_0, \beta, \kappa\).

Notice that in order to get the last inequality above we may proceed as follows:

- If \(\beta \in (1, 2)\) we use the inequality \(1 \leq \rho^{\beta - 1}/r^{\beta - 1}\) and we simply integrate exactly the resulting function by using its anti-derivative
  \[
  \int_r^{+\infty} e^{-\kappa \rho^\beta} d\rho \leq r^{1-\beta} \int_r^{+\infty} \rho^{\beta - 1} e^{-\kappa \rho^\beta} d\rho = r^{1-\beta} e^{-\kappa r^{\beta - 1}}.
  \]

- If \(\beta \in (0, 1)\), we write
  \[
  I(r) := \int_r^{+\infty} e^{-\kappa \rho^\beta} d\rho = \int_r^{+\infty} \rho^{1-\beta} \rho^{\beta - 1} e^{-\kappa \rho^\beta} d\rho
  = \left[ \rho^{1-\beta} e^{-\kappa \rho^\beta} \right]_r^{+\infty} + \frac{(1-\beta)}{\kappa \beta} \int_r^{+\infty} \rho^{-\beta} e^{-\kappa \rho^\beta} d\rho
  \leq \frac{r^{1-\beta} e^{-\kappa \rho^\beta}}{\kappa \beta} + \frac{r^{-\beta}(1-\beta)}{\kappa \beta} I(r)
  \]
  which implies for \(r \geq r_0\) with \(r_0^{-\beta}(1-\beta)/(\kappa \beta) \leq 1/2\):
  \[
  \int_r^{+\infty} e^{-\kappa \rho^\beta} d\rho \leq \frac{2r^{1-\beta} e^{-\kappa \rho^\beta}}{\kappa \beta}.
  \]

The estimate for small values of \(r\), say \(r \in [0, r_0]\), is a consequence of (4.25). This thus concludes the proof of (4.31).

**Step 2. The linearized estimate.** Estimate (4.31) implies the following linearized estimate

\[
(4.34) \quad \|[Q^+(\mu, h) + Q^+(h, \mu)]_1|_{|v| \geq R}\|_{L^\infty(m)} \leq O(\delta^\beta) \|h\|_{L^\infty(\nu_m)}.
\]
We then proceed as in the Step 3 of Lemma 4.7

\[ |B_0^2h(v)| \leq \int_{\mathbb{R}^3 \times S^2} 1_{|v| \geq R} (\mu'_s |h'| + \mu'_l |h'|) |v - v_*| \, dv_* \, d\sigma \\
+ \int_{\mathbb{R}^3 \times S^2} 1_{|v| \leq R} (1 - \Theta_\delta) (\mu'_s |h'| + \mu'_l |h'|) |v - v_*| \, dv_* \, d\sigma \\
+ \int_{\mathbb{R}^3 \times S^2} 1_{|v| \leq R} (1 - \Theta_\delta) \mu |v - v_*| \, dv_* \, d\sigma =: I_1 + I_2 + I_3. \]

The estimate (4.34) implies

\[ \|I_1\|_{L^1(m)} \leq O(\delta^\beta) \|h\|_{L^\infty(\nu m)}. \]

Then the same estimates as in the Step 3 of the proof of Lemma 4.7 yield

\[ \|I_2\|_{L^1_\infty(m)} + \|I_3\|_{L^1_\infty(m)} \leq o(\delta) \|h\|_{L^\infty(\nu \langle v \rangle^k)} \]

(the truncation \( 1_{|v| \leq R} \) means that any weight can be chosen on the left hand side) which concludes the proof of (4.32).

4.6. Dissipativity estimate on the coercive part. Let us summarize in the following lemma the estimates available for \( B_0^2 \).

Lemma 4.12. Consider \( p, q \in [1, \infty] \) and a weight function \( m \) satisfying one of the conditions (W1), (W2), (W3) of Theorem 4.2. Then the remainder collision operator \( B_0^2 \) (defined in (4.10)) satisfies

\[ \forall h \in L^q_\omega(\nu m), \quad \|B_0^2h\|_{L^q_\omega(m)} \leq \Lambda_{m,q}(\delta) \|h\|_{L^q_\omega(\nu m)}, \]

and

\[ \forall h \in L^p_\omega L^p_\omega(\nu m), \quad \|B_0^2h\|_{L^p_\omega L^p_\omega(m)} \leq \Lambda_{m,q}(\delta) \|h\|_{L^p_\omega L^p_\omega(\nu m)}, \]

where \( \Lambda_{m,q}(\delta) \) is some constructive constant (depending on \( m \) and \( q \)) such that

- \( \Lambda_{m,q}(\delta) \to 0 \) as \( \delta \to 0 \) for the conditions (W1) and (W2);
- \( \Lambda_{m,q}(\delta) \to \phi_q(k) \) as \( \delta \to 0 \) for the condition (W3) when \( m := \langle v \rangle^k \), \( k > 2 \), where

\[ \phi_q(k) := \left( \frac{4}{k + 2} \right)^{1/q} \left( \frac{4}{k - 1} \right)^{1 - 1/q}. \]

Remark 4.13. Remark that \( \phi_q(k) \) goes to zero when \( k \) goes to \( +\infty \) and

\[ k > k^*_q := \frac{3 + \sqrt{49 - 48/q}}{2} \implies \phi_q(k) < 1, \]

by the arithmetic-geometric inequality: we have

\[ \left( \frac{4}{k + 2} \right)^{1/q} \left( \frac{4}{k - 1} \right)^{1 - 1/q} \leq \frac{1}{q} \frac{4}{k + 2} + \left( 1 - \frac{1}{q} \right) \frac{4}{k - 1} \]

and

\[ \frac{1}{q} \frac{4}{k + 2} + \left( 1 - \frac{1}{q} \right) \frac{4}{k - 1} < 1 \iff k > k^*_q. \]
Proof of Lemma 4.12. We analyze separately the conditions (W1), (W2) and (W3) on the function $m$.

Case (W1): $p = q = 2$ with Gaussian weight. Arguing as in [75, Proposition 2.3] one can prove the following

$$\|A_c^\delta h\|_{L^2(\mu)} \leq o(\delta) \|h\|_{L^2(\mu^{-1/2})}.$$ 

Let us recall the core of the proof, which relies on the careful inspection of the explicit bound from above on the kernel of $A_c^\delta$, inspired by the celebrated calculations of Hilbert and Grad, as reported for instance in [31, Chapter 7, Section 2]:

$$|A_c^\delta h(v)| \leq \int_{\mathbb{R}^3} k_c^\delta(v, v') |h(v')| dv'$$

with (when $\mu = (2\pi)^{-3/2} e^{-|v|^2/2}$)

$$K_c^\delta(v, v') \leq C (1 - \Theta_\delta) \left\{ |v - v'|^{-1} \exp \left[ -\frac{|v - v'|^2}{8} - \frac{(|v|^2 - |v'|^2)^2}{8|v - v'|^2} \right] + |v - v'| \exp \left[ -\frac{(|v|^2 + |v'|^2)}{4} \right] \right\}$$

from which (4.37) is easily deduced.

Cases (W2) and (W3). Recall that [75, Proposition 2.1] establishes that for the stretch exponential weight $m = e^{\kappa |v|^\beta}$ it holds

$$\forall h \in L^1(\nu m), \quad \|B^{2\delta}_\beta h\|_{L^1(\nu m)} \leq \Lambda_{m,q}(\delta) \|h\|_{L^1(\nu m)}, \quad \Lambda_{m,q}(\delta) \to 0, \quad \delta \to 0,$$

where however the definition of $\Theta_\delta$ is slightly different from ours. But it is immediate to extend the proof to the present situation.

Estimate (4.35) is then obtained by piling up (4.12), (4.26), and (4.32), and using the Riesz-Thorin interpolation theorem in order to obtain the $L^q$ estimate when $1 < q < \infty$.

Estimate (4.36). Now observe that all the estimates previously established on $\mathcal{B}^2_\delta$ are valid (with the same proofs) for $\tilde{B}^2_\delta$. Then, since $\tilde{B}^2_\delta$ is a nonnegative operator acting only in $v$, we have

$$\int_{\mathbb{T}^3} |\tilde{B}^2_\delta h| \, dx \leq \tilde{B}^2_\delta \left( \int_{\mathbb{T}^3} |h| \, dx \right)$$

and

$$\sup_{x \in \mathbb{T}^3} |\tilde{B}^2_\delta h| \leq \tilde{B}^2_\delta \left( \sup_{x \in \mathbb{T}^3} |h| \right)$$

and therefore by interpolation

$$\|\tilde{B}^2_\delta h\|_{L^q_{\nu}} \leq \tilde{B}^2_\delta \left( \|h\|_{L^p_{\nu}} \right)$$
for any $p \in [1, +\infty]$. We then conclude thanks to (4.35) (used on $\tilde{B}_h^2$):
\[
\|B_{\delta}^{2}h\|_{L^p_\mu L^p_x(m)} \leq \left\|\tilde{B}_{\delta}^{2}h\right\|_{L^p_\mu L^p_x(m)} \leq \left\|\tilde{B}_{\delta}^{2}\left(\|h\|_{L^p_x}\right)\right\|_{L^p_\mu(m)} \leq \Lambda_{m,q}(\delta) \|h\|_{L^p_\mu L^p_x(m)}.
\]

Let us now prove dissipativity estimates for the operator $B_{\delta}$.

**Lemma 4.14.** Consider a weight $m$ and the space $\mathcal{E} := W^\sigma_p W^s_q(m)$ with $p, q \in [1, +\infty]$ and $\sigma, s \in \mathbb{N}, \sigma \leq s$. Then:

- **(W1)** When $m = \sigma^{-1/2}, p = q = 2$, there is $\lambda_0 = \lambda_0(m, \delta) \in (0, \nu_0)$ such that $\lambda_0(m, \delta) \to \nu_0$ as $\delta \to 0$ and $(B_{\delta} + \lambda_0)$ is dissipative in $\mathcal{E}$.

- **(W2)** When $m = e^{u|v|^2}, \kappa > 0, \beta \in (0, 2)$ and $p, q \in [1, +\infty]$, there is $\lambda_0 = \lambda_0(m, \delta) \in (0, \nu_0)$ such that $\lambda_0(m, \delta) \to \nu_0$ as $\delta \to 0$ and $(B_{\delta} + \lambda_0)$ is dissipative in $\mathcal{E}$.

- **(W3)** When $m = (v)k$ with any $p, q \in [1, +\infty]$ and $k > k_q^*$, there is $\lambda_0 = \lambda_0(k, q, \delta) \in (0, \nu_0)$ such that
\[
\begin{align*}
\lambda_0(k, q, \delta) &\to \lambda_0^*(k, q) \in (0, \nu_0) \quad \text{when} \quad \delta \to 0, \\
\lambda_0^*(k, q) &\to \nu_0 \quad \text{when} \quad k \to +\infty,
\end{align*}
\]
and $(B_{\delta} + \lambda_0)$ is dissipative in $\mathcal{E}$.

**Remark 4.15.** As in the previous statements, $k > k_q^*$ could be relaxed down to $k > k_{q^*}$.

**Proof of Lemma 4.14.** We consider separately each case. Observe first that the $x$-derivatives commute with the operator $B_{\delta}$, therefore without restriction we can prove the proof for $s = 0$.

**Case (W1):** $p = q = 2$ with Gaussian weight. We consider a solution $h_t$ to the linear equation
\[
\partial_t h_t = B_{\delta} h_t = B_{\delta}^{2} h_t - \nu h_t - v \cdot \nabla_x h_t,
\]
with given initial datum $h_0$. We consider first $\sigma = 0$, and we calculate
\[
\frac{d}{dt} \|h_t\|^{2}_{L^{2}(\mu^{-1/2})} \leq 2 \int_{T^3 \times \mathbb{R}^3} |B_{\delta}^{2} h_t| \ |h| \ dx \ dv - 2 \int_{T^3 \times \mathbb{R}^3} h^{2} \nu \ dx \ dv
\]
since the term involving $v \cdot \nabla_x$ cancels from its divergence (in $x$) structure. This implies
\[
\frac{d}{dt} \|h_t\|^{2}_{L^{2}(\mu^{-1/2})} \leq -2 (\nu_0 - o(\delta)) \ |h_t|^{2}_{L^{2}(\mu^{-1/2})}
\]
and concludes the proof of dissipativity. Since the $x$-derivatives commute with the equation we have in the same manner
\[
\frac{d}{dt} \|\nabla_x h_t\|^{2}_{L^{2}(\mu^{-1/2})} \leq -2 (\nu_0 - o(\delta)) \ |\nabla_x h_t|^{2}_{L^{2}(\mu^{-1/2})}.
\]
Then we consider the case of derivatives in \(v\), say first \(\sigma = 1\) and \(s \geq 1\). Note that we can reduce to the case \(s = 1\) by differentiating in \(x\) the equation (using that in the definition of the norms (4.6) we sum over derivatives \(\partial^i_x \partial^j_v\) with \(|i| \leq \sigma, |j| \leq s, |i| + |j| \leq \max\{\sigma, s\}\)). We compute the evolution of the \(v\)-derivatives:

\[
\partial_t \partial_v h = -v \cdot \nabla_x \partial_v h - \partial_x h + \partial_v (B^2_\delta h - \nu h)
\]

with

\[
(4.40) \quad \mathcal{R} h := Q(h, \partial_v \mu) + Q(\partial_v \mu, h) - (\partial_v \mathcal{A}_\delta)(h) + \mathcal{A}_\delta(\partial_v h),
\]

\((\partial_v \mathcal{A}_\delta)(h)\) means that one differentiates the kernel of the operator as opposed to its argument \(h\) where we have used twice the relation

\[
B^2_\delta h = Q^+(h, \mu) + Q^+(\mu, h) - Q^-(h, \mu) - \mathcal{A}_\delta(h),
\]

and the property

\[
(4.41) \quad \partial_v Q^+(f, g) = Q^+(\partial_v f, g) + Q^+(f, \partial_v g)
\]

following from the translation invariance of the collision operator. We deduce that

\[
\frac{d}{dt} \|\nabla_v h\|_{L^2(\mu^{-1/2})}^2 \leq -2 (\nu_0 - o(\delta)) \|\nabla_v h\|_{L^2(\mu^{-1/2})}^2 - \int_{\mathbb{T}^3 \times \mathbb{R}^3} \nabla_v h \cdot \nabla_x h \mu^{-1} \, dx \, dv + \|\mathcal{R} h\|_{L^2(\mu^{-1/2})} \|\nabla_v h\|_{L^2(\mu^{-1/2})}.
\]

Using one integration by parts and the regularizing property of the operator \(\mathcal{A}_\delta\), we have

\[
\|\mathcal{A}_\delta(\partial_v h)\|_{L^2(\mu^{-1/2})}^2 + \|\partial_v \mathcal{A}_\delta(h)\|_{L^2(\mu^{-1/2})}^2 \leq C \|h\|_{L^2(\mu^{-1/2})}^2
\]

for some constant \(C = C_\delta > 0\) (depending on \(\delta\)). Moreover using the computation of Hilbert and Grad (see above or again [31, Chapter 7, Section 2]), we have

\[
\|Q^+(h, \partial_v \mu) + Q^+(\partial_v \mu, h) - Q^-(\partial_v \mu, h)\|_{L^2(\mu^{-1/2})}^2 \leq C \|h\|_{L^2(\mu^{-1/2})}^2
\]

for some constant \(C > 0\). Therefore the operator \(\mathcal{R}\) is bounded in \(L^2(\mu^{-1/2})\). Introducing the norm

\[
\|h\|_{H^{1/2}_v(\mu^{-1/2})} := \left(\|h\|_{L^2(\mu^{-1/2})}^2 + \|\nabla_x h\|_{L^2(\mu^{-1/2})}^2 + \varepsilon \|\nabla_v h\|_{L^2(\mu^{-1/2})}^2\right)^{1/2}
\]
for some given \( \varepsilon > 0 \), we deduce

\[
\frac{\mathrm{d}}{\mathrm{d}t} \|h\|_{H^2_{\varepsilon}(\mu^{-1/2})}^2 \\
\leq -2 (\nu_0 - o(\delta)) \left( \|h\|_{L^2(\mu^{-1/2})}^2 + \|\nabla_x h\|_{L^2(\mu^{-1/2})}^2 \right) + \varepsilon \|\nabla v h\|_{L^2(\mu^{-1/2})}^2 \\
+ \varepsilon \|\nabla v h\|_{L^2(\mu^{-1/2})} \|\nabla_x h\|_{L^2(\mu^{-1/2})} + C \varepsilon \|h\|_{L^2(\mu^{-1/2})} \|h\|_{L^2(\mu^{-1/2})}
\]

which concludes the proof by taking \( \varepsilon \) small enough in terms of \( \delta \). The higher-order estimates can be performed with the norm

\[
\|h\|_{W^\sigma,2W^{2,s}(\mu^{-1/2})_\varepsilon} := \left( \sum_{|i| \leq \sigma, |j| \leq s, |i| + |j| \leq \max \{\sigma, s\}} \varepsilon^{|i|} \|\partial_x^i \partial_v^j h\|_{L^2(\mu^{-1/2})}^2 \right)^{1/2}
\]

for some \( \varepsilon \) to be chosen small enough (in terms of \( \delta \)).

**Cases (W2) and (W3):** \( p, q \in [1, +\infty] \) with stretched exponential and polynomial weights. The proof of these two cases are identical. We denote by \( m \) either a polynomial weight or a stretched exponential weight, using the respective estimates established previously.

We consider again only the case \( s = 0 \) since \( x \)-derivatives commute with the equation, and we also look first at the case \( \sigma = 0 \).

Consider first \( 1 \leq p, q < +\infty \) and denote \( \Phi'(z) := |z|^{p-1} \text{sign}(z) \). We compute

\[
\frac{\mathrm{d}}{\mathrm{d}t} \|h_t\|_{L^p_t L^q_x} = \|h\|_{L^p_t L^q_x}^{1-q} \times \left( \int_{\mathbb{T}^3} \left( \int_{\mathbb{T}^3} (B_\delta(h)) \Phi'(h) \, \mathrm{d}x \right) \left( \int_{\mathbb{T}^3} |h|^p \, \mathrm{d}x \right)^{\frac{2}{p} - 1} m^q \, \mathrm{d}v \right).
\]

Observing that

\[
\int_{\mathbb{T}^3} (B_\delta(h)) \Phi'(h) \, \mathrm{d}x = \int_{\mathbb{T}^3} \left[ (B_\delta^2(h)) \Phi'(h) - \nu |h|^p - \frac{1}{p} v \cdot \nabla_x (|h|^p) \right] \, \mathrm{d}x \\
\leq \left( \int_{\mathbb{T}^3} |B_\delta^2(h)|^p \, \mathrm{d}x \right)^{\frac{1}{p}} \left( \int_{\mathbb{T}^3} |h|^p \, \mathrm{d}x \right)^{1 - \frac{1}{p} - \nu \int_{\mathbb{T}^3} |h|^p \, \mathrm{d}x}.
\]

we deduce that

\[
\frac{\mathrm{d}}{\mathrm{d}t} \|h_t\|_{L^p_t L^q_x} \leq \|h\|_{L^p_t L^q_x}^{1-q} \left[ \left( \int_{\mathbb{T}^3} |B_\delta^2(h)|^p \, \mathrm{d}v \right) \|h\|_{L^q_t}^{q-1} m^q \, \mathrm{d}v \right] - \left( \int_{\mathbb{T}^3} \nu \|h\|_{L^p_t}^q m^q \, \mathrm{d}v \right).
\]
Denoting $H = \|h\|_{L^p_x}$, we obtain thanks to (4.39)
\[
\frac{d}{dt} \|h\|_{L^p_x L^q_t(m)} \leq \|h\|_{L^p_x L^q_t(m)}^{1-q} \left[ \Lambda_{mv^{-1/q}, q}(\delta) - 1 \right] \|h\|_{L^p_x L^q_t(m)}^q
\]
(4.44)
\[
\leq \nu_0^{1/q-1} \left[ \Lambda_{mv^{-1/q}, q}(\delta) - 1 \right] \|h\|_{L^p_x L^q_t(mv^{1/q})} \leq -\nu_0^{-1} [1 - \Lambda_{mv^{-1/q}, q}(\delta)] \|h\|_{L^p_x L^q_t(m)}
\]
which concludes the proof of dissipativity in this case.

The cases $p = +\infty$ and $q = +\infty$ are then obtained by taking the corresponding limits in the above estimate. The $v$-derivatives can be treated with the same line of arguments as in the case (W1). Arguing as before we obtain
\[
\frac{d}{dt} \left( \|h\|_{L^p_x L^q_t(m)} + \|\nabla_v h\|_{L^p_x L^q_t(m)} \right) \leq -\nu_0^{1/q-1} [1 - \Lambda_{mv^{-1/q}, q}(\delta)] \left( \|h\|_{L^p_x L^q_t(mv^{1/q})} + \|\nabla_v h\|_{L^p_x L^q_t(mv^{1/q})} \right)
\]
and
\[
\frac{d}{dt} \|\nabla_v h\|_{L^p_x L^q_t(m)} \leq -\nu_0^{1/q-1} [1 - \Lambda_{mv^{-1/q}, q}(\delta)] \|\nabla_v h\|_{L^p_x L^q_t(m)} + \|\nabla_v h\|_{L^p_x L^q_t(mv^{1/q})} + \|R h\|_{L^p_x L^q_t(m)}
\]
where $R$ is defined in (4.40). Using the Lemmas 4.4 and 4.7 when $m$ is a polynomial weight, and (4.38) and Lemma 4.10 when $m$ is an exponential weight, and the regularization property of the operator $A_d$, we prove that
\[
\|R h\|_{L^p_x L^q_t(m)} \leq C \left( \int_{\mathbb{R}^3} \|h\|_{L^p_x}^q \nu^q \, dv \right)^{1/q}
\]
for some constant $C = C_\delta > 0$ (depending on $\delta$). We then introduce the norm
\[
\|h\|_{W^1_v W^{1,q}_x(m)_{\varepsilon}} := \|h\|_{L^p_x L^q_t(m)} + \|\nabla_v h\|_{L^p_x L^q_t(m)} + \varepsilon \|\nabla_v h\|_{L^p_x L^q_t(m)}
\]
for some \( \varepsilon > 0 \) to be fixed later, and we deduce
\[
\frac{d}{dt} \| h \|_{W_x^{1,q} W^{s,p}_v(m)_\varepsilon} \leq -\nu_0^{1/q-1} \left[ 1 - \Lambda_{ \varepsilon^\kappa} \right] \left[ \left( \int_{\mathbb{R}^3} \| h \|_{L_x^{\kappa}}^q v m^q \, dv \right)^{\frac{1}{q}} + \varepsilon \left( \int_{\mathbb{R}^3} \| \nabla_x h \|_{L_x^{\kappa}}^q v m^q \, dv \right)^{\frac{1}{q}} \right] \\
+ C \varepsilon \left( \int_{\mathbb{R}^3} \| h \|_{L_x^{\kappa}}^q v m^q \, dv \right)^{\frac{1}{q}} + \varepsilon \| \nabla_x h \|_{L_x^{\kappa} L_v^q(m)}
\]
which concludes the proof by taking \( \varepsilon \) small enough in terms of \( \delta \). The higher-order estimates are performed with the norm
\[
\| h \|_{W_x^{1,q} W^{s,p}_v(m)_\varepsilon} := \sum_{|i| \leq \sigma, |j| \leq \kappa, |i| + |j| \leq \max\{\sigma, \kappa\}} \varepsilon^{|i|} \| \partial_x^i \partial_v^j h \|_{L_x^{\kappa} L_v^q(m)}
\]
for some \( \varepsilon > 0 \) to be chosen small enough (in terms of \( \delta \)).

\[\square\]

4.7. Regularization estimates in the velocity variable. In this subsection we prove a regularity estimate on the truncated operator \( \mathcal{A}_\delta \), which improves the result [75, Proposition 2.4]. In the latter paper, it was established in [75, Proposition 2.4 (iii)], for a slightly weaker truncation function \( \Theta_\delta \) (and the same proof would apply here), the boundedness of the operator \( \mathcal{A}_\delta \) from \( L^1(v) \) into the space of \( W_v^{1,1} \) functions with compact support. We prove here:

**Lemma 4.16.** For any \( s \in \mathbb{N} \) the operator \( \mathcal{A}_\delta \) maps \( L^1_v((v)) \) into \( H^s_v \) functions with compact support, with explicit bounds (depending on \( \delta \)) on the \( L^1_v((v)) \rightarrow H^s_v \) norm and on the size of the support.

More precisely, there are two constants \( C_{s,\delta}, R_\delta > 0 \) so that
\[
\forall h \in L^1_v((v)), \quad \text{supp} \mathcal{A}_\delta h \subset B(0, R_\delta), \quad \| \mathcal{A}_\delta h \|_{H^s_v} \leq C_{s,\delta} \| h \|_{L^1_v((v))}.
\]

**Proof of Lemma 4.16.** On the one hand, it is clear that the range of the operator \( \mathcal{A}_\delta \) is included into compactly supported functions thanks to the truncation, with a bound on the size of the support related to \( \delta \).

On the other hand, the proof of the smoothing estimate is a straightforward consequence of the regularization property of the gain part \( Q^+ \) of the collision operator discovered by P.-L. Lions [61, 62], and we only sketch it.
Let us recall that
\[ A_\delta h = Q^+_{B_\delta}(\mu, h) + Q^-_{B_\delta}(h, \mu) - Q^-_{B_\delta}(\mu, h) \]
where \( Q^+_{B_\delta} \) (resp. \( Q^-_{B_\delta} \)) is the gain (resp. loss) part of the collision operator associated to the mollified collision kernel \( B_\delta = \Theta_\delta B \). More precisely, we have
\[ Q^+_{B_\delta}(f, g) := \int_{\mathbb{R}^d} \int_{S^2} \Theta_\delta f(v') g(v_v) |v - v_v|^\gamma b(\cos \theta) \, dv_v \, d\sigma \]
and, since we can decompose the truncation as \( \Theta_\delta = \Theta^1_\delta(v) \Theta^2_\delta(v - v_v) \Theta^3_\delta(\cos \theta) \), we have the formula
\[ Q^-_{B_\delta}(\mu, h) := \int_{\mathbb{R}^d} \int_{S^2} \Theta_\delta \mu(v) h(v_v) |v - v_v|^\gamma b(\cos \theta) \, dv_v \, d\sigma = \mu(v) \Theta^1_\delta(v) (f * \nu_\delta)(v), \quad \nu_\delta \in C_c(\mathbb{R}^3). \]
The regularity estimate is trivial for \( Q^-_{B_\delta}(\mu, h) \) thanks to the truncation and convolution structure, and the regularity estimate for \( Q^+_{B_\delta} \) follows immediately from the result discovered in [61, 62] in the form proven in [80, Theorem 3.1].

4.8. Iterated averaging lemma. In this subsection we prove the key regularity results for our factorization and enlargement theory. We begin with an “averaging lemma” (in the spirit of [43, 20]) for the free transport equation. This first result requires regularity in the velocity variable. We shall then show how to get rid of the assumption by a new iterated averaging lemma.

**Lemma 4.17.** Consider \( f \in L^1([0, T]; L^1(\mathbb{T}^d \times \mathbb{R}^d)) \) and \( f_{in} \in L^1(\mathbb{T}^d \times \mathbb{R}^d) \) such that \( \nabla_v f_{in} \in L^1(\mathbb{T}^d \times \mathbb{R}^d) \) and (in the weak sense)
\[ \partial_t f + v \cdot \nabla_x f = 0 \quad \text{on} \quad [0, T) \times \mathbb{T}^d \times \mathbb{R}^d, \quad f|_{t=0} = f_{in} \quad \text{on} \quad \mathbb{T}^d \times \mathbb{R}^d. \]
For any fixed \( \varphi \in \mathcal{D}(\mathbb{R}^d) \), let us define
\[ \rho_{\varphi}(t, x) := \int_{\mathbb{R}^d} f_t(x, v) \varphi(v) \, dv. \]
Then \( \rho_{\varphi} \) satisfies
\[ \| \rho_{\varphi}(t, \cdot) \|_{W^{1,1}} \leq \left( 1 + \frac{1}{t} \right) \| \varphi \|_{W^{1,\infty}} \left( \| f_{in} \|_{L^1_{\mu, \nu}} + \| \nabla_v f_{in} \|_{L^1_{\nu, \nu}} \right). \]

**Remark 4.18.** It is worth mentioning that a similar result holds in \( L^2 \). It may be compared with the classical averaging lemma for the free transport equation: a typical statement (see [22, 21] as well as [43, 34, 83, 58] and the references therein for more details) is
\[ \| \rho_{\varphi}(t, \cdot) \|_{H^{1/2}} \leq (1 + t) \| \varphi \|_{W^{1,\infty}} \| f_0 \|_{L^2_{\nu, \nu}}. \]
Hence the gain of derivability in the \( x \) variable is weaker compared to (4.45), but there is no regularity assumption on the initial datum. However, it is
well known that \((4.46)\) is false for \(p = 1\) (see the discussion in \[43\] and the related work \[44\]). In the estimate \((4.45)\) we can cover the critical \(L^1\) case at the price of assuming more initial regularity on the velocity variable. It shares some similarity with the results in \[20\]. The proof makes use of the “gliding norms” introduced in \[81\].

**Proof of Lemma 4.17.** Introducing the differential operator
\[
D_t := t \nabla_x + \nabla_v,
\]
we observe that \(D_t\) commutes with the free transport operator \(\partial_t + v \cdot \nabla_x\), so that
\[
\partial_t(D_tf) + v \cdot \nabla_x(D_tf) = 0.
\]
From the mass preservation for the free transport flow on \(f_t\) and \(D_tf_t\), we deduce
\[
\forall t \geq 0, \quad \|f_t\|_{L^1} = \|f_0\|_{L^1}, \quad \|D_t f_t\|_{L^1} = \|D_0 f_0\|_{L^1} = \|\nabla_v f_0\|_{L^1}.
\]
Finally we calculate
\[
\nabla_x \rho_\varphi(t, x) = \int_{\mathbb{R}^d} \left( \frac{D_t}{t} - \nabla_v \right) f_t(x, v) \varphi(v) \, dv
\]
\[= \frac{1}{t} \int_{\mathbb{R}^d} (D_t f)(t, x, v) \varphi(v) \, dv + \int_{\mathbb{R}^d} f(t, x, v) \nabla_v \varphi(v) \, dv,
\]
and we conclude the proof thanks to the previous estimates. \(\square\)

Let us recall the notation \(T_n(t) := (A_\delta S_{B_\delta})^{(sn)}\) for \(n \geq 1\), where \(S_{B_\delta}(t)\) is the semigroup generated by the operator \(B_\delta\). We remind the reader that the \(T_n(t)\) operators are merely time-indexed family of operators which do not have the semigroup property in general.

**Lemma 4.19.** Consider \(s \in \mathbb{R}_+\), and a weight \(m\) so that the assumptions of Lemma 4.14 are satisfied (hence \(B_\delta\) is dissipative in \(W^{s',1}_{x,v}(m)\) for \(s' \in [0, s + 4] \cap \mathbb{N}\)). Then the time indexed family \(T_n\) of operators satisfies the following: for any \(\lambda_0' \in (0, \lambda_0)\) where \(\lambda_0\) is provided by Lemma 4.14, there is some constructive constants \(C = C(\lambda_0', \delta) > 0\) and \(R = R(\delta)\) such that for any \(t \geq 0\)
\[\operatorname{supp} T_n(t)h \subset K := B(0, R),\]
and
\[
\forall t \geq 0, \quad \|T_1(t)h\|_{W^{s+1,1}_{x,v}(K)} \leq C e^{-\lambda_0' t} \|h\|_{W^{s,1}_{x,v}(m)}, \quad \text{if} \ s \geq 1;
\]
\[
\forall t \geq 0, \quad \|T_2(t)h\|_{W^{s+1/2,1}_{x,v}(K)} \leq C e^{-\lambda_0' t} \|h\|_{W^{s,1}_{x,v}(m)}, \quad \text{if} \ s \geq 0.
\]

**Remark 4.20.** Our proof extends verbatim to the case of \(W^{s,p}_{x,v}\) spaces in \[4.39\], with \(p \in [1, +\infty)\). The important aspect of our estimates is the optimal time decay. The core idea is to exploit correctly the combination of a \(v\)-regularizing operator \(A_\delta\) and a transport semigroup \(S_{B_\delta}\). However the usual averaging lemma degenerate in \(L^1\), where only a mere compactness
property in space is retained. We here show that by using the propagation of a *time-dependent phase space* regularity (thanks to the introduction of the operator $D_t$), one can still keep track of some velocity regularity, and *transfer* it to the space variable, while preserving at the same time the correct time decay asymptotics.

**Proof of Lemma 4.19.** Let us consider $h \in W_x^{s_1,1}(m)$, $s \in \mathbb{N}$. We have from Lemma 4.16 and the fact that the $x$-derivatives commute with $T_1(t)$:

$$
\|T_1(t)h\|_{W_x^{s_1,1}W_v^{s+1,1}(K)} = \|A_\delta S_{B_\delta}(t)h_0\|_{W_x^{s_1,1}W_v^{s+1,1}(K)} \leq C \|S_{B_\delta}(t)h\|_{W_x^{s_1,1}(m)}.
$$

Using that $B + \lambda_0$ is dissipative in $W_x^{s_1,1}(m)$, with $\lambda_0 > 0$, from Lemma 4.14 we get

$$
(4.50) \quad \|T_1(t)h\|_{W_x^{s_1,1}W_v^{s+1,1}(K)} \leq C e^{-\lambda_0 t} \|h\|_{W_x^{s_1,1}(m)}.
$$

Assume now $h \in W_x^{s_1,1}W_v^{s+1,1}(m)$ and consider the function $g_t = S_{B_\delta}(t)(\partial_x^2 h)$, for any $|\alpha| \leq s$. Such function satisfies

$$
\partial_t g_t + v \cdot \nabla_x g_t = Q(\mu, g_t) + Q(g_t, \mu) - A_\delta g_t.
$$

Using (1) that the operator $D_t$ defined in (4.47) commutes with the free transport equation, and (2) the translation invariance property (4.41) of the collision operator, we have

$$
\partial_t (D_t g_t) + v \cdot \nabla_x (D_t g_t) = Q(\nabla_v \mu, g_t) + Q(g_t, \nabla_v \mu)
$$

$$
+ Q(\mu, D_t g_t) + Q(D_t g_t, \mu) - D_t (A_\delta g_t).
$$

With the notation of (4.9), we rewrite the last term as

$$
D_t (A_\delta g_t) = D_t \int_{\mathbb{R}^3} k_\delta(v, v_s) g_t(v_s) \, dv_s
$$

$$
= \int_{\mathbb{R}^3} \nabla_v k_\delta(v, v_s) g_t(v_s) \, dv_s - \int_{\mathbb{R}^3} k_\delta(v, v_s) \nabla_v g_t(v_s) \, dv_s
$$

$$
+ \int_{\mathbb{R}^3} k_\delta(v, v_s)(D_t g_t)(v_s) \, dv_s
$$

$$
= A_1^\delta g_t + A_2^\delta g_t + A_3 (D_t g_t),
$$

where we have performed one integration by part in the term of the middle and where $A_1^\delta$ stands for the integral operator associated with the kernel $\nabla_v k_\delta$ and $A_2^\delta$ stands for the integral operator associated with the kernel $\nabla_v k_\delta$. All together, we may write

$$
(4.51) \quad \partial_t (D_t g_t) = B_\delta (D_t g_t) + J_\delta (g_t)
$$

with

$$
J_\delta f := Q(\nabla_v \mu, f) + Q(f, \nabla_v \mu) + A_1^\delta f + A_2^\delta f.
$$

On this last term we have the following $\delta$-dependent estimate obtained by gathering Lemmas 4.4 and 4.16:

$$
\|J_\delta f\|_{L^1(m)} \leq C_\delta \|f\|_{L^1(\mu m)}.
$$
Then arguing as in Lemma 4.14 we have
\[
\frac{d}{dt} \int_{\mathbb{T}^3 \times \mathbb{R}^3} |D_t g_t| \, m \, dx \, dv \leq -\frac{\lambda_0}{\nu_0} \int_{\mathbb{T}^3 \times \mathbb{R}^3} |D_t g_t| \, \nu \, m \, dx \, dv + C \|g_t\|_{L^1(\nu m)}
\]
and
\[
\frac{d}{dt} \int_{\mathbb{T}^3 \times \mathbb{R}^3} |g_t| \, m \, dx \, dv \leq -\frac{\lambda_0}{\nu_0} \int_{\mathbb{T}^3 \times \mathbb{R}^3} |g_t| \, \nu \, m \, dx \, dv.
\]

Combining the last two differential inequalities we obtain, for any \( \lambda_0 \in (0, \lambda_0) \) and for \( \varepsilon \) small enough
\[
\frac{d}{dt} \left( e^{\lambda_0 t} \int_{\mathbb{T}^3 \times \mathbb{R}^3} (\varepsilon |D_t g_t| + |g_t|) \, m \, dx \, dv \right) \leq 0,
\]
which implies
\[
\text{(4.52)} \quad \forall \ t \geq 0, \quad \|D_t g_t\|_{L^1(m)} + \|g_t\|_{L^1(m)} \leq \varepsilon^{-1} e^{-\lambda_0 t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)}.
\]

Then we write
\[
t \nabla_x T_1(t)(\partial_x^2 h) = \int_{\mathbb{R}^3} k_\delta (v, v_s) [((D_t g_t) - \nabla_{v_s} g_t)(x, v_s)] \, dv_s
\]
so that thanks to (4.52)
\[
t \|\nabla_x T_1(t)(\partial_x^2 h)\|_{L^1(K)} \leq C \left[ \|D_t g_t\|_{L^1(m)} + \|g_t\|_{L^1(m)} \right] \leq C \varepsilon^{-1} e^{-\lambda_0 t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)}.
\]
Together with estimate (4.50) and Lemma 4.16 for \( s \geq 0 \), we conclude that
\[
\|T_1(t)(\partial_x^2 h)\|_{W^{1,1}_{x,v}W^{s+1,1}_{x,v}(K)} \leq \frac{C e^{-\lambda_0 t}}{t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)},
\]
which in turns implies (4.48).

We now interpolate between the last inequality for a given \( s \in [0, 1] \), i.e.
\[
\|T_1(t)(h)\|_{W^{s+1}_{x,v}W^{s+1,1}_{x,v}(K)} \leq \frac{C e^{-\lambda_0 t}}{t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)}
\]
and
\[
\|T_1(t)(h)\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(K)} \leq Ce^{-\lambda_0 t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)}
\]
obtained from (4.50) written for the same \( s \), which gives
\[
\text{(4.53)} \quad \|T_1(t)(h)\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(K)} \leq Ce^{-\lambda_0 t} \|h\|_{W^{s+1}_{x,v}W^{1,1}_{x,v}(m)}.
\]
Putting together (4.53) and (4.50), for $s \in [0, 1]$, we get

$$
\|T_2(t)h\|_{W^{s+1/2, 1}(K)} \leq \int_0^t \|T_1(t - \tau)T_1(\tau)h\|_{W^{s+1/2, 1}(K)} \, d\tau
$$

\[ \leq C \int_0^t e^{-\lambda_0(t-\tau)/(t-\tau)^{1/2}} \|T_1(\tau)h\|_{W^{s+1, 1}(m)} \, d\tau \]

\[ \leq C e^{-\lambda_0 t} \left( \int_0^t e^{-\lambda_0 - \lambda_0 \tau} (t-\tau)^{-1/2} \, d\tau \right) \|h\|_{W^{s+1, 1}(m)} \]

\[ \leq C' e^{-\lambda_0 t} \|h\|_{W^{s+1, 1}(m)}, \]

for some other constant $C' > 0$, which concludes the proof. \qed

**Remark 4.21.** The case when the Lebesgue integrability exponent $p \in (1, +\infty)$ is different from $p = 1$ is less degenerate, and the regularization result in finite time can also be obtained thanks to classical averaging lemmas [43]. However we both need the precise asymptotic estimates and the case $p = 1$ in the sequel of this paper.

Let us explain briefly the alternative argument for the regularity in the simplest case, namely when $p = 2$ and $s = 0$. The classical averaging lemma (see [22, Lemma 1] and the proof of [21, Theorem 2.1]) can be stated as follows in its simplest form: any solution $f \in C([0,T]; L^2(\mathbb{T}^3 \times \mathbb{R}^3))$ to the kinetic equation

$$
\partial_t f_t + v \cdot \nabla_x f_t = g_t, \quad f_{t=0} = h,
$$

satisfies for any $\psi \in D(\mathbb{R}^3)$ the estimate

$$
\left\| \int_{\mathbb{R}^3} f_t(x, v_\star) \psi(v_\star) \, dv_\star \right\|_{L^2_t(L^{1/2}_x)} \leq C \left( \|h\|_{L^2_{x,v}} + \|g\|_{L^2_{t,x,v}} \right)
$$

where $L^2_t$ means the $L^2$ norm on the whole real line of times. Observing that $f_t = S_{B_\delta}(t)h$ satisfies the above kinetic equation with

$$
g_t := B_\delta f_t = -\nu f_t - B_\delta^2 f_t
$$

and that

$$
\|g_t\|_{L^2(m)} \leq C \|f_t\|_{L^2(\nu^2 m)} \leq C e^{-\lambda_0 t} \|h\|_{L^2(\nu^2 m)},
$$

we deduce that

$$
\|T_1(t)h\|_{L^2(H^{1/2}_{x,v}(K))} \leq C \|h\|_{L^2(\nu^2 m)}.
$$
Now, using the Cauchy-Schwarz inequality, we have
\[ \|T_2(t)h\|_{H^{1/2}(K)} \leq \|T_1(t-s)\|_{{L^2(\nu^2m)\rightarrow H^{1/2}(K)}} \|T_1(s)\|_{{L^2(\nu^2m)}} ds \]
\[ \leq \|h\|_{L^2(\nu^2m)} \left( \int_0^t \|T_1(s)\|^2_{{L^2(\nu^2m)\rightarrow H^{1/2}(K)}} ds \right)^{1/2} \times \left( \int_0^t \|T_1(s)\|^2_{{L^2(\nu^2m)}} ds \right)^{1/2} \]
which allows to recover pointwise in time estimates.

4.9. **Proof of the main hypodissipativity result.** We may now conclude the proof of Theorem 4.2. We consider \( p, q, s, \sigma \) and \( m \) that satisfy the assumptions of the theorem. We set \( E = W^{s, q}_\sigma W^{s, p}_\nu (m) \) and \( E := H^s_{x, \nu}(\mu^{-1/2}) \) with \( s' \in \mathbb{N}^* \) large enough.

We apply Theorem 2.13. On the one hand, for \( s' \) large enough, we have \( E \subset E \). Then we see that (A3) is fulfilled and (A1) is nothing but [77, Theorem 3.1]. On the other hand, assumption (A2) is a direct consequence of Lemma 4.16, Lemma 4.14 and Lemma 4.19, together with Lemma 2.17.

Indeed, from Lemma 4.19 and Lemma 2.17 we have for instance
\[ \|T_n(t)h\|_{H^{s', \nu}(\mu^{-1/2})} \leq C e^{-\lambda_0 t} \|h\|_{L^2_{x, \nu}(\nu^{-3})}, \]
so that
\[ \|T_{n+1}(t)h\|_E \leq C e^{-\lambda_0 t} \|h\|_E. \]

This proves the exponential decay on the semigroup in \( E \). Then one obtains a rate of decay in \( E \) equal to the one in \( E \) as soon as \( \lambda_0 \) (provided by Lemma 4.14) is strictly greater than the spectral gap \( \lambda \in (0, \nu_0) \) in \( E \) (which required the condition \( k \) is large enough on the exponent of the weight in case of a polynomial weight), which also then allows to take \( \lambda_0 \) strictly greater than the spectral gap in \( E \) in Lemma 4.19 and Lemma 2.17. This proves the last claim in the statement of Theorem 4.2.

4.10. **Structure of singularities for the linearized flow.** From the previous study of the decay rate of the linearized flow, we have obviously the following decomposition of the solution \( h_t := S_t(\mu^{-1/2})h_0 \):
\[ h_t = \Pi h_0 + (h_t - \Pi h_0). \]
In this decomposition the first part is infinitely regular, say in \( H^\infty(\mu^{-1/2}) \), and the second part decays like \( O(e^{-\lambda t}) \), where \( \lambda > 0 \) denotes the optimal spectral gap (for polynomial moments this requires the condition \( k > k^*_q \)). We shall now make more precise the singularity structure of the second part, showing on the one hand that its dominant part in this asymptotic behavior is as regular as wanted, and on the other hand that its worst singularities are supported by the free motion characteristics. One way to understand these statements is through a spectral decomposition of the semigroup, and
the method we expose here can be considered as a quantitative spectral decomposition in this context.

4.10.1. Asymptotic amplitude of the singularities. Let us consider for instance the space $L^1_{x,v}(m)$ where the weight $m$ satisfies the assumptions of Theorem 4.2. Other spaces can be considered, provided that they fall within the scope of Theorem 4.2. We start from the following decomposition formula of the semigroup

$$S_{\mathcal{L}}(t) = \Pi_{\mathcal{L},0} + \sum_{\ell=0}^{n-1} (-1)^\ell (\text{Id} - \Pi_{\mathcal{L},0}) S_{\mathcal{B}} * (AS_{\mathcal{B}})^{\ast \ell}(t) + (-1)^n [\text{Id} - \Pi_{L,0})S_{L}] * (AS_{\mathcal{B}})^{\ast n}(t)$$

that has been proved. We then use on the one hand that, given any $s \in \mathbb{N}$ and $\varepsilon > 0$, there is $n$ large enough so that

$$\| (AS_{\mathcal{B}})^{\ast n} (t) h \|_{H^s_{x,v}(\mu^{-1/2})} \leq C e^{-(\nu_0 - \varepsilon)t} \| h \|_{L^1_{x,v}(m)}$$

thanks to the previous study, and

$$\| ([\text{Id} - \Pi_{L,0})S_{L}] h \|_{H^s_{x,v}(\mu^{-1/2})} \leq C e^{-\lambda t} \| h \|_{H^s_{x,v}(\mu^{-1/2})}$$

with the optimal rate $\lambda$. Since $\nu_0 > \lambda$, by choosing $\varepsilon > 0$ small enough we deduce that

$$\| ([\text{Id} - \Pi_{L,0})S_{L}] * (AS_{\mathcal{B}})^{\ast n} (t) h \|_{H^s_{x,v}(\mu^{-1/2})} \leq C e^{-\lambda t} \| h \|_{L^1_{x,v}(m)}$$

with the optimal rate $\lambda$. On the other hand, for all the other terms in the decomposition we use the decay of $S_{\mathcal{B}}(t)$ with exponential rate as close as wanted to $-\nu_0$ to deduce that, for any $\varepsilon > 0$

$$\left\| \sum_{\ell=0}^{n-1} (-1)^\ell (\text{Id} - \Pi_{\mathcal{L},0}) S_{\mathcal{B}} * (AS_{\mathcal{B}})^{\ast \ell}(t)h \right\|_{L^1_{x,v}(m)} \leq C e^{-(\nu_0 - \varepsilon)t} \| h \|_{L^1_{x,v}(m)}.$$

This thus shows that for any $s \in \mathbb{N}$ and $\varepsilon > 0$ there is a decomposition of the linearized flow as

$$S_{\mathcal{L}}(t) = \Pi_{\mathcal{L},0} + S_{\mathcal{L}}^s(t) + S_{\mathcal{L}}^r(t)$$

where $S_{\mathcal{L}}^s(t)$ satisfies

$$\| S_{\mathcal{L}}^s(t) h \|_{H^s_{x,v}(\mu^{-1/2})} \leq C \| h \|_{L^1_{x,v}(m)} e^{-\lambda t}$$

with the sharp rate $\lambda > 0$ and where $S_{\mathcal{L}}^r(t)$ satisfies

$$\| S_{\mathcal{L}}^r(t) h \|_{L^1_{x,v}(m)} \leq C \| h \|_{L^1_{x,v}(m)} e^{-(\nu_0 - \varepsilon)t}.$$

In words, the part $S^s$ is as smooth as wanted, with Gaussian localization as in the small linearization space, and decays in time with the sharp rate $\lambda$, and the part $S^r$ decays in time exponentially fast in the original space $L^1_{x,v}(m)$ with a rate as close as wanted to $\nu_0$, which corresponds to the onset.
of the continuous spectrum. The latter part \( S^r \) carries all the singularities of the flow.

4.10.2. Localization of the \( L^2 \) singularities. We consider now the space \( L^2_{x,v}(m) \) with a weight \( m \) so that the assumptions of Theorem 4.2 are satisfied. (Again other spaces could be considered). We know that the solution \( h_t \) to the linearized problem remains uniformly bounded in this space along time. We now consider the decomposition

\[
\mathcal{L} = \mathcal{K} - v \cdot \nabla_x - \nu := \mathcal{K} + \mathcal{B}_0
\]

and apply our decomposition at order one:

\[
S_L(t) = \Pi_{L,0} + (\text{Id} - \Pi_{L,0}) S_{\mathcal{B}_0}(t) - [\text{Id} - \Pi_{L,0}] S_L \ast (\mathcal{K} S_{\mathcal{B}_0}) (t).
\]

Then one checks with the help of the explicit formula

\[
S_{\mathcal{B}_0}(t) h(x, v) = e^{-\nu(v) t} h(x - vt, v)
\]

that the second term in the right hand side propagates the singularity along the characteristic lines of the transport flow while damping their amplitude like \( e^{-\nu(v) t} \). Finally for the third term we use that by interpolation and averaging lemma (as in [80] and [22])

\[
\| (\mathcal{K} S_{\mathcal{B}_0}) (t) h \|_{H^\alpha_{x,v,loc}} \leq \frac{C}{\min \{ \ell^\theta; 1 \}} \| h \|_{L^2_{x,v}(m)}
\]

for some small but non-zero \( \alpha > 0 \) and some \( \theta > 0 \). This proves the decomposition

\[
S_L(t) h \in \left[ \Pi_{L,0} + (\text{Id} - \Pi_{L,0}) \left( e^{-\nu(v) t} h(x - vt, v) \right) \right] + O(t^{-\theta}) H^\alpha_{x,v,loc}
\]

where \( H^\alpha_{x,v,loc} \) denotes some function which belongs to the fractional Sobolev space \( H^\alpha_{x,v} \) when restricted to any compact set. This captures the localization of \( L^2 \) singularities.

5. The nonlinear Boltzmann equation

In this section, we are concerned with the proof of the main outcome of our theory: two new Cauchy results for the nonlinear Boltzmann equation with optimal decay rates, and the proof of the exponential \( H \)-theorem under a priori assumptions.

5.1. The main results. We consider the fully non-linear problem (4.1), first in the close-to-equilibrium regime, then in the weakly inhomogeneous regime, and finally the far-from-equilibrium regime with a priori bounds. Here and below we call normalized distribution a distribution with zero momentum, and mass and temperature normalized to one (remember that the volume of the torus is normalized to one, and therefore this definition is unchanged for spatially homogeneous distributions). This normalization induces no loss of generality thanks to the conservation laws of the nonlinear flow. Let us first define the notion of solutions we shall use
Definition 5.1 (Conservative solution). For some non-negative initial data \( f_{in} \in L^1_v L^\infty_x (1 + |v|^2) \), we say that for \( T \in (0, +\infty) \),

\[
0 \leq f \in L^1_{t,loc} \left( [0, T), L^1_v L^\infty_x (1 + |v|^2) \right) \cap C^0_t \left( [0, T), L^1_v L^\infty_x (1 + |v|) \right)
\]
is a conservative (distributional) solution on \([0, T)\) if it satisfies

\[
\begin{cases}
\partial_t f + v \cdot \nabla_x f = Q(f, f) \quad \text{in the sense of distributions,} \\
f_{|t = 0} = f_{in} \quad \text{almost everywhere,}
\end{cases}
\]

and satisfies the conservation law

\[
\forall t \geq 0, \quad \int_{T^3 \times \mathbb{R}^3} f_t(x, v)(1 + |v|^2) \, dx \, dv = \int_{T^3 \times \mathbb{R}^3} f_{in}(x, v)(1 + |v|^2) \, dx \, dv.
\]

Remark 5.2. The solutions can also understood in the renormalized sense and in the mild sense, that is in the sense of the almost everywhere equality

\[
f_t(x, v) = f_{in}(x - vt, v) + \int_0^t Q(f_{\tau}, f_{\tau})(x - v(t - \tau), v) \, d\tau.
\]

Observe that thanks to the bilinear estimates available on \( Q \), for solutions in \( L^1_{t,loc}(\{0, T\}, L^1_v L^2_x(1 + |v|^2)) \), the last term of the right hand side is always well-defined as a measurable function.

Theorem 5.3 (Nonlinear stability). We divide our main result into:

(I) A priori properties of conservative solutions. Consider a conservative solution as defined above on \([0, T), T \in (0, +\infty)\), with a uniform bound from below on the initial distribution

\[
\forall x \in T^3, \quad \forall v \in \mathbb{R}^3, \quad f_{in}(x, v) \geq \varphi(v) \geq 0, \quad \int_{\mathbb{R}^3} \varphi(v) \, dv \in (0, +\infty).
\]

Then this solution satisfies for any positive time \( t > 0 \):

\[
\begin{cases}
\forall k > 0, \quad \|f_t\|_{L^1_v(1 + |v|^k)} < +\infty \\
\forall x \in T^3, \quad \forall v \in \mathbb{R}^3, \quad f_t(x, v) \geq K_1 e^{-K_2|v|^2}
\end{cases}
\]

for some \( K_1, K_2 > 0 \). In the case of a global solution \((T = +\infty)\), these estimates are uniform as time goes to infinity.

Moreover when the initial data belongs to \( L^1_v W^{3,1}_x (1 + |v|^2) \) the moment estimate can be (strongly) improved into \( \|f_t\|_{L^1_v W^{3,1}_x(1 + |v|^2)} < +\infty \) for some \( k > 0 \). However for higher-order exponential moments \( L^1_v W^{3,1}_x(e^\kappa|v|^\beta), \beta \in (1, 2], \kappa > 0, \) if they are not finite initially they remain infinite for all times.

Finally these conservative solutions are a priori unique (without perturbative assumptions) at least when restricted to \( L^1_{t,loc} L^1_v L^\infty_x (1 + |v|^k) \cap C^0_t L^1_v L^\infty_x (1 + |v|^{k-1}), k > 2, \) or, in the critical case \( k = 2 \), when restricted to \( L^1_{t,loc} L^1_v W^{3,1}_x (1 + |v|^2) \cap C^0_t L^1_v W^{3,1}_x (1 + |v|). \)
(II) Nonlinear stability. For any $k > 2$, there is some constructive constant $\epsilon = \epsilon(k) > 0$ such that for any normalized non-negative initial data satisfying
\[
\|f_{in} - \mu\|_{L^1_v L^\infty_x (1 + |v|^k)} \leq \epsilon(k),
\]
where $\mu$ is the Maxwellian equilibrium defined in (4.4), there exists a unique global conservative solution in $L^\infty_t L^1_v L^\infty_x (1 + |v|^k)$ and $C_1^0 L^1_v L^\infty_x$ to (4.1) with initial $f_{in}$, which satisfies
\[
(5.2) \quad \forall t \geq 0, \quad \|f_t - \mu\|_{L^1_v L^\infty_x (1 + |v|^k)} \leq C_1 e^{-\lambda t} \|f_{in} - \mu\|_{L^1_v L^\infty_x (1 + |v|^k)}
\]
where $\lambda$ is the optimal linearized rate in Theorem 4.2 and for some explicit constant $C_1 \geq 1$.

(III) Stability in stronger norms. Consider for $p, q \in [1, +\infty)$ any functional space
\[
\mathcal{E} = W^p_v W^q_x (m) \cap W^p_v W^q_x (m) \subset L^1_v L^\infty_x (1 + |v|^2)
\]
with $s, \sigma \in \mathbb{N}$, $\sigma \leq s$, $s > 6/p$ and $m$ satisfying one of the assumptions (W1), (W2), (W3) in Theorem 4.2. In the case $p = +\infty$ one can consider the same spaces but including additionally the case $s \geq 0$. Finally in the case $q = +\infty$ of (W2) or (W3)) then consider the simpler functional spaces
\[
\mathcal{E} = W^{p, \infty}_v W^q_x (m) \subset L^1_v L^\infty_x (1 + |v|^2).
\]
When there is some constructive constant $\epsilon = \epsilon(\mathcal{E}) > 0$ such that if the previous initial data satisfies furthermore $\|f_{in} - \mu\|_{\mathcal{E}} \leq \epsilon(\mathcal{E})$, we have the estimate
\[
(5.3) \quad \forall t \geq 0, \quad \|f_t - \mu\|_{\mathcal{E}} \leq C_2 e^{-\lambda t} \|f_{in} - \mu\|_{\mathcal{E}}.
\]
with the optimal rate $\lambda$ and for some constructive constant $C_2 \geq 1$.

Remarks 5.4. (1) The rate $\lambda$ and constants in Theorem 5.3 on the nonlinear flow are obtained in a constructive way and the rate is the same as for the linearized flow. In turn we have given sufficient conditions in Theorem 4.2 for this rate to be the same as the sharp rate in the space $L^2(\mu^{-1/2})$. Finally in the latter space, the decay rate and constants were proved in [93] by non-constructive argument based on Weyl’s theorem, and then the series of papers [12, 74, 76, 77] provided constructive proof with explicit constants and estimates on the rate $\lambda$.

(2) Some refinements of these theorems could be considered: (1) extend these results to variable hard potentials ($\gamma \in (0, 1]$); (2) extend these results to solutions $M^1_v W^{s,p}_x (m)$ that are merely measures in the velocity variable, by using the recent works [65, 64] at the spatially homogeneous level. We did not include these natural extensions in the statement as it is already long enough.

1Note that in this case the lower bound assumption (5.1) should be changed into: $\varphi$ non-negative measure with positive mass and different from a single Dirac mass.
(3) It seems also that in the spatially homogeneous setting the optimal rate in \((W^{\sigma,1}_\sigma \cap W^{\sigma,q}_v)(m), \sigma \geq 0, q \in [1, +\infty], \) with \(m\) satisfying (W3), provided by Theorem 5.5 is new (whereas it was proved in the case (W2) in [Z2]).

(4) The fact that Gaussian moments do not appear in part (I) justifies the need for enlarging the functional space of the decay estimates on the linearized flow. An interesting open question is to clarify whether the nonlinear Boltzmann equation (starting with the spatially homogeneous case) is indeed ill-posed in \(L^2(\mu^{-1/2})\) in the non-perturbative regime.

**Theorem 5.5** (Weakly inhomogeneous solutions). Consider a normalized non-negative spatially homogeneous distribution \(g_{in} = g_{in}(v) \in L^1_v(1 + |v|^k), k > 2.\) Then there is some constructive constant \(\epsilon > 0\) depending on the mass, energy and \(k\)-moment of \(g_{in}\), such that for any normalized non-negative initial data \(f_{in} \in L^1_vL^\infty_x(1 + |v|^k)\) satisfying

\[\|f_{in} - g_{in}\|_{L^1_vL^\infty_x(1+|v|^k)} \leq \epsilon,\]

there exists a unique global conservative solution in \(L^\infty_tL^1_vL^\infty_x(1 + |v|^2) \cap C^0_tL^1_vL^\infty_x(1 + |v|)\) to (4.1) with initial data \(f_{in}\), which satisfies

\[\forall t \geq 0, \quad \|f_t - g_t\|_{L^1_vL^\infty_x(1+|v|^2)} \leq C \epsilon,\]

(5.4)

where \(g_t\) is the unique conservative solution to the spatially homogeneous Boltzmann equation starting from \(g_{in}\), as well as the properties (I) above and

\[\forall t \geq 0, \quad \|f_t - \mu\|_{L^1_vL^\infty_x(1+|v|^2)} \leq C e^{-\lambda t}\]

where \(\lambda > 0\) is the optimal linearized rate in Theorem 4.2 and for some constant \(C > 0\).

**Remarks 5.6.**

(1) It is possible to prove a posteriori estimates on \(f_t\) in spaces of the form

\[W^{\sigma,1}_vW^{s,p}_x(1 + |v|^k) \cap W^{\sigma,q}_vW^{s,p}_x(1 + |v|^k) \subset L^1_vL^\infty_x(1 + |v|^k)\]

(with the conditions (W3) on \(s, \sigma, p, q\) and \(k\)), by using some refined technical convolution inequalities on the collision operator from [80].

We leave this question, as well as that of a general a posteriori regularity theory, to further studies.

(2) Theorems 5.3 and 5.5 provide the largest class of unique solutions constructed so far to our knowledge (in \(L^1_vL^\infty_x(1 + |v|^{2+0})\) close to equilibrium or close to spatially inhomogeneous solutions). It is an interesting open question whether existence and uniqueness can be obtained in the space \(L^1_vL^\infty_x(1 + |v|^2)\) (or \(L^1_vW^{3,1}_x(1 + |v|^2)\) where we have proved above that a priori uniqueness holds for conservative solutions) with a perturbation condition.
**Theorem 5.7** (Exponential $H$-theorem with a priori bounds). Let $(f_t)_{t \geq 0}$ be a normalized non-negative smooth solution of (4.1) such that for $k, s$ large enough
\[
\sup_{t \geq 0} \left( \|f_t\|_{H^s(T^d \times \mathbb{R}^3)} + \|f_t\|_{L^1(1+|v|^k)} \right) < +\infty,
\]
and such that its spatial density
\[
\forall x \in T^d, \quad \rho_{in}(x) = \int_{\mathbb{R}^d} f_{in}(x, v) \, dv \geq \alpha > 0
\]
is uniformly positive on the torus.

Then this solution satisfies
\[
\forall t \geq 0, \quad \|f_t\|_{L^1_t L^\infty_v (1+|v|^k)} \leq C e^{-\lambda t}
\]
and
\[
\forall t \geq 0, \quad \int_{T^d \times \mathbb{R}^3} f_t \log \frac{f_t}{\mu} \, dx \, dv \leq C e^{-\lambda t}
\]
for some constructive constant $C > 0$, and where $\lambda > 0$ is the optimal linearized rate in Theorem 4.2.

**Remark 5.8.** Our relaxation rate in $L^1_t L^\infty_v (1+|v|^k)$ norm is optimal. However the linearization of the relative entropy would suggest the relaxation rate $O(e^{-2\lambda t})$ for the relative entropy since
\[
\int_{T^d \times \mathbb{R}^3} f_t \log \frac{f_t}{\mu} \, dx \, dv = \int_{T^d \times \mathbb{R}^3} \left( f_t \log \frac{f_t}{\mu} - \frac{f_t}{\mu} + 1 \right) \, dx \, dv
\]
and $z \log z - z + 1 \sim z^2/2$ at $z = 1$. This statement needs however proper justification; first of all in order to be true it would require for the solution $f_t$ to have tails decaying as $\mu$, which is expected to be wrong outside specific perturbative regimes. Therefore it is an interesting open question to know whether the relaxation rate of the relative entropy for perturbative solutions with polynomial tail lies between $e^{-\lambda t}$ and $e^{-2\lambda t}$. The importance of tail’s decay was already outlined by Cercignani in his conjecture [29].

**5.2. Strategy of the Proof of Theorem 5.3**

Part (I): The moment bounds are inspired by the arguments in the spatially homogeneous case [66, 75, 65, 2] and more precisely by the techniques developed in [2]. The lower bounds is obtained from the results in [85, 73, 70, 1, 23]. The a priori uniqueness is inspired by the proof of uniqueness in the spatially homogeneous case [70, 63, 65]: more precisely it extends to the spatially inhomogeneous case the method presented by Lu in [63] (see also [65]).

Part (II) and (III): The study of the nonlinear stability is based on energy methods. Such methods are often used in nonlinear PDE’s, and use the coercivity properties of the linearized operator. However in the present situation the time decay estimates obtained on the linearized semigroup do not imply coercivity inequalities on some Dirichlet form due to the absence of
symmetry structure. To resolve this issue we introduce a new non-symmetric energy method. We introduce in the next subsection a dissipative Banach norm, for which some suitable coercivity is recovered. This norm involves the linearized evolution flow for all times. More precisely we prove:

1. Bilinear estimates to control the nonlinear remainder in the equation for any given initial datum $g_{\text{in}} \in W^{\sigma,q}_{\nu}(m)$.
2. The key a priori estimate for $k > 2$ moments which provides the “linearisation trap”.
3. A local-in-time existence result.

We then conclude the proof by standard continuation method.

The proof of Theorem 5.5 is based on the previous linearized stability estimates in functional spaces large enough to be compatible with the Cauchy theory of the spatially homogeneous equation in the large, and a classical argument on the dynamics, inspired from [9]. It is sketched in Figure 1: the spatially homogeneous solutions are represented as a subset a general solutions. By proving local-in-time stability in $L^1_v L^\infty_x$ spaces, we can capture a general solution around this subset. If this time is large enough, which is granted if the perturbation between $f_{\text{in}}$ and $g_{\text{in}}$ is small enough, then $f_t$ is driven towards equilibrium thanks to the relaxation estimates known for $g_t$. Finally we use the linearized stability estimates once the stability neighborhood is entered by $f_t$.

![Figure 1](image_url)

**Figure 1.** Sketch of the construction of weakly inhomogeneous solutions.

5.3. Proof of Theorem 5.3 part (I).
5.3.1. A priori moment bounds. Polynomial moments estimates are now a classical tool in the theory of the spatially homogeneous Boltzmann equation. Exponential moments estimates for the spatially homogeneous Boltzmann equation are more recent, see [16, 18, 41] and the references therein. In the latter references exponential moments (in integral or pointwise forms) are shown to be propagated. In the papers [69, 75, 65, 2] a theory of appearance of exponential moments was developed, still in the spatially homogeneous case. We shall extend this theory to the inhomogeneous framework, taking advantage of the a priori bounds on the solutions.

Lemma 5.9. Consider for \( T \in (0, +\infty] \) a conservative solution

\[
0 \leq f \in L^1_{1,loc}([0, T), L^\infty(1 + |v|^2)) \cap C^0_t ([0, T), L^1_{v} L^\infty(1 + |v|))
\]

with initial datum bounded uniformly from below as in (5.1).

Then the solution \( f \) has the following properties: for any \( k > 2 \) and \( T' \in (0, T) \) there is an explicit constant \( C(k, T') > 0 \) depending on \( k > 2 \), on the \( L^\infty_t([0, T'], L^1_v L^\infty(1 + |v|)) \) norm of the solution, on the lower bound \( \| f \|_{L^1_v L^\infty(1 + |v|)} \) on the initial datum, and on \( T' \), so that

\[
(5.5) \quad \forall t \in (0, T'), \quad \int_{T^3 \times \mathbb{R}^3} f_t(x, v) \, |v|^k \, dx \, dv \leq C(k, T') \max \left\{ \frac{1}{tk-2}, 1 \right\}. \]

Remark 5.10. Observe that our moment estimate is not uniform in time. This is due to the lack of known uniform-in-time estimates from below on solutions to the nonlinear Boltzmann equation with such a low regularity. This will however not cause any problem for our uniform-in-time stability results since the “trapping mechanism” around the linearized regime takes over in finite time for the solutions we considered.

Proof of Lemma 5.9 Using the Duhamel formulation and the above bounds on the solution we have for \( T' \in (0, T) \):

\[
\forall t \geq 0, t' \in [0, T'], \quad x \in T^3, \quad v \in \mathbb{R}^3,
\]

\[
f_t(x, v) = e^{-\int_0^t Q^{\pm}(f_{t'}, f_0)(x-v(t-\tau),v) \, d\tau} f_{in}(x-\nu v, v) + \int_0^t e^{-\int_0^\tau Q^{\pm}(f_{\tau', f_0})(x-v(\tau-\tau'),v) \, d\tau'} Q^{\pm}(f_{\tau}, f_{\tau})(x-v(t-\tau), v) \, d\tau
\]

for some constant \( c(T') > 0 \) depending on \( T' \) (through the \( L^\infty_t([0, T'], L^1_v L^\infty(1 + |v|^2)) \) norm of the solution).

We deduce that there is a constant \( K(T') > 0 \) so that

\[
\forall t \in [0, T'), \quad x \in T^3, \quad v \in \mathbb{R}^3, \quad \int_{\mathbb{R}^3} f_t(x, v) \, |v - v_s| \, dv_s \geq K(T') (1 + |v|).
\]

Consider now the moments of the solutions

\[
M_k[f_t] := \int_{T^3 \times \mathbb{R}^3} f_t(x, v) (1 + |v|^k) \, dx \, dv, \quad k \geq 0,
\]
and apply the Lemma 4.5 to get for \( k > 2 \) the following inequality in the sense of distribution

\[
\frac{d}{dt} M_k[f_t] = \int_{T^3 \times \mathbb{R}^3 \times S^2} f_t(x, v) f_t(x, v_s) \\
\times \left[ |v'|^k + |v_s'|^k - |v|^k - |v_s|^k \right] |v - v_s| \, dv \, dv_s \, d\sigma \, dx \\
\leq C_k \int_{T^3 \times \mathbb{R}^3} f_t(x, v) f_t(x, v_s) (1 + |v|^k) (1 + |v_s|^2) \, dx \, dv \\
- 2 \int_{T^3 \times \mathbb{R}^3} f_t(x, v) f_t(x, v_s) |v|^k |v - v_s| \, dx \, dv \, dv_s \\
\leq C'_k M_k[f_t] - K_k M_{k+1}[f_t] \leq C'_k M_k[f_t] - K'_k M_{k-2}^k[f_t]
\]

for some constants \( C_k, C'_k, K_k, K'_k > 0 \) depending on the \( L^1_v L^\infty_x (1 + |v|^2) \) upper bound on the solution and the previous lower bound. By standard interpolation and Gronwall inequality argument this leads to the bound

\[
\forall t \in (0, T'], \quad M_k[f_t] \leq \frac{C(k, T')}{t^{k-2}}
\]

for some constant \( C(k, T') > 0 \) which depends on \( k > 2, \) \( T' > 0 \) and on the bounds on the solution. \( \Box \)

**Lemma 5.11.** Consider for \( T \in (0, +\infty] \) a conservative solution

\[
0 \leq f \in L^1_{t,loc} \left( [0, T), L^1_v W^{3,1}_x (1 + |v|^2) \right) \cap C^0 \left( [0, T), L^1_v W^{3,1}_x (1 + |v|) \right)
\]

with initial datum bounded uniformly from below as in (5.1).

Then for any \( T' \in (0, T), \) there exist explicit constants \( \kappa, C > 0 \) (depending on the bounds assumed on the solution, on the lower bound (5.1) on the initial datum, and on \( T' > 0 \)) such that

\[
(5.6) \quad \forall t \in [0, T'], \quad \|f_t\|_{L^1_v W^{3,1}_x (e^{\kappa \min\{t, 1\}|v|})} \leq C.
\]

**Proof of Lemma 5.11** As a first step let us extend the polynomial moment bounds to the derivatives of the solution. Let us define

\[
\tilde{M}_k(t) := \sum_{|\alpha| \leq 3} c_\alpha M_k[\partial^\alpha_x f_t]
\]

for some constants \( c_\alpha > 0 \) to be fixed later. Arguing as in the previous lemma and using the Sobolev embedding \( W^{3,1}_x \hookrightarrow L^\infty_x, \) we get

\[
\frac{d}{dt} M_k[f_t] \leq C'_k M_k[f_t] - K'_k M_{k-2}^{k-2}[f_t]
\]
for some constants depending on time. For the first derivatives we write (with the notation $s = \text{sign}(\partial_x f)$)

$$
\frac{d}{dt} M_k[\partial_x f_t] = \int_{T^3 \times \mathbb{R}^3} \partial_x f_t(x, v) f_t(x, v_s) \\
\times \left[ |v'|^k s' + |v'_s|^k s_s - |v|^k s - |v_{s}|^k s_s \right] |v - v_s| \, dv \, dv_s \, d\sigma \, dx
$$

$$
\leq C_k \int_{T^3 \times \mathbb{R}^3} |\partial_x f_t(x, v)| f_t(x, v_s) (1 + |v|^k) (1 + |v_{s}|^2) \, dx \, dv
\leq 2 \int_{T^3 \times \mathbb{R}^3} |\partial_x f_t(x, v)| f_t(x, v_s) |v|^k |v - v_s| \, dx \, dv \, dv_s
\leq C_k M_k[\partial_x f_t] - K_k M_{k+1}[\partial_x f_t] + C M_{k+1}[f_t].
$$

We calculate similarly for any $|\alpha| \leq 3$:

$$
\frac{d}{dt} M_k[\partial^\alpha_x f_t] \leq C_k M_k[\partial^\alpha_x f_t] - K_k M_{k+1}[\partial^\alpha_x f_t] + C \sum_{\beta < \alpha} M_{k+1}[\partial^\beta_x f_t].
$$

Finally choosing suitable constants $c_\alpha > 0$, we deduce

$$
\frac{d}{dt} \tilde{M}_k(t) \leq C_k' \tilde{M}_k(t) - K_k' \tilde{M}_{k+1}(t) \leq C_k'' \tilde{M}_k(t) - K_k'' \tilde{M}_k(t)^{\frac{k-1}{k-2}}
$$

which shows that

$$
\forall t \in (0, T'], \quad \tilde{M}_k(t) \leq C_k \max \left\{ \frac{1}{t^{k-2}}, 1 \right\}.
$$

We now consider exponential moments and extend the argument in [2] to spatially inhomogeneous solutions in the torus. Our goal is to estimate the quantity

$$
E(t, z) := \sum_{|\alpha| \leq 3} c_\alpha \int_{T^3 \times \mathbb{R}^3} |\partial^\alpha_x f_t(x, v)| \exp \left( z |v| \right) \, dx \, dv
\leq \sum_{|\alpha| \leq 3} c_\alpha \sum_{k=0}^{\infty} M_k[\partial^\alpha_x f_t] \frac{z^k}{k!}
$$

where $z$ will depend on time. For use below let us define the truncated sum as

$$
E^n(t, z) := \sum_{|\alpha| \leq 3} c_\alpha \sum_{k=0}^{n} M_k[\partial^\alpha_x f_t] \frac{z^k}{k!}
$$

for $n \in \mathbb{N}$, $z \geq 0$, and $t \geq 0$. We also define

$$
I^n(t, z) := \sum_{|\alpha| \leq 3} c_\alpha \sum_{k=0}^{n} M_{k+1}[\partial^\alpha_x f_t] \frac{z^k}{k!}
$$
Indeed, since the assumptions are satisfied on the whole time interval $[0, T]$, it is enough to prove the following: there are some constants $C > 0$ which depend only on $b$ and the initial mass and energy such that

$$\|f_t\|_{L^1 W^{3,1}_x (e^{-t|x|})} \leq C$$ for $t \in [0, T_0]$. 

This concludes the proof of (5.6).

First we notice that in order to prove (5.6) it is enough to prove the following: there are some constants $T_0 \in (0, T)$ and $\kappa, C > 0$ (which depend only on $b$ and the initial mass and energy) such that

$$\|f_t\|_{L^1 W^{3,1}_x (e^{-t|x|})} \leq C$$ for $t \in [0, T_0]$. 

Indeed, since the assumptions are satisfied on the whole time interval $[0, T)$, for $t \geq T_0$ it is then possible to apply (5.8) starting at time $(t - T_0)$.
Hence, we aim at proving the estimate (5.8). Let us denote

\[ E_0 = E^n(0,0) = E(0,0) = \|f_0\|_{L^1_v W^3_x}. \]

Consider \( \kappa > 0 \) to be fixed later, \( n \in \mathbb{N} \) and define \( T_0 > 0 \) as

\[ T_0 := \min \left\{ 1 ; \sup \{ t > 0 \text{ s.t. } E^n(t, \kappa t) < 4 E_0 \} \right\}. \]

The definition is consistent and the previous polynomial moment estimates ensure that \( T_0 > 0 \) for each given \( n \). The bound of 1 is not essential, and is included just to ensure that \( T_0 \) is always finite. We note that a priori such \( T_0 \) depends on the index \( n \) in the sum \( E^n \) but we will prove a uniform bound on it.

Choose an integer \( \ell_0 \geq 3 \), to be fixed later. Arguing as in [2], by classical functional inequalities we have

\[ \forall t \in [0,T), \ell \geq \ell_0, \quad \frac{d}{dt} M_\ell[f_t] \leq A_\ell S_\ell(t) - K M_{\ell+1}[f_t] \]

with \( S_\ell \) defined as before, \( K > 0 \) uniform, and \( A_\ell \) positive decreasing and going to zero as \( \ell \to \infty \). We can extend this argument to higher derivatives at the price of an additional error term as before:

\[ \forall t \in [0,T), \ell \geq \ell_0, \quad \frac{d}{dt} M_\ell[\partial^\alpha_x f_t] \leq A_\ell S_\ell(t) - K M_{\ell+1}[\partial^\alpha_x f_t] + C \sum_{\beta<\alpha} M_{\ell+1}[\partial^\beta_x f_t]. \]

By linear combination with careful choice of the constants \( c_\alpha \) we deduce that

\[ \forall t \in [0,T), \ell \geq \ell_0, \quad \frac{d}{dt} \tilde{M}_\ell(t) \leq A_\ell S_\ell(t) - K \tilde{M}_{\ell+1}(t) \]

for some uniform \( K > 0 \) and \( A_\ell \) positive decreasing going to zero as \( \ell \to 0 \).

In addition, we know from the previous polynomial estimates that

\[ \forall t \in [0,T), \sum_{\ell=0}^{\ell_0} \tilde{M}_\ell(t) t^\ell \leq C_\ell_0. \]
Taking any $\kappa \in (0, 1)$ and using the product rule we get:

\[
\frac{d}{dt} \sum_{\ell=\ell_0}^n \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell}}{\ell!} \\
\leq \sum_{\ell=\ell_0}^n \frac{(\kappa t)^{\ell}}{\ell!} \left( A_\ell S_\ell(t) - K \tilde{M}_{\ell+1}(t) \right) + \kappa \sum_{\ell=\ell_0}^n \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell-1}}{(\ell - 1)!} \\
\leq \sum_{\ell=\ell_0}^n \frac{(at)^{\ell}}{\ell!} A_\ell S_\ell(t) + (\kappa - K) I^n(t, \kappa t) + (K + \kappa) \sum_{\ell=1}^{\ell_0} \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell-1}}{(\ell - 1)!} \\
\leq \sum_{\ell=\ell_0}^n \frac{(\kappa t)^{\ell}}{\ell!} A_\ell S_\ell + (\kappa - K) I^n(t, \kappa t) + \frac{(K + \kappa)}{t} C_{\ell_0},
\]

where we have used that $\kappa < 1$ and inequality (5.9) in the last step. Hence, from the inequality (5.7) we obtain

\[
\frac{d}{dt} \sum_{\ell=\ell_0}^n \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell}}{\ell!} \leq I^n(t, \kappa t) \left[ C A_{\ell_0} E^n(t, \kappa t) + (\kappa - K) \right] + \frac{(K + \kappa)}{t} C_{\ell_0}.
\]

Next, choose $\kappa \leq \min\{1, K/2\}$ and $\ell_0$ large enough so that

\[
\forall t \in [0, T_0], \quad C A_{\ell_0} E^n(t, \kappa t) \leq C A_{\ell_0} 4 E_0 \leq \frac{K}{4}.
\]

Hence

\[
(5.10) \quad \frac{d}{dt} \sum_{\ell=\ell_0}^n \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell}}{\ell!} \leq - \frac{K}{4} I^n(t, \kappa t) + \frac{(K + \kappa)}{t} C_{\ell_0} \\
\leq - \frac{1}{t} \left[ \frac{K}{4\kappa} (E^n(t, \kappa t) - E_0) - (K + \kappa) C_{\ell_0} \right]
\]

where for the last inequality we have used that (thanks to the conservation of the total mass)

\[
I^n(t, \kappa t) \geq \frac{(E^n(t, \kappa t) - E_0)}{\kappa t}.
\]

We make the additional restriction that $\kappa < E_0/(6 C_{\ell_0})$, which together with $\kappa \leq \min\{1, K/2\}$ implies that

\[
\frac{K}{4\kappa} E_0 > (K + \kappa) C_{\ell_0}.
\]

Then we have

\[
(5.11) \quad \frac{d}{dt} \sum_{\ell=\ell_0}^n \tilde{M}_\ell(t) \frac{(\kappa t)^{\ell}}{\ell!} \leq 0
\]
for any time $t \in [0,T]$ for which $E_n(t, \kappa t) \geq 2E_0$ holds. This is true in particular when $\sum_{\ell=0}^{n} \tilde{M}_\ell(t) \frac{(\kappa t)^\ell}{\ell!} \geq 2E_0$. We deduce that

$$\forall t \in [0,T_0], \quad \sum_{\ell=0}^{n} \tilde{M}_\ell(t) \frac{(\kappa t)^\ell}{\ell!} \leq 2E_0.$$  

(5.12)

In order to finish the argument we need to bound the initial part of the full sum (from $\ell = 0$ to $\ell_0 - 1$). Indeed, we note that from (5.9),

$$\forall t \in [0,T_0], \quad \sum_{\ell=0}^{\ell_0-1} \tilde{M}_\ell(t) \frac{(\kappa t)^\ell}{\ell!} \leq E_0 + \kappa C\ell_0,$$

(5.13)

so, recalling that $6\kappa C\ell_0 < E_0$ and using (5.12) and (5.13) we get

$$E_n(t, \kappa t) = \sum_{\ell=0}^{\ell_0-1} \tilde{M}_\ell(t) \frac{(\kappa t)^\ell}{\ell!} + \sum_{\ell=\ell_0}^{n} \tilde{M}_\ell(f) \frac{(\kappa t)^\ell}{\ell!} \leq 3E_0 + \kappa C\ell_0 \leq \frac{19}{6}E_0$$

for $t \in [0,T_0]$, uniformly in $n$. Finally, gathering all conditions imposed along the proof on the parameter $\kappa$, we choose

$$\kappa := \min \left\{ 1, \frac{K}{2}, \frac{E_0}{6C\ell_0} \right\}$$

(5.14)

independently of $n$. We conclude, from the definition of $T_0$, that $T_0 = 1$ for all $n$. Sending $n \to \infty$, we deduce the result. \qed

5.3.2. Non appearance of “superlinear” exponential moments.

**Lemma 5.12.** Consider for $T \in (0, +\infty]$ a conservative solution

$$0 \leq f \in L^1_{t,loc}([0,T), L^1_v W^3,1(1 + |v|^2)) \cap C^0([0,T), L^1_v W^3,1(1 + |v|))$$

with initial datum bounded uniformly from below as in (5.1). Assume that for $\beta \in (1,2]$ the initial condition satisfies

$$\forall t \geq 0, \quad \|f_n\|_{L^1_v W^3,1(e^\kappa |v|^\beta)} = +\infty.$$

Then we have

$$\forall t \geq 0, \quad \|f(t)\|_{L^1_v W^3,1(e^\kappa |v|^\beta)} = +\infty.$$

**Proof of Lemma 5.12.** We only sketch the proof in the case $\beta = 2$ and leave to the reader the general case. The key idea is to define

$$E_R^n(t, z) := \sum_{|\alpha| \leq 3} c_\alpha \sum_{k=0}^{n} \left( \int_{T^3 \times R^3} |\partial_\alpha x f(t) | (1 + |v|)^{2k} 1_{|v| \leq R} \, dx \, dv \right) \frac{z^k}{k!}$$

for some parameter $R > 0$, and then consider $E_R^n(t, \kappa (1 + \kappa' t))$ with $\kappa$ arbitrary and $\kappa'$ to be fixed later. Observe that $E_R^n(t, z)$ is always well-defined and finite for all time and value of $z$ due to the truncations. We
calculate (dropping out the positive terms)

\[
\frac{d}{dt} E_{R}^{n}(t, \kappa(1 + \kappa't)) \\
\geq -K \sum_{|\alpha| \leq 3} c_{\alpha} \sum_{k=0}^{n} \left( \int_{T^{3} \times \mathbb{R}^{3}} |\partial_{x}^{\alpha} f_{t}| \ 1_{|v| \leq R} (1 + |v|)^{2k+1} \ dx \ dv \right) \frac{(\kappa(1 + \kappa')^{k}}{k!} \\
+ \kappa \kappa' \sum_{|\alpha| \leq 3} c_{\alpha} \sum_{k=1}^{n} \left( \int_{T^{3} \times \mathbb{R}^{3}} |\partial_{x}^{\alpha} f_{t}| \ 1_{|v| \leq R} (1 + |v|)^{2k} \ dx \ dv \right) \frac{(\kappa(1 + \kappa')^{k-1}}{(k-1)!}.
\]

We deduce that for \( \kappa' \) large enough

\[
\frac{d}{dt} E_{R}^{n}(t, \kappa(1 + \kappa')) \\
\geq -K \sum_{|\alpha| \leq 3} c_{\alpha} \sum_{k=0}^{n} \left( \int_{T^{3} \times \mathbb{R}^{3}} |\partial_{x}^{\alpha} f_{t}| \ 1_{|v| \leq R} (1 + |v|)^{2n+1} \ dx \ dv \right) \frac{(\kappa(1 + \kappa')^{n}}{n!}.
\]

Since the right hand side goes to zero as \( n \to +\infty \) we deduce the a priori estimate

\[
\frac{d}{dt} E_{R}^{\infty}(t, \kappa(1 + \kappa')) \geq 0.
\]

We hence deduce by passing to the limit \( R \to \infty \) that \( E_{\infty}^{\infty}(t, \kappa(1 + \kappa')) = +\infty \) for \( t \geq 0 \) which concludes the proof. \( \square \)

5.3.3. A priori lower bounds. The proof of the Maxwellian lower bound in part (I) of Theorem 5.3 is a straightforward application of [73] and we shall therefore skip the proof. In the paper [73] an a priori bound was assumed on the entropy but it can be removed using the non-concentration estimates on the iterated gain term first discovered in [70] and then developed in [1]. We refer to the more recent preprint [23] where these issues are discussed.

5.3.4. A priori uniqueness for conservative solutions. This subsection is related to the Cauchy theory for unique solution to the spatially homogeneous Boltzmann for hard spheres in \( L_{1}^{1}(1 + |v|^{2}) \). Let us refer first to [33] for the idea of the key a priori estimate on moment of the difference of two solutions and [5, 6] for the first uniqueness result in a space of the form \( L_{1}^{1}(1 + |v|^{k}) \) (with \( k > 2 \)). Then we refer to [70, 63] (and later [65]) following the same approach for the more recent optimal results. In these papers, there are mainly two approaches. The first one [70] relies on a subtle variants of the Povzner inequality, and the second one [63] (see also [65]) is more direct and relies on the estimate of the tail of the distribution at initial times. We shall elaborate upon this second approach in this subsection.

Lemma 5.13 (A priori uniqueness in \( L_{1}^{1}L_{x}^{\infty}(1 + |v|^{k}), k > 2 \)). Consider for \( T \in (0, +\infty] \) and \( k > 2 \) two conservative distributional solutions

\[
f_{t}, g_{t} \in L_{t,loc}^{1} \left( [0, T), L_{v}^{1}L_{x}^{\infty}(1 + |v|^{k}) \right) \cap C_{t}^{0} \left( [0, T), L_{v}^{1}L_{x}^{\infty}(1 + |v|^{k-1}) \right)
\]
with initial data \( f_{in}, g_{in} \) satisfying the lower bound assumption (5.1). Then for any \( T' \in [0,T) \) there is some constant \( C(T') > 0 \) (depending on the bounds assumed on the solutions, on the lower bound \( \text{(5.1)} \) on the initial datum, and on \( T' > 0 \)) such that

\[
\forall t \in [0,T'], \quad \| f_t - g_t \|_{L^1_v L^\infty_x (1+|v|^2)} \leq C(T') \| f_{in} - g_{in} \|_{L^1_v L^\infty_x (1+|v|^2)}.
\]

**Proof of Lemma 5.13** Arguing as before we get

\[
\forall t \in [0,T'), \quad \int_{\mathbb{R}^d} f_t(x,v_s) |v - v_s| \, dv_s \geq K(T') (1 + |v|)
\]

for some constant depending on the \( L^\infty([0,T'], L^1_v L^\infty_x (1+|v|^{k-1})) \) norm of \( f \) and the lower bound (5.1) on \( f_{in} \).

We then write the estimate (arguing as in the previous section)

\[
\forall t \in [0,T'), \quad \frac{d}{dt} \| f_t \|_{L^1_v L^\infty_x (1+|v|^2)} \\
\leq C \| f_t \|_{L^1_v L^\infty_x (1+|v|^k)} \| f_t \|_{L^1_v L^\infty_x (1+|v|^{k+1})} - K \| f_t \|_{L^1_v L^\infty_x (1+|v|^{k+1})}
\]

which shows that \( \| f_t \|_{L^1_v L^\infty_x (1+|v|^2)} \) is time-integrable. Similarly, we deduce that \( \| g_t \|_{L^1_v L^\infty_x (1+|v|^2)} \) is time-integrable on \([0,T']\). Finally we obtain the continuity of the flow in the topology \( L^1_v L^\infty_x (1+|v|^2) \):

\[
\frac{d}{dt} \| f_t - g_t \|_{L^1_v L^\infty_x (1+|v|^2)} \\
\leq C \left( \| f_t \|_{L^1_v L^\infty_x (1+|v|^3)} + \| g_t \|_{L^1_v L^\infty_x (1+|v|^3)} \right) \| f_t - g_t \|_{L^1_v L^\infty_x (1+|v|^2)}
\]

and thus

\[
\forall t \in [0,T'], \quad \| f_t - g_t \|_{L^1_v L^\infty_x (1+|v|^2)} \\
\leq C e^{\int_0^t \left( \| f_r \|_{L^1_v L^\infty_x (1+|v|^3)} + \| g_r \|_{L^1_v L^\infty_x (1+|v|^3)} \right) \, dr} \| f_{in} - g_{in} \|_{L^1_v L^\infty_x (1+|v|^2)}
\]

and the claimed uniqueness property follows.  \( \square \)

The next lemma follows an idea first introduced for the spatially homogeneous Boltzmann equation in [70, 63], using the reformulation in [65].

**Lemma 5.14** (A priori uniqueness in the critical case \( k = 2 \)). Consider for \( T \in (0, +\infty] \) two conservative distributional solutions

\[
f_t, g_t \in L^1_{\text{t,loc}} ([0,T], L^1_v W^{3,1}_x (1 + |v|^2)) \cap C^0 ([0,T], L^1_v W^{3,1}_x (1 + |v|))
\]

with initial data \( f_{in}, g_{in} \) satisfying the lower bound assumption (5.1).

Then for any \( T' \in (0,T) \), there is an explicit function \( \Psi : \mathbb{R}_+ \to \mathbb{R}_+ \) which depends on \( T' > 0, f_{in} \) and \( g_{in} \), which is continuous and satisfies \( \Psi(0) = 0 \) and \( \Psi(r) > 0 \) for \( r > 0 \), such that

\[
\forall t \in [0,T'], \quad \| f_t - g_t \|_{L^1_v L^\infty_x (1+|v|^2)} \leq \Psi \left( \| f_{in} - g_{in} \|_{L^1_v L^\infty_x (1+|v|^2)} \right).
\]
Proof of Lemma 5.14: We fix $T' \in (0, T)$ for the whole proof. Arguing exactly as in the first part of Lemma 5.9, we deduce that there is a constant $K(T') > 0$ so that

$$\forall t \in [0, T'], x \in T^3, v \in \mathbb{R}^3,$$

$$\begin{cases}
\int_{\mathbb{R}^3} f_t(x, v_*) |v - v_*| \, dv_* \geq K(T') (1 + |v|), \\
\int_{\mathbb{R}^3} g_t(x, v_*) |v - v_*| \, dv_* \geq K(T') (1 + |v|),
\end{cases}$$

and

$$\forall t \in (0, T'),$$

$$\begin{cases}
\tilde{M}_k(t) \leq C_k(T') \min \left\{ \frac{1}{t^{k-2}}, 1 \right\} \\
\tilde{M}_k(t) \leq C_k(T') \min \left\{ \frac{1}{t^{k-2}}, 1 \right\}
\end{cases}$$

for some constant $C_k(T')$ depending on $T' > 0$ and $k > 2$, and where $\tilde{M}_k$ was defined in the proof of Lemma 5.9 (recall that it involves the derivatives $\partial^\alpha_x, |\alpha| \leq 3$).

Let us denote $d_t := f_t - g_t$ and $s_t := f_t + g_t$.

We have by usual calculations

$$\frac{d}{dt} \int_{T^3 \times \mathbb{R}^3} |d_t| (1 + |v|^2) \, dx \, dv$$

$$\leq C \left( \int_{T^3 \times \mathbb{R}^3} |d_t| \, dx \, dv \right) \left( \sup_{x \in T^3} \int_{\mathbb{R}^3} |s_t| (1 + |v|^3) \, dv \right)$$

$$+ C \left( \int_{T^3 \times \mathbb{R}^3} |d_t| (1 + |v|) \, dx \, dv \right) \left( \sup_{x \in T^3} \int_{\mathbb{R}^3} |s_t| (1 + |v|^2) \, dv \right)$$

$$\leq C_1 \min \left\{ \frac{1}{t}, 1 \right\} \left( \int_{T^3 \times \mathbb{R}^3} |d_t| \, dx \, dv \right) + C_2 \left( \int_{T^3 \times \mathbb{R}^3} |d_t| (1 + |v|) \, dx \, dv \right)$$

which provides a simple Gronwall-like estimates for times bounded away from zero.

Let us now consider small times. Define

$$r := \min \left\{ \|d_{in}\|_{L^1_{T^3 \times \mathbb{R}^3} (1 + |v|^2)} ; T' \right\}$$
and let us estimate the $L^1_{x,v}(1 + |v|^2)$ norm of the difference for the times $t \in [0, r]$. Then calculate

$$\forall t \in [0, r], \quad \|d_t\|_{L^1_{x,v}(1 + |v|^2)}$$

$$\leq \int_{T^3 \times \mathbb{R}^3} dt (1 + |v|^2) \, dx \, dv + 2 \int_{T^3 \times \mathbb{R}^3} (d_t)_+ (1 + |v|^2) \, dx \, dv$$

$$\leq \int_{T^3 \times \mathbb{R}^3} d_{in} (1 + |v|^2) \, dx \, dv + 2 \int_{T^3 \times \mathbb{R}^3} f_t (1 + |v|^2) \, dx \, dv$$

$$\leq \int_{T^3 \times \mathbb{R}^3} |d_{in}| (1 + |v|^2) \, dx \, dv + 2 \int_{T^3 \times \mathbb{R}^3} f_t (1 + |v|^2) \, dx \, dv$$

$$\leq r + 2 \int_{|v| \leq R} f_t (1 + |v|^2) \, dx \, dv + 2 \int_{|v| > R} f_t (1 + |v|^2) \, dx \, dv$$

$$\leq r + 2 (1 + R^2) \|d_{in}\|_{L^1_{x,v}} + 2 \int_{|v| > R} f_t (1 + |v|^2) \, dx \, dv$$

for some parameter $R > 0$ to be chosen later, where we have used the conservation of the energy of our solutions and the inequality $(d_t)_+ \leq f_t$.

The second term in the right hand side above can be estimated as

$$\frac{d}{dt} \int_{T^3 \times \mathbb{R}^3} |d_t| \, dx \, dv \leq C \int_{T^3 \times \mathbb{R}^3} d_t(s_t)_+ |v - v_*| \, dx \, dv \, dv_*$$

$$\leq C' \left( \int_{T^3 \times \mathbb{R}^3} |d_t| (1 + |v|) \, dx \, dv \right).$$

Hence

$$\forall t \in [0, r], \quad \|d_t\|_{L^1_{x,v}}$$

$$\leq \|d_{in}\|_{L^1_{x,v}(1 + |v|^2)} + C' \int_0^t (\|f_\tau\|_{L^1_{x,v}(1 + |v|^2)} \|g_\tau\|_{L^1_{x,v}(1 + |v|^2)}) \, d\tau \leq C'' r.$$
Finally the third term of the right hand side can be estimated as

\[
\int_{|v|>R} f_t (1+|v|^2) \, dx \, dv = \int_{\mathbb{T}^3 \times \mathbb{R}^3} f_t (1+|v|^2) \, dx \, dv - \int_{|v| \leq R} f_t (1+|v|^2) \, dx \, dv \\
= \int_{\mathbb{T}^3 \times \mathbb{R}^3} f_{in} (1 + |v|^2) \, dx \, dv - \int_{|v| \leq R} f_t (1 + |v|^2) \, dx \, dv \\
= \int_{\mathbb{T}^3 \times \mathbb{R}^3} f_{in} (1 + |v|^2) \, dx \, dv - \int_{|v| \leq R} f_t (1 + |v|^2) \, dx \, dv \\
- \int_0^t \int_{|v| \leq R} Q(f_{\tau}, f_{\tau}) (1 + |v|^2) \, dx \, dv \, d\tau \\
\leq \int_{|v|>R} f_{in} (1 + |v|^2) \, dx \, dv + \int_0^t \int_{|v| \leq R} Q^-(f_{\tau}, f_{\tau}) (1 + |v|^2) \, dx \, dv \, d\tau \\
\leq \int_{|v|>R} f_{in} (1 + |v|^2) \, dx \, dv + C''' r (1 + R^2)
\]

where we have used again the conservation of energy and the evolution equation integrated against \((1 + |v|^2) \mathbf{1}_{|v| \leq R}\).

Combining the three estimates we deduce that

\[
\forall \, t \in [0, r], \quad \|d_t\|_{L^1_x, v(1+|v|^2)} \leq r + 2 C'' r (1 + R^2) + 2 \int_{|v|>R} f_{in} (1 + |v|^2) \, dx \, dv + C''' r (1 + R^2).
\]

We finally choose for instance \(R = r^{-1/3}\) and define

\[
\Psi_0(r) := r + 2 C'' r \left(1 + r^{-2/3}\right) \\
+ 2 \int_{|v|>r^{-1/3}} f_{in} (1 + |v|^2) \, dx \, dv + C''' r \left(1 + r^{-2/3}\right)
\]

which depends on the profiles \(f_{in}\) and \(g_{in}\) via the tail estimate in the right hand side and also via the constants depending on the mass and energy.

We have therefore

\[
\forall \, t \in [0, r], \quad \|d_t\|_{L^1_x, v(1+|v|^2)} \leq \Psi_0(r).
\]

To conclude with the final stability estimate in the case \(r < T'\), we write

\[
\forall \, t \in [0, T'], \quad \|d_t\|_{L^1_x, v(1+|v|^2)} \\
\leq \|d_r\|_{L^1_x, v(1+|v|^2)} + \int_r^t \left( \frac{d}{d\tau} \|d_{\tau}\|_{L^1_x, v(1+|v|^2)} \right) \, d\tau \\
\leq \Psi_0(r) + \int_r^t \left( C_1 \min \left\{ \frac{1}{\tau}, 1 \right\} \|d_{\tau}\|_{L^1_x, v} + C_2 \|d_{\tau}\|_{L^1_x, v(1+|v|)} \right) \, d\tau.
\]
If \( T' \geq r \geq 1 \) the proof is clear by a Gronwall estimate, for \( r < 1 \) we write first (assuming \( T' \geq 1 \) for notational simplicity, the case \( T' < 1 \) is similar)

\[
\forall t \in [0, T'], \quad \| d_t \|_{L^1_{x,v}(1+|v|^2)} \leq \Psi_0(r)
\]

\[
+ C_1 \int_r^1 \| d_\tau \|_{L^1_{x,v}} \frac{d\tau}{\tau} + (C_1 + 2C_2) \int_1^{T'} \| d_\tau \|_{L^1_{x,v}(1+|v|^2)} d\tau
\]

and for the second term of the right hand side we use the estimate on \( \| d_\tau \|_{L^1_{x,v}} \):

\[
\int_r^1 \| d_\tau \|_{L^1_{x,v}} \frac{d\tau}{\tau} \leq \int_r^1 \left( \| d_{in} \|_{L^1_{x,v}} + C \int_0^\tau \| d_{\tau'} \|_{L^1_{x,v}} d\tau' \right) \frac{d\tau}{\tau}
\]

\[
\leq r |\ln r| + C \int_0^1 \| d_{\tau'} \|_{L^1_{x,v}} |\ln \tau'| d\tau'.
\]

We thus deduce

\[
\forall t \in [0, T'], \quad \| d_t \|_{L^1_{x,v}(1+|v|^2)} \leq \Psi_0(r) + r |\ln r|
\]

\[
+ C'_1 \int_0^1 \| d_{\tau} \|_{L^1_{x,v}} |\ln \tau| d\tau + C'_2 \int_1^{T'} \| d_{\tau} \|_{L^1_{x,v}(1+|v|^2)} d\tau
\]

which yields the result for some nonlinear function \( \Psi = \Psi(r) \) by the Gronwall lemma. \( \square \)

### 5.4. Proof of Theorem 5.3, parts (II) and (III).

#### 5.4.1. A dissipative Banach norm.

In this subsection we construct a Banach norm for which the semigroup is not only dissipative, but also has a stronger dissipativity property: the damping term in the energy estimate controls the norm of the graph of the collision operator.

Observe that in this theorem, the rate of decay is possibly worse than in Theorem 4.2. It shall not however cause any problem when searching for the rate of decay of the nonlinear equation, as the latter can be recovered by a bootstrap argument once the stability is proved.

**Proposition 5.15.** Consider the space \( E = W^{s,q}_v W^{s,p}_x(m) \) with the same assumptions as in Theorem 4.2, with a norm denoted by \( \| \cdot \|_E \), and define the equivalent norm

\[
\| h \|_E := \eta \| h \|_E + \int_0^{+\infty} \| S_\tau(h) \|_E d\tau, \quad \eta > 0.
\]

Then there exists \( \eta > 0 \) (small enough) and \( \lambda_1 \in (0, \lambda) \) such that for any \( h_{in} \in E, \Pi h_{in} = 0 \) (let us recall that \( \Pi \) is the projection on the eigenspace associated to the eigenvalue 0 thanks to the formulas (2.1) and (4.7)), the solution \( h(t) := S_\tau(t)h_{in} \) to the linearized flow (4.5) satisfies:

\[
\forall t \geq 0, \quad \frac{d}{dt} \| h_t \|_E \leq -\lambda_1 \| h_t \|_E,
\]
where
\[ \mathcal{E}_\nu := W^\sigma_v W^p_x (\nu^{1/q} m) \subset \mathcal{E} \]
and \( \| \cdot \|_{\mathcal{E}_\nu} \) is defined from \( \| \cdot \|_{\mathcal{E}_\nu} \) as in \( (5.17) \):
\[ \| h \|_{\mathcal{E}_\nu} := \eta \| h \|_{\mathcal{E}_\nu} + \int_0^{+\infty} \| \mathcal{S}_\mathcal{L}(\tau) h \|_{\mathcal{E}_\nu} \, d\tau. \]

Proof of Theorem 5.15: From the decay property of \( \mathcal{L} \) provided by Theorem 4.2 we have
\[ \| \mathcal{S}_\mathcal{L}(\tau) h \|_\mathcal{E} \leq C e^{-\lambda t} \| h \|_\mathcal{E}. \]
Therefore we deduce that
\[ C_1(\eta) \| h \|_\mathcal{E} \leq \| h \|_\mathcal{E} \leq C_2(\eta) \| h \|_\mathcal{E} \]
for some constants \( C_1(\eta), C_2(\eta) > 0 \) depending on \( \eta \), i.e. the norms \( \| \cdot \|_\mathcal{E} \) and \( \| \cdot \|_{\mathcal{E}_\nu} \) are equivalent for any \( \eta > 0 \).

Let us now compute the time derivative of the norm \( \| \cdot \|_\mathcal{E} \) along \( h_t \) which solves the linear evolution problem \( (4.5) \). Observe that \( \Pi h_t = 0 \) for any time \( t \geq 0 \) due to the mass, momentum and energy conservation of the linearized Boltzmann equation.

Since the \( x \)-derivatives commute with the linearized operator, we can set \( s = 0 \) without loss of generality. We consider first \( \sigma = 0 \) and \( p, q \in [1, +\infty) \).

We denote again \( \Phi'(z) := |z|^{p-1} \text{sign}(z) \) and we have
\[ \frac{d}{dt} \| h_t \|_\mathcal{E} = \eta \| h_t \|_\mathcal{E}^{1-q} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} \mathcal{L}(h_t) \Phi'(h_t) \, dx \right) \| h_t \|_{L^p_\mathcal{E}}^{q-p} m^q \, dv \]
\[ \quad + \int_0^{+\infty} \frac{\partial}{\partial \tau} \| h_{t+\tau} \|_\mathcal{E} \, d\tau =: I_1 + I_2. \]

Concerning the first term \( I_1 \) we have, arguing as in the proof of Lemma 4.14 (cases (W2)-(W3)):
\[ I_1 = \eta \| h_t \|_\mathcal{E}^{1-q} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} (A_\delta + B_\delta)(h_t) \Phi'(h_t) \, dx \right) \| h_t \|_{L^p_\mathcal{E}}^{q-p} m^q \, dv \]
where we have dropped the transport term thanks to its divergence structure. Thanks to the dissipativity of \( B_\delta \) proved in Lemma 4.14 and the bounds on \( A_\delta \) in Lemma 4.16 we get
\[ I_1 \leq \eta \left( C \| h \|_\mathcal{E} - K \| h \|_{\mathcal{E}_\nu} \right) \]
for some constants \( C, K > 0 \).

The second term is computed exactly:
\[ I_2 = \int_0^{+\infty} \frac{\partial}{\partial \tau} \| h_{t+\tau} \|_\mathcal{E} \, d\tau = \int_0^{+\infty} \frac{\partial}{\partial \tau} \| h_{t+\tau} \|_\mathcal{E} \, d\tau = -\| h \|_\mathcal{E}. \]

The combination of the two last equations yields the desired result
\[ \frac{d}{dt} \| h_t \|_\mathcal{E} \leq -K \| h_t \|_{\mathcal{E}_\nu}. \]
with \( K > 0 \), by choosing \( \eta \) small enough.
Then the cases $p = +\infty$ and $q = +\infty$ are obtained by passing to the limit. Finally the case of a higher-order $v$-derivative is treated by an argument close to the one in Lemma 4.14. For instance the case $\sigma = s = 1$ is proved by introducing the norms
\[
\begin{align*}
\| h \|_{\mathcal{E}_\varepsilon} & := \| h \|_{\mathcal{E}} + \| \nabla_x h \|_{\mathcal{E}} + \varepsilon \| \nabla_v h \|_{\mathcal{E}}, \\
\| h \|_{\mathcal{E}_{\varepsilon}} & := \| h \|_{\mathcal{E}_{\varepsilon}} + \| \nabla_x h \|_{\mathcal{E}_{\varepsilon}} + \varepsilon \| \nabla_v h \|_{\mathcal{E}_{\varepsilon}},
\end{align*}
\]
for some second parameter $\varepsilon > 0$ small enough. Arguing as before we obtain
\[
\frac{d}{dt} \left( \| h_t \|_{L^q_x L^p_t(m)} + \| \nabla_x h_t \|_{L^q_x L^p_t(m)} \right)
\leq -K_1 \left( \| h_t \|_{L^q_x L^p_t(m \nu^{1/q})} + \| \nabla_x h_t \|_{L^q_x L^p_t(m \nu^{1/q})} \right)
\]
and
\[
\frac{d}{dt} \| \nabla_x h_t \|_{L^q_x L^p_t(m)}
\leq -K_2 \| \nabla_x h_t \|_{L^q_x L^p_t(m \nu^{1/q})} + \| \nabla_x h_t \|_{L^q_x L^p_t(m)} + \| \mathcal{R} h_t \|_{L^q_x L^p_t(m)},
\]
where $\mathcal{R}$ is defined in (4.40). Using (a) the Lemmas 4.4 and 4.7 when $m$ is a polynomial weight, (b) (4.38) and Lemma 4.10 when $m$ is an exponential weight, (c) the regularization property of the operator $A_3$, (d) the equivalence of the norms $\| \cdot \|$ and $\| \cdot \|$, we prove that
\[
\| \mathcal{R} h_t \|_{L^q_x L^p_t(m)} \leq C \| h_t \|_{L^q_x L^p_t(m \nu^{1/q})}
\]
for some constant $C > 0$. We deduce that for $\varepsilon$ small enough
\[
\frac{d}{dt} \| h_t \|_{\mathcal{E}_\varepsilon} \leq -K_3 \| h_t \|_{\mathcal{E}_{\varepsilon}}
\]
for some $K_3 > 0$. The higher-order estimates are performed with the norm
\[
\begin{align*}
\| h \|_{\mathcal{E}_\varepsilon} & := \sum_{|i| \leq \sigma, \ |j| \leq s, \ |i| + |j| \leq \max\{\sigma, s\}} \varepsilon^{|i|} \| \partial^i \partial^j_x h \|_{L^q_x L^p_t(m)} \\
\| h \|_{\mathcal{E}_{\varepsilon}} & := \sum_{|i| \leq \sigma, \ |j| \leq s, \ |i| + |j| \leq \max\{\sigma, s\}} \varepsilon^{|i|} \| \partial^i \partial^j_x h \|_{L^q_x L^p_t(m \nu^{1/q})}
\end{align*}
\]
for some $\varepsilon > 0$ to be chosen small enough.

5.4.2. The bilinear estimates. Let us summarize the bilinear estimate available on the nonlinear term in the equation (4.1).

**Lemma 5.16.** Consider the space $W^{s,q}_\nu W^{s,p}_v(m)$ with $s, \sigma \in \mathbb{N}$, $\sigma \leq s$, $s > 6/p, s \geq 0$ when $p = +\infty$, with $m$ satisfying one of the assumptions...
(W1), (W2), (W3) of Theorem 4.2. Then in the case \( q < +\infty \) we have

\[
\|Q(g,f)\|_{W^{q,\infty}_v W^{s,p}_x(m) \cap W^{\sigma,q}_v W^{s,p}_x(mv^{1/q})} 
\leq C \left( \|g\|_{W^{q,\infty}_v W^{s,p}_x(m)} \|f\|_{W^{\sigma,q}_v W^{s,p}_x(mv^{1/q})} + \|g\|_{W^{\sigma,q}_v W^{s,p}_x(mv^{1/q})} \|f\|_{W^{\sigma,q}_v W^{s,p}_x(m)} \right)
\]

for some constant \( C > 0 \), which implies

\[
\|Q(g,f)\|_{W^{q,\infty}_v W^{s,p}_x(m) \cap W^{\sigma,q}_v W^{s,p}_x(mv^{1/q})} 
\leq C \left( \|g\| (W^{q,\infty}_v \cap W^{\sigma,q}_v) W^{s,p}_x(m) \|f\| (W^{\sigma,q}_v \cap W^{\sigma,q}_v) W^{s,p}_x(mv^{1/q}) + \|g\|_{(W^{\sigma,q}_v \cap W^{\sigma,q}_v)} W^{s,p}_x(mv^{1/q}) \|f\|_{(W^{\sigma,q}_v \cap W^{\sigma,q}_v)} W^{s,p}_x(m) \right)
\]

and in the case \( q = +\infty \) we have simply

\[
\|Q(g,f)\|_{W^{q,\infty}_v W^{s,p}_x(m)} \leq C \|g\|_{W^{q,\infty}_v W^{s,p}_x(m)} \|f\|_{W^{q,\infty}_v W^{s,p}_x(m)}.
\]

Proof of Lemma 5.16. For \( \sigma = s = 0 \) and \( q < \infty \) this estimate is an immediate consequence of the convolution inequalities on \( Q \) established in [8], together with the inequality \( m(m^\prime m^*_s)^{-1} \leq C m_s \). (For the specific case of stretch exponential weight \( m = e^{\kappa |y|^\beta} \), \( \kappa > 0 \) and \( \beta \in (0,2) \), we also refer to [75] where the proof is explicitly written). In the case \( q = +\infty \) we use Lemmas 4.7 and 4.10.

Finally the \( x \) and \( v \) derivatives are treated thanks to the distributive properties

\[
\begin{align*}
\nabla_x Q(g,f) &= Q(\nabla_x g, f) + Q(g, \nabla_x f) \\
\nabla_v Q(g,f) &= Q(\nabla_v g, f) + Q(g, \nabla_v f)
\end{align*}
\]

and Sobolev embeddings. \( \square \)

5.4.3. The a priori stability estimate.

Lemma 5.17 (A priori stability estimate). Consider \( s, \sigma \in \mathbb{N} \), \( p, q \in [1, +\infty] \) with \( \sigma \leq s \), \( s > 6/p \), or \( s \geq 0 \) when \( p = +\infty \), with \( m \) satisfying one of the assumptions (W1), (W2), (W3) of Theorem 4.2. Then consider the spaces

\[
\begin{align*}
\mathcal{E}^q := W^{\sigma,q}_v W^{s,p}_x(m) \\
\mathcal{E}^q_m := W^{\sigma,q}_v W^{s,p}_x(mv^{1/q}) \\
\mathcal{E}^\infty := \mathcal{E}^\infty_m := W^{\sigma,\infty}_v W^{s,p}_x(m)
\end{align*}
\]

if \( q < +\infty \), or simply

\[
\mathcal{E}^\infty := \mathcal{E}^\infty_m := W^{\sigma,\infty}_v W^{s,p}_x(m)
\]

if \( q = +\infty \). Consider a solution

\[
f_t = \mu + h_t \in \mathcal{E}
\]

to the nonlinear Boltzmann equation, with \( \Pi h_t = 0 \).
Then for \( q < +\infty \), \( h_t \) satisfies the estimate
\[
\frac{d}{dt} \|h_t\|_{L^q} \leq (C \|h_t\|_{L^q} - K) \|h_t\|_{L^q}^{q-1} \|h_t\|_{L^q} \leq (C \|h_t\|_{L^q} - K) \|h_t\|_{L^q}
\]
for some constants \( C, K > 0 \), which also writes
\[
\frac{d}{dt} \left( \frac{1}{q} \|h_t\|_{L^q}^q \right) \leq (C \|h_t\|_{L^q} - K) \|h_t\|_{L^q}^q.
\]

When \( q = +\infty \) we have the cleaner estimate
\[
\frac{d}{dt} \|h_t\|_{L^\infty} \leq (C \|h_t\|_{L^\infty} - K) \|h_t\|_{L^\infty}
\]
for some constants \( C, K > 0 \).

**Proof of Lemma 5.17** Assume first \( \sigma = s = 0 \) and consider \( q \in [1, +\infty) \) and \( p \in [1, +\infty) \), and denote \( \Phi(z) = |z|^p / p \). We calculate
\[
\frac{d}{dt} \|h_t\|_{L^q L^p(m)} = I_1 + I_2
\]
with
\[
I_1 := \eta \|h_t\|_{L^q L^p(m)}^{1-q} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} L h_t \Phi'(h_t) \, dx \right) \|h_t\|_{L^p}^{q-p} \, m^q \, dv
\]
\[
+ \|h_t\|_{L^q L^p(m)} \int_0^{+\infty} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} (S_\gamma(\tau) (L h_t) \Phi'(e^{\tau L} h_t)) \, dx \right) \|S_\gamma(\tau) h_t\|_{L^p}^{q-p} \, m^q \, dv \, d\tau
\]
and
\[
I_2 := \eta \|h_t\|_{L^q L^p(m)}^{1-q} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} Q(h_t, h_t) \Phi'(h_t) \, dx \right) \|h_t\|_{L^p}^{q-p} \, m^q \, dv
\]
\[
+ \|h_t\|_{L^q L^p(m)} \int_0^{+\infty} \int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} (S_\gamma(\tau) Q(h_t, h_t)) \Phi'(e^{\tau L} h_t) \, dx \right) \|S_\gamma(\tau) h_t\|_{L^p}^{q-p} \, m^q \, dv \, d\tau.
\]

In Proposition 5.15 we proved that choosing \( \eta > 0 \) it holds
\[
I_1 \leq -K \|h_t\|_{L^q L^p(m)}^{1-q} \|h_t\|_{L^q L^p(m)}^{q} \quad \text{for some } K > 0.
\]
For the second term, the Hölder inequality implies
\[
\int_{\mathbb{R}^3} \left( \int_{\mathbb{T}^3} Q(h_t, h_t) \Phi'(h_t) \, dx \right) \|h_t\|_{L^p}^{q-p} \, m^q \, dv
\leq \int_{\mathbb{R}^3} Q(h_t, h_t) \|h_t\|_{L^p}^{q-1} \, m^q \, dv
\leq \|Q(h_t, h_t)\|_{L^q} \|h_t\|_{L^p}^{q-1} \|h_t\|_{L^p}^{q-1} \quad \text{for some } K > 0.
\]
and similarly
\[
\int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} (e^{\tau \mathcal{L}} Q(h_t, h_t)) \Phi'(e^{\tau \mathcal{L}} h_t) \, dx \right) \|e^{\tau \mathcal{L}} h_t\|_{L^q_{2}^p}^{q-p} m^q \, dv
\leq \int_{\mathbb{R}^3} \left( \int_{\mathbb{R}^3} |e^{\tau \mathcal{L}} Q(h_t, h_t)| |e^{\tau \mathcal{L}} h_t| \|e^{\tau \mathcal{L}} h_t\|_{L^q_{2}^p}^{q-1} m^q \, dv \right)
\leq \|e^{\tau \mathcal{L}} Q(h_t, h_t)|L^q_{2}^p(L^1(q/m^q-1))\|e^{\tau \mathcal{L}} h_t\|_{L^q_{2}^p(L^1(q/m^q))}^{q-1}.
\]

Using the bilinear estimate in Lemma 5.16 and the semigroup decay in Theorem 4.2 (noticing that \(\Pi Q(h_t, h_t) = 0\)) we get the following estimates
\[
\|Q(h_t, h_t)|L^q_{2}^p(L^1(q/m^q-1))\leq C \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))}\]
and
\[
\int_0^{+\infty} \|S_\mathcal{L}(\tau)Q(h_t, h_t)|L^q_{2}^p(L^1(q/m^q-1))\, d\tau
\leq C' \left( \int_0^{+\infty} e^{-\lambda \tau} \, d\tau \right) \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))}^{q-1}
\leq C'' \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))}^{q-1}
\]
for some constant \(C, C', C'' > 0\). We deduce that
\[
I_2 \leq C''' \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))} \|h_t\|_{L^q_{2}^p(L^1(q/m^q))}^{q-1}
\]
and thus (using Sobolev embeddings or passing to the limit \(p \to \infty\))
\[
\frac{d}{dt} \|h_t\|_{\mathcal{E}} \leq (C \|h_t\|_{\mathcal{E}} - K) \|h_t\|_{\mathcal{E}}^{1-q} \|h_t\|_{\mathcal{E}}^q.
\]

This concludes the proof in the case \(\sigma = s = 0, q < +\infty\) and \(p = +\infty\). In the case \(p < +\infty\) and \(0 < \sigma \leq s\), one uses the distributive property of the derivatives and Sobolev embeddings.

The case \(q = +\infty\) is handled similarly by using the final estimates in Lemma 5.16. We use the previous argument with \(q < +\infty\) unchanged and take the limit \(q \to +\infty\) in the bilinear estimates to get
\[
\frac{d}{dt} \|h_t\|_{L^\infty_{2}^p(L^1(m))} \leq -K \|h_t\|_{L^\infty_{2}^p(L^1(m))} + \|Q(h_t, h_t)\|_{L^\infty_{2}^p(L^1(m^(-1)))}.
\]

The bilinear estimate in Lemma 5.16 for \(q = +\infty\) and the semigroup decay in Theorem 4.2 (noticing that \(\Pi Q(h_t, h_t) = 0\)) yield
\[
\|Q(h_t, h_t)\|_{L^\infty_{2}^p(L^1(m^(-1)))} \leq C \|h_t\|_{L^\infty_{2}^p(L^1(m))} \|h_t\|_{L^\infty_{2}^p(L^1(m))}
\]
and

\[ \int_0^{+\infty} \| S_L(\tau)Q(ht, ht) \|_{L_\infty^p L_\infty^p(\nu^{-1})} \, d\tau \]

\[ \leq C' \left( \int_0^{+\infty} e^{-\lambda \tau} \, d\tau \right) \| h_t \|_{L_\infty^\infty L_\infty^\infty(m)} \| h_t \|_{L_\infty^\infty L_\infty^\infty(m)} \]

\[ \leq C'' \| h_t \|_{L_\infty^\infty L_\infty^\infty(m)} \| h_t \|_{L_\infty^\infty L_\infty^\infty(m)} \]

for some constant \( C, C', C'' > 0 \). We deduce that

\[ \| ||| Q(ht, ht) |||_{L_\infty^\infty L_\infty^\infty(x)} \|_{m_{\nu^{-1}}} \leq C''' \| h_t \|_{L_\infty^\infty L_\infty^\infty(x)} \]

and thus (using Sobolev embeddings or passing to the limit \( p \to \infty \))

\[ \frac{d}{dt} \| h_t \|_{E_\infty} \leq (C \| h_t \|_{E_\infty} - K) \| h_t \|_{E_\infty}. \]

5.4.4. Final proof. We consider the close-to-equilibrium regime and the spaces \( E \) and \( E_\nu \) as before. We will construct solutions through the following iterative scheme

\[ \partial_t h^{n+1} = \mathcal{L} h^{n+1} + Q(h^{n+1}, h^n), \quad n \geq 1, \]

with the initialization

\[ \partial_t h^0 = \mathcal{L} h^0, \quad h^0 = h_0, \quad ||| h_0 |||_{E_\infty} \leq \frac{\varepsilon}{2}. \]

The functions \( h^n, n \geq 0 \) are well-defined in \( E \) for all times \( t \geq 0 \) thanks to the study of the semigroup in Theorem 4.2 and the stability estimates proven below.

We split the proof into four steps. The first two steps of the proof establish the stability and convergence of the iterative scheme, and they are mainly an elaboration upon the key a priori estimate of the previous subsection. The third step consists of a bootstrap argument in order to recover the optimal decay rate of the linearized semigroup. The fourth step details the modifications to the argument for \( q = +\infty \).

Step 1. Stability of the scheme. Let us first assume \( q < +\infty \) and prove by induction the following control

\[ (5.20) \quad \forall n \geq 0, \quad \forall t \geq 0, \quad B_n(t) := \left( \frac{1}{q} \| h_t^n \|_{E_\nu}^q + K \int_0^t \| h^n_\tau \|_{E_\nu}^q \, d\tau \right) \leq \varepsilon^q \]

under a smallness condition on \( \varepsilon \).

The case \( n = 0 \) follows from Theorem 5.15 and the fact that \( ||| h_0 |||_{E_\nu} \leq (\varepsilon/2)^q \):}

\[ \sup_{t \geq 0} \left( \| h^0_t \|_{E_\nu}^q + K \int_0^t \| h^0_\tau \|_{E_\nu}^q \, d\tau \right) \leq \varepsilon^q. \]
Let us now assume that \((5.20)\) is satisfied at rank \(n\) and let us prove it for \(n+1\). A similar computation as in Lemma 5.17 yields
\[
\frac{d}{dt} \left( \frac{1}{q} \| h_t^{n+1} \|_{L^q} \right) + K \| h_t^{n+1} \|_{E^q} \leq C \left( \| h_t^n \|_{L^q} \| h_t^{n+1} \|_{L^q} + \| h_t^{n+1} \|_{E^q} \| h_t^n \|_{L^q} \right) \| h_t^{n+1} \|_{E^q}^{q-1}
\]
for some constants \(C, K > 0\). Hence by Hölder’s inequality we get
\[
B_{n+1}(t) = \frac{1}{q} \| h_t^{n+1} \|_{L^q} + K \int_0^t \| h_{\tau}^{n+1} \|_{E^q} \, d\tau
\]
\[
\leq \frac{1}{q} \| h_{in} \|_{L^q} + C \left( \sup_{\tau \geq 0} \| h_{\tau}^n \|_{L^q} \right) \left( \int_0^t \| h_{\tau}^{n+1} \|_{E^q} \, d\tau \right)
\]
\[
+ C \left( \int_0^t \| h_{\tau}^n \|_{L^q} \, d\tau \right)^{1/q} \left( \sup_{\tau \geq 0} \| h_{\tau}^{n+1} \|_{E^q} \right) \left( \int_0^t \| h_{\tau}^{n+1} \|_{E^q} \, d\tau \right)^{1-1/q}
\]
\[
\leq \frac{1}{q} \| h_{in} \|_{L^q} + \left( \min \left\{ C, \frac{C}{K^{1/q}} \right\} \right) B_{n+1}^{1/q} B_{n+1}(t)
\]
\[
\leq \frac{1}{q} \| h_{in} \|_{L^q} + \left( \min \left\{ C, \frac{C}{K^{1/q}} \right\} \right) \varepsilon B_{n+1}(t)
\]
from which it follows
\[
\forall \ t \geq 0, \quad B_{n+1}(t) \leq \frac{2}{q} \| h_{in} \|_{L^q} \leq \varepsilon^q
\]
as soon as
\[
\left( \min \left\{ C, \frac{C}{K^{1/q}} \right\} \right) \varepsilon \leq \frac{1}{2}.
\]
The induction is proven.

Passing to the limit \(q \to +\infty\) it holds
\[
\sup_{t \geq 0} \| h_t \|_{L^\infty} \leq \varepsilon
\]
assuming that the initial data satisfies \(\| h_{in} \|_{L^\infty} \leq \varepsilon/2\). Observe that the smallness condition on \(\varepsilon\) is uniform as \(q \to +\infty\), which is crucial in this limiting process.

\textbf{Step 2. Convergence of the scheme.} Let us now denote by \(d^n := h^{n+1} - h^n\). It satisfies
\[
\forall \ n \geq 0, \quad \partial_t d^{n+1} = \mathcal{L} d^{n+1} + Q(d^{n+1}, h^{n+1}) + Q(h^{n+1}, d^n)
\]
and
\[
\partial_t d^0 = \mathcal{L} d^0 + Q(h^1, h^0).
\]
Let us denote by
\[
A^n(t) := \left( \frac{1}{q} \| d_t^n \|_{L^q} + K \int_0^t \| d_{\tau}^n \|_{L^q} \, d\tau \right)
\]
and let us prove by induction that
\[ \forall t \geq 0, \forall n \geq 0, \quad A^n(t) \leq (\bar{C} \varepsilon)^n \]
for some constant \( \bar{C} > 0 \) uniform as \( \varepsilon \) goes to zero and as \( q \) goes to infinity.

The case \( n = 0 \) is obtained by using the estimate
\[
\frac{d}{dt} \left( \frac{1}{q} \| d^2_t \|_{\Lambda^q}^q \right) + K \| d^0_t \|_{\Lambda^q}^q \leq C \left( \| h^1_t \|_{\Lambda^q} \| h^0_t \|_{\Lambda^q} + \| h^1_t \|_{\Lambda^q} \| h^0_t \|_{\Lambda^q} \right) \| d^0_t \|_{\Lambda^q}^{q-1}
\]
and the previous bounds on \( h^0, h^1 \) to deduce
\[ \forall t \geq 0, \quad A^0(t) = \frac{1}{q} \| d^0_t \|_{\Lambda^q}^q + K \int_0^t \| d^0_{\tau} \|_{\Lambda^q}^q d\tau \leq C \varepsilon^2 \leq \varepsilon \]
for \( \varepsilon \) small enough.

The propagation of the induction is obtained by estimating (similarly as before)
\[
A^{n+1}(t) = \frac{1}{q} \| d^{n+1}_t \|_{\Lambda^q}^q + K \int_0^t \| d^{n+1}_{\tau} \|_{\Lambda^q}^q d\tau \\
\leq \frac{1}{q} \| d^n_{\infty} \|_{\Lambda^q}^q + C \int_0^t \left( \| d^{n+1}_{\tau} \|_{\Lambda^q} \| h^0_{\tau+1} \|_{\Lambda^q} + \| d^{n+1}_{\tau} \|_{\Lambda^q} \| h^0_{\tau+1} \|_{\Lambda^q} \right) \| d^{n+1}_{\tau} \|_{\Lambda^q}^{q-1} d\tau \\
+ C \int_0^t \left( \| d^n_{\tau} \|_{\Lambda^q} \| h^1_{\tau+1} \|_{\Lambda^q} + \| d^n_{\tau} \|_{\Lambda^q} \| h^1_{\tau+1} \|_{\Lambda^q} \right) \| d^{n+1}_{\tau} \|_{\Lambda^q}^{q-1} d\tau \\
\leq 2 C \varepsilon A^{n+1}(t) + 2 C \varepsilon A_n(t)^{1/q} A_{n+1}(t)^{1-1/q}
\]
where we have used \( d^n_{\infty} \equiv 0 \) for any \( n \geq 0 \). Using the induction assumption on \( A_n(t) \) we deduce that
\[ A_{n+1}(t) \leq 2 C \varepsilon A^{n+1}(t) + 2 C \varepsilon C^n \varepsilon^n A_{n+1}(t)^{1-1/q} \]
and if \( \varepsilon \) is small enough so that \( 2 C \varepsilon \leq 1/2 \) we get
\[ A_{n+1}(t) \leq 4 C \bar{C}^n \varepsilon^{n+1} A_{n+1}(t)^{1-1/q} \implies A_{n+1}(t) \leq \left( 4 C \right)^q \bar{C}^{nq} \varepsilon^{q(n+1)} \]
which concludes the proof with \( \bar{C} = 4 C \).

Hence for \( \varepsilon \) small enough, the series \( \sum_{n \geq 0} A^n(t) \) is summable for any \( t \geq 0 \), and the sequence \( h^n \) has the Cauchy property in \( L_1^\infty(\mathcal{E}) \), which proves the convergence of the iterative scheme. The limit \( h \) as \( n \) goes to infinity satisfies the equation in the strong sense when the norm \( \mathcal{E} \) involves enough derivatives, or else in the mild sense.

Finally observe again that the smallness condition on \( \varepsilon \) is uniform as \( q \to +\infty \), and by passing to the limit one gets by induction
\[ \sup_{t \geq 0} \| d^n_t \|_{\mathcal{E}^\infty} \leq (\bar{C} \varepsilon)^n \]
which shows again that the sequence \( h^n \) is Cauchy in \( L_1^\infty(\mathcal{E}^\infty) \). This proves the convergence of the iterative scheme.
Step 3. Rate of decay. We now consider the solution \( h \) constructed so far, first in the case \( q < +\infty \). From Step 1 we take the limit \( n \to \infty \) in the stability estimate and get

\[
\sup_{t \geq 0} \left( \frac{1}{q} \| h_t \|_{\mathcal{E}^q} + K \int_0^t \| h_\tau \|_{\mathcal{E}^q}^q \, d\tau \right) \leq \varepsilon^q.
\]

We can then apply Lemma 5.17 to the solution \( h_t \):

\[
\frac{d}{dt} \left( \frac{1}{q} \| h_t \|_{\mathcal{E}^q}^q \right) \leq (C \| h_t \|_{\mathcal{E}^q} - K) \| h_t \|_{\mathcal{E}^q}^q \\
\leq \left( C q^{1/q} \varepsilon - K \right) \| h_t \|_{\mathcal{E}^q}^q \leq \left( C q^{1/q} \varepsilon - K \right) \frac{\| h_t \|_{\mathcal{E}^q}^q}{\nu_0^q},
\]

where we have used the previous stability bound. This implies that

\[
\| h_t \|_{\mathcal{E}^q} \leq e^{-\frac{K}{2\nu_0} t} \| h_{in} \|_{\mathcal{E}^q}
\]

under the smallness condition \( C q^{1/q} \varepsilon - K \leq -K/2 \) on \( \varepsilon \). Moreover since \( \| h_t \|_{\mathcal{E}^q} \) converges to zero as \( t \to +\infty \), we integrate the previous a priori estimate from \( t \) to \(+\infty\) to get

\[
\frac{K}{2} \int_t^{+\infty} \| h_\tau \|_{\mathcal{E}^q}^q \, d\tau \leq \frac{1}{q} \| h_t \|_{\mathcal{E}^q}^q \leq \frac{e^{-\frac{K}{2\nu_0} t} \| h_{in} \|_{\mathcal{E}^q}}{q},
\]

which implies

\[
(5.21) \quad \int_t^{+\infty} \| h_\tau \|_{\mathcal{E}^q}^q \, d\tau \leq \frac{2}{K \eta} \| h_t \|_{\mathcal{E}^q}^q \leq C e^{-\frac{K}{2\nu_0} t} \| h_{in} \|_{\mathcal{E}^q}^q.
\]

We shall now perform a bootstrap argument in order to ensure that the solution \( h_t \) enjoys to same optimal decay rate \( O(e^{-\lambda t}) \) as the linearized semigroup in Theorem 4.2. Assume that the solution is known to decay as

\[
(5.22) \quad \| h_t \|_{\mathcal{E}^q} \leq C e^{-\lambda_0 t}
\]

for some constant \( C > 0 \), and let us prove that it indeed decays like

\[
\| h_t \|_{\mathcal{E}^q} \leq C' e^{-\lambda_1 t}
\]

with \( \lambda_1 = \min\{\lambda_0 + K/(4\nu_0^q), \lambda\} \), possibly for some other larger constant \( C' > 0 \). Hence in a finite number of steps, it proves the desired decay rate \( O(e^{-\lambda t}) \).

Assume (5.22) and write a Duhamel formulation:

\[
h_t = S_\mathcal{L}(t) h_{in} + \int_0^t S_\mathcal{L}(t-\tau) Q(h_\tau, h_\tau) \, d\tau.
\]

We go back to the original norm and we deduce from Theorem 4.2 and Lemma 5.16

\[
\| h_t \|_{\mathcal{E}^q} \leq C e^{-\lambda t} \| h_{in} \|_{\mathcal{E}^q} + C \int_0^t e^{-\lambda(t-\tau)} \| h_\tau \|_{\mathcal{E}^q} \| h_\tau \|_{\mathcal{E}^q} d\tau.
\]
Assume $\lambda_0 < \lambda$ and denote $\lambda_1 = \min \{ \lambda_0 + K/(4\nu_0^q), \lambda \}$. We simply estimate
\[
\int_0^t e^{-\lambda(t-\tau)} \| h_\tau \|_{E_q} \| h_\tau \|_{E^2_q} \, d\tau \\
\leq \int_0^t e^{-\lambda_1(t-\tau)} \| h_\tau \|_{E_q} \| h_\tau \|_{E^2_q} \, d\tau \\
\leq C e^{-\lambda_1 t} \left( \int_0^t e^{(\lambda_1 - \lambda_0)\tau} \| h_\tau \|_{E^2_q} \right) \| h_{in} \|_{E_q}
\]
and then by integration by parts
\[
\int_0^t e^{(\lambda_1 - \lambda_0)\tau} \| h_\tau \|_{E^2_q} \, d\tau \\
\leq \int_0^t \| h_\tau \|_{E^2_q} \, d\tau + (\lambda_1 - \lambda_0) \int_0^t e^{(\lambda - \lambda_0)\tau} \left( \int_\tau^t \| h_\tau \|_{E^2_q} \, d\tau' \right) \, d\tau \\
\leq C \| h_{in} \|_{E_q} + (\lambda_1 - \lambda_0) \left( \int_0^t (t - \tau)^{1-1/q} e^{(\lambda_1 - \lambda_0 - K/(2\nu_0^q))\tau} \, d\tau \right) \| h_{in} \|_{E_q} \\
\leq C \| h_{in} \|_{E_q}
\]
where in the last line we have used \([5.21]\). All in all we deduce
\[
\| h_t \|_{E_q} \leq C e^{-\lambda_1 t} \| h_{in} \|_{E_q}.
\]
This proves the claim and concludes the proof of the estimate
\[
\| h_t \|_{E_q} \leq C e^{-\lambda t} \| h_{in} \|_{E_q}
\]
in the case $q < +\infty$, where $\lambda = \lambda(q) > 0$ is the sharp rate of the linearized semigroup in Theorem \[4.2\] and the constant $C$ is uniform as $q \to +\infty$.

**Step 4. The case $q = +\infty$.** It is obtained by passing to the limit in the previous estimate and using that $\lambda(q) \to \lambda(\infty) > 0$ under our assumptions, thanks to Theorem \[4.2\]. One gets
\[
\| h_t \|_{E^\infty} \leq C e^{-\lambda_1 t} \| h_{in} \|_{E^\infty}
\]
with again the sharp rate $\lambda > 0$ of the linearized semigroup.

### 5.5. Proof of Theorem \[5.5\]
We now consider the weakly inhomogeneous solutions. We split the proof into three steps.

**Step 1. The spatially homogeneous evolution.** Consider the spatially homogeneous initial datum $g_{in} \in L^1_v L^\infty_\nu (1 + |v|^k)$, $k \geq 2$. From \([75, \text{Theorem 1.2}]\) we know that it gives rise to a unique conservative spatially homogeneous solution $g_t \in L^1_v (1 + |v|^2)$ which satisfies
\[
\| g_t - \mu \|_{L^1_v(1+|v|^k)} \leq C e^{-\lambda t}
\]
with explicit and optimal exponential rate.
Step 2. Local-in-time stability. We consider the estimate in $L^1_tL^\infty_x(1 + |v|^k)$, $k > 2$. We want to construct a solution $f_t$ that is $L^1_tL^\infty_x(1 + |v|^k)$-close to the spatially homogeneous solution $g_t$ previously considered on a finite time interval.

Arguing as before we have the a priori bound

$$
\forall t \geq 0, \quad f_t(x, v) \geq f_{in}(v) e^{-C(1+|v|)t}
$$

where $C > 0$ depends on the $L^\infty_tL^1_x(1 + |v|)$ norm of the solution.

Since $f_{in}$ is close to a non-zero spatially homogeneous solution $g_{in}(v)$, choosing if necessary $\epsilon(M_k)$ small enough we have

$$
\forall t \geq 0, \quad \int_{\mathbb{R}^3} f_t(x, v_s) |v - v_s| \, dv_s \geq e^{-C't} \int_{|v_s| \leq R} f_{in}(x, v_s) |v - v_s| \, dv_s 
$$

for some constants $C', K > 0$. We have used

$$
\int_{\mathbb{R}^3} g_{in}(v_s) |v - v_s| \, dv_s \geq K_{g_{in}} (1 + |v|)
$$

which follows from the inequalities

$$
\int_{\mathbb{R}^3} g_{in}(v_s) |v - v_s| \, dv_s \geq |v|
$$

(by convexity) and

$$
\int_{\mathbb{R}^3} g_{in}(v_s) |v_s| \, dv_s > 0.
$$

Remark 5.18. The constant $K_{g_{in}}$ depends in general on the mass, energy and on the shape of $g_{in}$, more precisely on how it concentrates at zero velocity (recall that the momentum is normalized to zero). This is illustrated by the following counter-example

$$
g_n(v) := \left(1 - \frac{1}{n^2}\right) \varphi_0 + \left(\frac{1}{n^2}\right) \varphi_{-n} + \varphi_n
$$

where $\varphi_0$ approximates $\delta_0$ and $\varphi_{\pm n}$ approximates $\delta_{\pm n}$ as $n \to 0$, which satisfies as $n \to \infty$

$$
\int_{\mathbb{R}^3} g_n \, dv = 1, \quad \int_{\mathbb{R}^3} g_n |v|^2 \, dv \sim 1, \quad \int_{\mathbb{R}^3} g_n |v| \, dv \sim 0.
$$

However, when a moment $k > 2$ is assumed on $g_{in}$, it is easy to give a bound on $K_{g_{in}}$ based on the higher moments estimates since

$$
\int_{\mathbb{R}^3} g_{in}(v_s) |v_s| \, dv_s \geq \frac{(\int_{\mathbb{R}^3} g_{in}(v_s) |v_s|^2 \, dv_s)^{(k-1)/(k-2)}}{(\int_{\mathbb{R}^3} g_{in}(v_s) |v_s|^k \, dv_s)^{1/(k-2)}}.
$$
We then consider \( k' \in (2, k) \) and we define the difference \( d_t := f_t - g_t \) and the sum \( s_t := f_t + g_t \). We then write the evolution equation
\[
\partial_t d_t + v \cdot \nabla_x d_t = 2Q(d_t, d_t) + 2Q(g_t, d_t),
\]
from which we deduce the following a priori estimate arguing as in the previous section
\[
\frac{d}{dt} \|d_t\|_{L^1_tL^\infty_x(1+|v|)} \leq C_1 \|d_t\|_{L^1_tL^\infty_x(1+|v|^{k'+1})} + C_2 \|g_t\|_{L^1_tL^\infty_x(1+|v|^{k'+1})} - Ke^{-C't} \|d_t\|_{L^1_tL^\infty_x(1+|v|^{k'+1})}
\]
for some constants \( C_1, C_2 > 0 \). Observe however that here we have to keep track of the time-dependence of the constant in the negative part of the right hand side. Under the following a priori smallness assumption
\[
(5.23) \quad C_1 \|d_t\|_{L^1_tL^\infty_x(1+|v|^{k})} \leq Ke^{-C't}
\]
we have
\[
\|d_t\|_{L^1_tL^\infty_x(1+|v|^{k'})} \leq 2 \epsilon \exp \left( C_2 \int_0^t \|g_t\|_{L^1_t(1+|v|^{k'+1})} \, dt \right) 
\leq 2 \epsilon \exp \left( C_2 C_g \int_0^t \min\{1, t^{-\beta}\} \, dt \right) \leq e^{C_g t} 2 \epsilon
\]
for some \( \beta < 1 \).

We then define
\[
T_1 = T_1(\epsilon) = -\frac{\log \epsilon}{QC_g} \in (0, +\infty)
\]
for \( Q \) to be chosen later, which yields
\[
\forall t \in [0, T_1], \quad e^{C_g t} 2 \epsilon \leq 2 \epsilon^{1/Q} \quad \text{and} \quad K e^{-Ct} \geq Ke^{c_g t}\epsilon^{1/Q}.
\]
We then choose \( \epsilon \) small enough so that
\[
\forall t \in [0, T_1], \quad C_1 \|d_t\|_{L^1_tL^\infty_x(1+|v|^{k})} \leq C_1 e^{C_g t} 2 \epsilon
\leq 2 \epsilon^{1-1/Q} \leq K e^{c_g t} \epsilon^{1/Q} \leq K e^{-C t}
\]
which is always possible as soon as
\[
1 - \frac{1}{Q} > \frac{C}{C_g Q}
\]
which can be ensured (uniformly as \( \epsilon \) goes to zero) by taking \( Q \) large enough. This then implies the smallness condition (5.23) and thus justifies the a priori estimate. We deduce the a priori bound
\[
\forall t \in [0, T_1], \quad \|d_t\|_{L^1_tL^\infty_x(1+|v|^{k'})} \leq 2 \epsilon^{1-1/Q}.
\]
Observe that $T_1(\epsilon) \to +\infty$ as $\epsilon \to 0$. The actual construction and uniqueness of these solutions relies on the part (I) of Theorem 5.3, one uses the continuity of the flow (5.15) and the scheme

$$\frac{d}{dt} f^{n+1} + v \cdot \nabla_x f^{n+1} = 2 Q(f^n, f^{n+1}) + 2 Q(g_t, f^n).$$

We skip the details of these standard arguments.

**Step 3. The trapping mechanism.** Let $\delta$ be the smallness constant of the stability neighborhood in the part (II) of Theorem 5.3 in $L^1 \times L^\infty_x (1 + |v|^{k'})$. Then from the step 1 we know that there is some time $T_2 > 0$ depending on $g_{in}$ such that

$$\forall t \geq T_2, \quad \|g_t - \mu\|_{L^1(1+|v|^{k'})} \leq \frac{\delta}{2}.$$

We then choose $\epsilon$ small enough such that $T_1(\epsilon) \geq T_2(M)$ and thus

$$\|f_{T_2} - g_{T_2}\|_{L^1 \times L^\infty_x (1 + |v|^{k'})} \leq \frac{\delta}{2},$$

from the step 3.

It holds

$$\|f_{T_2} - \mu\|_{L^1 \times L^\infty_x (1 + |v|^{k'})} \leq \|f_{T_2} - g_{T_2}\|_{L^1 \times L^\infty_x (1 + |v|^{k'})} + \|g_{T_2} - \mu\|_{L^1(1 + |v|^{k'})} \leq \delta$$

and we can therefore use the perturbative Theorem 5.3 for $t \geq T_2$ which concludes the proof.

### 5.6. Proof of Theorem 5.7

We now turn to the proof of the exponential $H$-theorem. Let us first recall existing results for polynomially decaying solutions of the nonlinear equation:

**Theorem 5.19 ([32]).** Let $(f_t)_{t \geq 0}$ be a non-negative non-zero smooth solution of (4.1) such that for $k, s \geq 0$ big enough

$$\sup_{t \geq 0} \left( \|f_t\|_{H^s(T^3 \times \mathbb{R}^3)} + \|f_t\|_{L^1(1 + |v|^{k+1})} \right) \leq C + \infty$$

with initial data satisfying the lower bound (5.1).

Then for $k' \in (2, k)$, there exists an explicit polynomial function $\varphi = \varphi(t)$ which goes to zero as $t$ goes to infinity such that

$$\forall t \geq 0, \quad \|f_t - \mu\|_{L^1 \times L^\infty_x (1 + |v|^{k'})} \leq \varphi(t)$$

where $\mu$ is the global Maxwellian equilibrium associated with $f$ (same mass, momentum and temperature).

**Proof of Theorem 5.19** This theorem is a consequence of [32] Theorem 2 about convergence to equilibrium for a priori smooth solutions with bounded moments and satisfying a Gaussian lower bound, and of part (I) of Theorem 5.3, where we indeed establish such lower bounds. Note that the convergence in [32] Theorem 2 is measured in relative entropy, but it is a simple
computation based on the Csiszár-Kullback-Pinsker inequality (see for instance [96, Chapter 9]) and some interpolation to translate it into stronger norms such as the one we propose in the statement.

Finally, combining all the previous results we can prove Theorem 5.7 as follows: we use Theorem 5.19 for initial times and Theorem 5.3 for large times. The former theorem provides an explicit time for the solution to enter the trapping neighborhood in $L^1_vL^\infty_x(1 + |v|^k')$ norm of the latter theorem. Then we write

$$
\int_{\mathbb{T}^d \times \mathbb{R}^3} f_t \log \frac{f_t}{\mu} \, dx \, dv = \int_{\mathbb{T}^d \times \mathbb{R}^3} \left( \frac{f_t}{\mu} \log \frac{f_t}{\mu} - \frac{f_t}{\mu} + 1 \right) \mu \, dx \, dv \\
\leq \int_{\mathbb{T}^d \times \mathbb{R}^3} \left| \log \frac{g_t}{\mu} \right| \left| \frac{f_t}{\mu} - 1 \right| \mu \, dx \, dv
$$

for some

$$
g_t = g_t(x, v) \in [\min\{\mu(v); f_t(x, v)\}, \max\{\mu(v); f_t(x, v)\}]
$$

from the mean-value theorem. On the one hand, if $f_t(x, v) \geq \mu(v)$ then

$$
\left| \log \frac{g_t(x, v)}{\mu(v)} \right| \leq \log \frac{f_t(x, v)}{\mu(v)} \leq \log \left( 1 + \|h_t\|_{L^\infty} \right) \\
\leq \max \left\{ 1, \sup_{t \geq 0} \|h_t\|_{L^\infty} \right\} \log \mu(v)^{-1} = K_1 (1 + |v|^2).
$$

Moreover, if $f_t(x, v) \leq \mu(v)$ one can use the exponential lower bound $f_t(x, v) \geq Ae^{-a|v|^2}$, $a > 1/2$, to get

$$
\left| \log \frac{g_t(x, v)}{\mu(v)} \right| \leq \log \frac{\mu(v)}{f_t(x, v)} \leq K_2 (1 + |v|^2).
$$

Using the bounds on the solution we hence finally deduce

$$
\int_{\mathbb{T}^d \times \mathbb{R}^3} f_t \log \frac{f_t}{\mu} \, dx \, dv \leq C \int_{\mathbb{T}^d \times \mathbb{R}^3} |f_t - \mu| (1 + |v|^2) \, dx \, dv
$$

and we conclude the proof using the estimate of convergence in $L^1_vL^\infty_x(1 + |v|^2)$.

5.7. Structure of singularities for the nonlinear flow. Let us now study the singularity structure of the nonlinear flow provided by the perturbative theorems 5.3 and 5.5. We shall prove the following two properties as we did for the linearized flow: first we show that the dominant part of the flow in the asymptotic behavior is as regular as wanted. Second, we prove that its worst singularities are supported by the free motion characteristics.
5.7.1. Asymptotic amplitude of the singularities. Let us consider for instance the space $L^1_v L^\infty_x (1 + |v|^k)$, $k > 2$ (other spaces satisfying the assumption of the perturbative theorems could be used obviously). We consider some initial data $f_{\text{in}} = \mu + h_{\text{in}} \geq 0$ in this space and assume without loss of generality that $\Pi h_{\text{in}} = 0$ (which implies $\Pi h_t = 0$ for any later time).

We start from the decomposition of the semigroup

$$S_L(t) h_{\text{in}} = S_L^s(t) h_{\text{in}} + S_L^r(t) h_{\text{in}}$$

we have introduced in Subsection 4.10. Then we write a Duhamel formulation

$$h_t = S_L(t) h_{\text{in}} + \int_0^t S_L(t - \tau) Q(h_\tau, h_\tau) d\tau$$

$$= \left( S_L^s(t) h_{\text{in}} + \int_0^t S_L^s(t - \tau) Q(h_\tau, h_\tau) d\tau \right)$$

$$+ \left( S_L^r(t) h_{\text{in}} + \int_0^t S_L^r(t - \tau) Q(h_\tau, h_\tau) d\tau \right) =: \mathcal{N}^s(t) + \mathcal{N}^r(t)$$

(we have used here that $\Pi Q(h_\tau, h_\tau) = 0$). Since

$$\left\{ \begin{array}{l}
\| S_L^s(t) h \|_{H^\mu_v(v^{-1/2})} \leq C \| h \|_{L^1_v(1 + |v|^k)} e^{-\lambda t} \\
\| S_L^r(t) h \|_{L^1_v(1 + |v|^k)} \leq C \| h \|_{L^1_v(1 + |v|^k)} e^{-(\nu_0 - \varepsilon) t},
\end{array} \right.$$  

we deduce that

$$\| h_t \|_{L^1_v(1 + |v|^k)} \leq C e^{-\lambda t},$$

we deduce that

$$\left\{ \begin{array}{l}
\| \mathcal{N}^s(t) \|_{H^\mu_v(v^{-1/2})} \leq C e^{-\lambda t} \\
\| \mathcal{N}^r(t) \|_{L^1_v(1 + |v|^k)} \leq C e^{-\min\{\nu_0 - \varepsilon; 2\lambda\} t}
\end{array} \right.$$  

(the factor 2 in the exponent of the second inequality comes from the quadratic nature of the nonlinearity).

Then one can perform a bootstrap argument in order to deduce finally

$$h_t = \tilde{\mathcal{N}}^s(t) + \tilde{\mathcal{N}}^r(t)$$

with

$$\left\{ \begin{array}{l}
\| \tilde{\mathcal{N}}^s(t) \|_{H^\mu_v(v^{-1/2})} \leq C e^{-\lambda t} \\
\| \tilde{\mathcal{N}}^r(t) \|_{L^1_v(1 + |v|^k)} \leq C e^{-(\nu_0 - \varepsilon) t}.
\end{array} \right.$$  

Let us sketch the bootstrap argument. If $2\lambda \geq \nu_0 - \varepsilon$ we are done. Suppose therefore that $2\lambda < \nu_0 - \varepsilon$. Then plug the decomposition $h_t = \mathcal{N}^s(t) + \mathcal{N}^r(t)$
into the Duhamel formulation:

\[ h(t) = S_L(t) h_{\text{in}} + \int_0^t S_L(t - \tau) Q(h_{\tau}, h_{\tau}) \, d\tau \]

\[ = \left( S_L^s(t) h_{\text{in}} + \int_0^t S_L^s(t - \tau) Q(h_{\tau}, h_{\tau}) \, d\tau \right) \]

\[ + S_L^r(t) h_{\text{in}} + \int_0^t S_L^r(t - \tau) Q(N^r(\tau), N^r(\tau)) \, d\tau \]

\[ + \int_0^t S_L^s(t - \tau) Q(N^s(\tau), N^s(\tau)) \, d\tau \]

Then observe that in the decomposition of the linearized flow one has

\[ \| S_L^s(t) h \|_{H^s x,v(\mu^{-1/2})} \leq C \| h \|_{H^s x,v(\mu^{-1/2})} e^{-\lambda t}. \]

Therefore if one defines

\[ \tilde{N}^s(t) := \left( S_L^s(t) h_{\text{in}} + \int_0^t S_L^s(t - \tau) Q(h_{\tau}, h_{\tau}) \, d\tau \right) \]

\[ + \int_0^t S_L^r(t - \tau) Q(N^r(\tau), N^r(\tau)) \, d\tau \]

and

\[ \tilde{N}^r(t) := S_L^r(t) h_{\text{in}} + \int_0^t S_L^r(t - \tau) Q(N^r(\tau), N^r(\tau)) \, d\tau \]

\[ + \int_0^t S_L^s(t - \tau) Q(N^s(\tau), N^s(\tau)) \, d\tau, \]

one checks that

\[ \left\{ \begin{array}{l}
\| \tilde{N}^s(t) \|_{H^s x,v(\mu^{-1/2})} \leq C e^{-\lambda t} \\
\| \tilde{N}^r(t) \|_{L^1 x,v(1+|v|^k)} \leq C e^{-\min\{\nu_0 - \epsilon; 3\lambda\} t}
\end{array} \right. \]

(notice the factor 3 in argument of the exponential). Hence by iterating this argument a finite number of times, one gets the conclusion.

In a way similar to the linear setting, the nonlinear flow splits in two parts. The first one has the following properties: (1) it is as smooth as wanted, (2) has Gaussian decay in the small linearization space, (3) the exponential time decay rate is sharp. The second part of the solution decays exponentially in time with a rate as close as wanted to \( \nu_0 \), the onset of the continuous spectrum, and carries all the singularities.

### 5.7.2. Localization of the \( L^2 \) singularities.

We consider now the space \( L^\infty_{x,v}(1+|v|^k), k > 6 \) (again other spaces could be considered). We know that the solution \( h_t \) to the nonlinear equation remains uniformly bounded in this space along time and decays exponentially fast to zero as time goes to infinity. We
start again from the Duhamel formula. In Subsection 4.10 we showed the following decomposition of the linearized semigroup

\[ S_L(t) h_{in} \in (\text{Id} - \Pi_{L,0}) \left( e^{-\nu(v)t} h_{in}(x - vt, v) \right) + O(t^{-\theta}) H^\alpha_{x,v,loc} \]

for some small \( \alpha > 0 \) and some \( \theta > 0 \). We can then prove arguing exactly as in [22] that

\[ \int_0^t S_L(t - \tau) Q(h_{\tau}, h_{\tau}) \, d\tau \in H^\alpha_{x,v,loc} \]

for some small \( \alpha > 0 \), due to the velocity-averaging nature of the bilinear collision operator. This proves finally that the nonlinear solution satisfies

\[ h_t \in (\text{Id} - \Pi_{L,0}) \left( e^{-\nu(v)t} h_{in}(x - vt, v) \right) + O(t^{-\theta}) H^\alpha_{x,v,loc} \]

which captures the localization of the \( L^2 \) singularities.

5.8. Open questions. A first natural question is whether our methods could be extended to the case of Boltzmann equations with long-range interactions. In the case of non-cutoff hard and moderately soft potentials, the linearized operator has a spectral gap [79, 48] and we expect our factorization method to be applicable in this case by using a different decomposition of the linearized collision operator, such as the one used in [74] in order to quantify the spectral gap in velocity only. In the case of very soft potentials, the linearized collision operator does not have a spectral gap anymore and the expected time decay rate is a stretched exponential. It is an interesting question to investigate whether our factorization method could be used when generalized coercivity estimates replace spectral gap estimates. Another direction opened by this work is the question of obtaining spectral gap estimates in physical space for kinetic equations in the whole space confined by a potential (a work is in progress in the case of the kinetic Fokker-Planck equation in the whole space).

We end up with what seems to us the most interesting open question suggested by this study. In contrast with many dispersive or fluid PDE’s, the Boltzmann equation (and kinetic equations in general) does not seem to have a clear notion of critical space, and it has been debated whether such a notion would indeed apply to it. Our perturbative study proves that the space \( L^1_v L^\infty_x (1 + |v|^{2+\theta}) \) is supercritical. But what is more interesting is that as far as the velocity variable is concerned the space \( L^1_v (1 + |v|^2) \) is critical, as shown by the studies [70, 63] in the spatially homogeneous case. Therefore we can now focus on the spatial variable only in order to identify a critical space “below” \( L^\infty_v \). A first step in this direction would be to use averaging lemma on the nonlinear flow in order to prove perturbative well-posedness in \( L^1_v L^p_x (1 + |v|^{2+\theta}) \) for some \( p < +\infty \) possibly large but not infinite. A natural conjecture is then to ask for the critical space in the variable \( x \) to be compatible with the incompressible hydrodynamic limit (which is “blind” to the functional space used in the velocity variable roughly speaking) and
therefore to be $L^3_2(T^3)$ as for the three-dimensional incompressible Navier-Stokes equations.
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