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ABSTRACT

This paper concerns project scheduling under resotonstraints. Traditionally, the objective is to
find a unique solution that minimizes the projecak@span, while respecting the precedence
constraints and the resource constraints. This arkses on developing a model and a decision
support framework for industrial application of thi@mulative global constraint. For a given project
scheduling, the proposed approach allows the geoeraf different optimal solutions relative to
the alternate availability of outsourcing and resed. The objective is to provide a decision-maker
an assistance to construct, choose, and defineappeopriate scheduling program taking into
account the possible capacity resources. The industoblem under consideration is modeled as a
Constraint Satisfaction Problem (CSP). It is impdeted under the constraint programming
language CHIP V5. The provided solutions determizees for the various variables associated to
the tasks realized on each resource, as well asutlves with the profile of the total consumptidn o
resources on time.

Keywords: Production scheduling, constraint satisfactiorobpgm, constraint programming,

cumulative global constraint.
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1. INTRODUCTION

In the context of operation scheduling, the typeesource is traditionally considered to de
machinethat can perform at most one operation at a tingufactive resource). A natural extension
of the basic problems involves the presencedditional resourceswhere each resource has a
limited capacity (cumulative resource) and eachrafm requires the use of a part of each resource
during its execution. This leads us to the areRegource-Constrained Project Scheduling Problem
(RCPSP) which consists in scheduling activities renewable resources available in limited
guantities. A classical objective function consistoptimizing the end date of the project, while
satisfying at the same time the precedence consdrdietween activities and the resource
constraints, that is, at every time, the sum ofrdsmurce consumptions for the activities in preces
should not exceed the resource capacity. Also,dBlaz et al. (1983) proved that the RCPSP, as a
generalization of the job shop scheduling problismfNP-hard in the strong sense.

To solve the RCPSP, various types of methods haea bsed: linear programming, constraint
programming, heuristics and metaheuristics, anel ¢earch. For applications and classification of
the RCPSP and its extensions, we refer to the gsinvetten in (Herroelert al, 1998; Bruckeet
al., 1999; Kolisch and Padman, 2001; GOThA, 2006; @mtaand Ulusoy, 1995).

The constraint programming paradigm has been dedigo express and solve problems
involving constraints. That consists in finding amgdhe possible values of a set of variables those
which satisfy all the constraints simultaneouslgvé&al published research (Baptiste and Le Pape,
1997; Beldiceanet al, 1996; Dorndorket al, 1999) deal with the resolution of the RCPSP using
constraint programming.

The aim of this paper is to provide the decisiorkenanore flexibility and reactivity to define a

scheduling program. Thus, we propose a decisiopatiframework fitted to an industrial context.
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The scheduling model developed integrates the @gmin of the global cumulative constraint. It
provides the optimal end date schedules for eaohoity scenario, delivered in numerical form and
in the form of curves tracing the profile of théaiocconsumption of resources over time.

This paper consists of four parts. In the firstt g&ection 2), we recall the basis principles of
constraint programming and of the cumulative glotabstraint concept. Section 3 describes the
industrial problem and formulates the schedulingleh@nder resource constraints. On the basis of
this model, Section 4 develops the decision suppamiework. In Section 5, the industrial case is
used to implement, under the constraint programnimguage CHIP V5, the feasibility of the
proposed approach. Finally, Section 6 is devotedh® concluding remarks and some future

research directions.

2. CONSTRAINT PROGRAMMING

Constraint programming refers to the techniquedirdgavith constraint representation and
exploitation. This paradigm combines methods of rafiens researche(g, graph theory,
mathematical programming, combinatorial optimizationethods) with tools resulting from
artificial intelligence €.g, filtering algorithms, instantiation heuristicgasch schemes). Research
carried out on constraint satisfaction problemsH&Sas resulted in the development of effective
models which are now widely used in various domaunsh as computer vision, robot or agent
planning, scheduling, human resources managemesigrg agronomy, diagnosis, or others

(Gyssengt al, 1994; Van Hentenrycét al, 1992; Vargas, 1995).

2.1.The CSP formalism

A CSP is defined as a tripleX, D, C)(Montanari, 1974; Dechter, 2003) with:

* X = (X1, X2, ..., Xnjs the set of variables of the problem;
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* (D =D1, D2, ..., Dn)is the set of domains. Each varialfiel] X, 1<i <n, is associated with one
domainDi [J D which represents all the possible valuesXdorThese domains are finite, but of any
kind, symbolic or numerical;

« C = (C1, C2, ..., CK)s the set of constraints. Each constr&iptis a relation between some
variables oX. These constraints are of any kind, lineag( X1 + X2<4) or non-linear €.g, X3#
X4).

Given a CSPX, D, O, its resolution is to instantiate all the varidl so that all constraints are

simultaneously satisfied.

2.2.CSP solving

General CSPs belong to the class of NP-completblgnts. Their solving is based on the
application of constraint propagation techniquekke(fing phase) and on tree search (resolution
phase).

Filtering phase It consists in removing the values of the varabivhich have no chance to be
among a solution. Within the filtering algorithntee arc-consistency (AC) is probably the most
used. This algorithm checks the consistency ofresttaint between two variables of a CSP. Since
the seminal AC-3 (Mackworth, 1977), many more pduleversions have been proposed (Mohr
and Henderson, 1986; Bessiere, 1994). Howeverdkg implementation of AC-3, its adaptability
to broader frameworks than the classical CSP, dsawegecent improvements of the basic version
(Zhang and Yap, 2001; Bessid@eal, 2005) make this algorithm a widely used filterbeghnique.
Resolution phaselt consists in finding a complete instantiatioa §olution) respecting all
constraints. The resolution is carried out by mezngrious algorithms based on tree seaect, (
Backtrack (Bitner and Reingold, 1975), Limited Desgancy Search (Harvey and Ginsberg, 1995),

Randomization & Restart (Gomes al, 1998). Some of them are hybrid algorithms in skase
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they perform a certain level of filtering on eachriable instantiation in the tree expansion
(Forward-Checking, Real-Full-Look-Ahead (Nadel, 298Maintaining Arc-Consistency (Sabin
and Freuder, 1994).

Last, let us mention that scanning the search spatde improved by ordering heuristics (order of

the variable instantiations and choice of a vatueafgiven variable).

2.3.The global cumulative constraint

Combinatorial problems generally present independeistructures easily identifiable, all of
which being formulated by a group of constraintsisTis the reason for introducing the concept of
“global constraint A global constraint is a subset of constraiotayesponding to a substructure of
the original problem. Several types of global coaiets have been developed: alldifferent, diffn,
cycle, sequence, cumulative, etc. In the examptbéeflobal constraint “alldifferer{X1, ...., X',
each of the variablexl, ..., Xnmust take a different valuee., X1 Z X2 Z... #Xn. To each global
constraint, at least one specific filtering algomit is associated. A global constraint takes into
account the group of constraints as a whole, inoeereffective manner than standard propagation
techniques applied to separate constraints. Inttbik, we apply the cumulative global constraint:
Cumulative([s,, ..., S], [P1, .., Rl [Erk s Bnls [F1ko --r Ty Res Z2).
A set ofn tasks (activities) has to be schedulgds the start time of task p; its processing time,
Eix the energy required, ik the number of units of resouréeneeded for its executiomx the
number of resourckeavailable at every time.
The origin of cumulative global constraint resditsm the work of Lahrichi (1982). The associated
filtering algorithms (Caseau, 1994; Hooker, 2008pfsteet al, 2001) were the topic of advanced
and varied studies. They are, moreover, in constamtovement. The cumulative global constraint

found in the RCPSP a patrticularly favorable fiefdapplication. It consists in the evaluation, for a
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given interval, of the number of resources requicederform the activities; if this number exceeds

the number of available resources then a contiadiet detected.

3. THE SCHEDULING MODEL UNDER RESOURCE CONSTRAINTS

The RCPSP under study is composednafesources. As already mention&y,is the number of
resourcek available. A set oh tasks is to be scheduled. Each tasias a duratiom; per unit of
resource and requires for its realization a numfesf resourcek.

We distinguish the time constraints that are maddfined by the precedence relations between
tasks, and the resource constraints which regnag at every time and for each resource, the total
demand does not exceed the availability.

The proposed model consists in building the pradagblanning starting from the identification of
the parameters, the variables and the constrasmslating the various characteristics related on
times, the products and the physical system. Atieollconsists in assigning a start time to each

task by satisfying all the constraints.

3.1.Industrial problem description

The study is related to a workshop composed of ctises: cutting, assembly, painting, and
finishing. The various products are prepared indin#ing section, then transferred to the assembly
section. Once the products are assembled, thetyaargferred to the painting section and finally to
the finishing section. The passing of products ugfo the cutting machines depends on their

specific process plan. The overall flow of prodaotis shown below.
<Figure 1 to be inserted here>
In this study, we are particularly interested tdirde a scheduling program under resource

constraints in the cutting section. This sectiomtams 7 resource types. For the 11 products

traversing the cutting section, we have finallyd#8erent tasks to process.
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- Elementary period of timee It is the unit of time in terms of scheduling,

-Decision horizorH, t/]1, H]. It is the period over which the scheduling consdiata production
and makes decisions,

-The set of products: =(A,B,C,D,E, F, G, M, W, Y, K),

-The set of tasks: T = (Al, A4, A5, A7, B1, B7, C1, D1, D4, D5, [BB, E4, E5, E7, F3, F7, G1,
M3, M4, M5, M7, W1, W4, W5, O3, 04, 05, 07, K3, K3} K7),
The achievement of each product requires the psoug®f a set of tasks. Each task is performed
on a different resource. ExampkRroduct B requires the realization of 2 tasks: (BZ,). B1 and
B7 are respectively carried out on resource 1 agsburce 7.

-Energy required [ : It denotes the energy required to perform tkitan resourcé.

- Resource capacityyRIt represents the number of each resouraeailable during periods

Ri=4/R=2/R=4/R=3/R=3/R=1/R=3.

3.2.Variables

The variables involved in the model are:
- Start timeS : corresponds to the start time of task
-Tik: corresponds to the number of resolkedlocated to task
-Duration p; : corresponds to the duration of task
- Completion times £ corresponds to the completion times of all tamksesourcé.
Zy=maxx (S +pi) 1)
Example:
Z; = max Ga1 + pPan, 1+ P, Se1 + Per, 1+ Po1, 1t Pe Swit Pwa)-
- Total completion time Z (makespait)is the completion time for all tasks on alsoeirces.
Z =max( Z) (2)

The objective is to determine a schedule with mummmakespad.
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3.3.Constraints

In this section, we present the three types of ttamss to satisfy, in order to produce feasible

solutions:

- Task energy constraints
pi * rik = Eix= Constant 3)
This corresponds to thenergyconsumption of a task on a resource (Logeal, 1992). Figure 2
shows an example of a tagid with Ejx = 6. In this case, the possible valuesppfindr;y are:

((2.3), (3.2), (6.1))The solution(2.3) means that taskrequires3 resources during time units.

<Figure 2 to be inserted here>

- Capacity resource constraintgor each resourde they express the fact that, at every time, the
total number of resources used by a set of tasksepsed at timé(§ <t < § + p;) does not
exceed a certain capaci®. It is used to model the cumulative resource caimdt For a given

scheduling, the whole tasks that consume resduateare such that:
Tu(t) = {i}i=r.n With t O [t;, t; + pi[

Zri,k S Rk (4)
iOTi(t)

Precedence ConstraintsThe precedence constraints between tasks are oftypes. Those
corresponding to the process plan of a producttose from the delivery of some products. They

have the form — |, prohibiting the start of the second taslgefore the end of the first,

Process plan constraint®r each product a process plan sets a sequertesksf necessary for its

realization.

S>S+p (5)
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For example, the process plan of prodécis: (Al, A4, A5, A7)The associated precedence
constraint stated4 — Ab: Si5s> Sag + Pas

Delivery constraints: some products must be prezksefore others (constraints imposed by the
order of delivery products). These inter-producissiraints are expressed as follows:

G—E: &3>S%1+ pe (6)

4. DECISION SUPPORT FRAMEWORK

The objective of the proposed model is to find gatiroal solution that minimizes the project
makespan. However, if the resolution did not geteesay solution respecting the delivery deadline,
the project manager may modify his problem and #wrsider some constraint relaxations. These
relaxations will be taken into account in the resioh phase with the display of a new solution. If
the project manager accepts this solution, the fisations realized will be considered, otherwise
and if it is possible, other relaxations are caroet (Lizarralde, 2007).

Considering the problem of resource capacity, ttogept manager will be able, and according to
the availability of subcontracting for each typere$ource, to relax the corresponding cumulative
constraint (Figure 3). Thus, he can classify thendative constraints by ascending order of

importance. This process of decision support isgted in the following figure.

<Figure 3 to be inserted here>

The relaxation is performed on the first constraintthe list until the definition of a consistent
solution. When a feasible solution is found, thejget manager will undertake the necessary action
for the new scheduling program. If the new soluti®mot accepted, the planned relaxation should
be reduced and the process continues by the relaxait the next cumulative constraint until the

definition of an optimal scheduling program takintp account the possibilities of outsourcing.
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5. EXPERIMENTS

5.1.Model implementation with CHIP V5

Various propagation and resolution algorithms af tBSP have been integrated into Constraint
Programming languages. Many environments have Heegaloped and distributed. Among these
environments, some are commercig( CHIP, ILOG-Solver), other are academic to@sy( Oz,
Gnu-Prolog, CIAO SICStus). The scheduling model deeeloped was implemented with CHIP
V5. The programming consists to declare the dormanmables (decision), to post the constraints,
and finally to enumerate and/or optimize the sohdgi The variables are declared as domain
variables that take their values in finite setsmégers. The constraints implemented are of two
types. The first, relative to precedence constsai@ire written in form of arithmetic linear
constraints. The secormimulative global constrairprovides a significant level of abstraction. It
allows the modeling of a set of classical constsaiim a more concise way. Therefore, it was used to
integrate two constraint types: the cumulative t@nsts and the energy consumptions.

Thus, we associated to each resource a corresgpadmulative global constraint. We present this
mechanism below relating to the tasks processedsmurce 1.

Cumulative (8 p, E1, ri1, R, Z1)

The variablesS = [Sa, 1. Se1 $10 Se1, Swils B = [Pat, Pe1, Pen Po1, Pot, Pwils Bi1 = [Ears Es1a,
Eci11, Ep11, Eci1, BEwig corresponding respectively to start timg§s durationsp;, and energy
requiredE;, of tasksAl, B1, C1, D1, G1, WIThe cumulative constraint imposes to satisfy the
number of resourceas; consumedii = [ra11, 1,1, fc1 o1 Fe11 fwig respective to taskal,

B1l, C1, D1, G1, Wland the capacity of resourd®. Z; is relative to the calculation of the
completion time of the five tasks on resource 1.

According to its commercial description, the praiteg of cumulative global constraints in CHIP
V5 is performed by about twenty of methods. Amohg known and effective methods, we can

particularly note the energy reasoning and thettifsie constraints. The first allows, on the basis o

10
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balance between the consumptions of a resourcectbyti@s over a time interval and the energy
offered by this resource on the same interval, éternine a lower bound on the amount of the
resource which can be used (Lomgzl, 1992). The second has the same goal, but itagetbe

basis of constraints called timetable, based onctirecept of mandatory part (Lahrichi, 1982),

interval of time when the task is necessarily earout.

5.2.llustration of the decision support

For any solution, the visualization of the consuppton each resource is information making it
possible to follow the satisfaction of cumulatiMelzal constraints. The presentation of the results
wants to be didactic; we then present as an exaarplethe cumulative curve of resource 1. The
curve and analysis presented in this section rédetiee optimal solution.

The capacity of resource 1 is equal to 4. It reslithe 6 taskAl, B1, C1, D1, GlandW1 The

following table presents the values of the optis@ution.
<Table 1 to be inserted here>
The cumulative curve of resource 1 is presentdélgare 4. The X-axis presents the time (in hours)

and the Y-axis the number of resources. The profikualizes the evolution of resource

consumption over time. The horizontal line indicatiee maximum capacity of the resourBg=4).
<Figure 4 to be inserted here>

The curve is composed by stacked rectangles assoda tasksAl, G1, W1, B1, DlandC1

realized on resource 1. Each rectangle is charaeterby one duratiorp; and a number of

consumed resource . The combination of these rectangles gives thdilprof the total

consumption over time. It corresponds to the distron presented in Figure 5.

<Figure 5 to be inserted here>

11
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To allow the manager to choose an optimal solui@eoring the maximal and balanced occupation
of the resources, the cumulative curve indicatet) a vertical white line (see Figures 4 & 5), the
possibility to smooth the resource assignment withexceeding available resources capacity and
minimum makespaZ found for the scheduling. In the case of resodrcéaskC1 presents this
alternative provided to the manager. Indeed, tloeegssing of taskC1 offers the possibility to
choose one or two resources consumption, equivBlé@if,ax= 53 andZmin = 41.:
- If C1consumes 1 resource:

then c11= 1 — Ec11= 24h— S1= 29 — pe1= 24h— Z; = 53h (Figure 5);
- If C1consumes 2 resources:

then Ic1,1= 2— EC]_,]_: 24h— &1=29 — Pci1= 12h— Z1= 41h (Figure 6)

<Figure 6 to be inserted here>

The cumulative curve in Figure 6 depicts the seatetnative corresponding to the choice of two
resourcespc: = 12), and the distribution of all the tasks ororgse 1 for this alternative.

Another interesting issue would be to considerrés®urce flexibility in project scheduling, which
could permit to propose multiple assignments aniicewpossibilities. To that aim, one way is to
consider tasks that may be processed accordingvierad modes; the modes determine different
amounts of resources required and correspondingepsing time. An alternative, which occurs
when considering staff members, is to associat@dtien of skill to resources. Since this is na th
subject of our paper, we will not discuss it muchitter. We refer the interested reader to
(Bellenguez-Morineau and Néron, 2008imerl and Kolisch, 20)0to know more about Multi-
Mode and Multi-Skill RCPSPs.

In our industrial case, the problem is solved ttawbthe optimal solution under internal resource
constraints. The results for resource 1 are predeabove {1max = 53, Zmin = 41). The decision
support framework presented in Section 4 providesenflexibility and reactivity to find the
appropriate scheduling program. In practical situns, this optimal solution was generally used as

12
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a starting point of an appropriate solution. In tese where the delivery deadline could not be
respected, the project manager can relax one by (ms®urce by resource) the cumulative
constraints according an ordered list of outsogy@wailabilities. The application of this procedure
for the case problem at resource 1 level, passorg & capacity of 4 to a capacity of 5 (outsourcing
one unit capacity), provides the cumulative curfeesource presented in Figure Zifax = 48,

Z]_min = 36) .

<Figure 7 to be inserted here>

To reduce the total completion timég the project manager can simulate the outsourcing
possibilities for the different resources. In realrld situations, the values of the capacity

subcontracted can be adjusted subjectively basédegpartnership with the subcontractors.

6. CONCLUSIONS

The proposed scheduling model is based on a camstedisfaction approach. It formalizes a set of
decision variables to be managed and a set ofreamist to be satisfied. In this framework, we have
implemented the concept ofimulative global constrainWVith a concise formulation, it allowed to
combine two types of constraints: the cumulativest@ints of and the task energy equations. Thus,
the solutions obtained take into account the exgstlternatives to the duratign of a taski
according to the number of resouragg used for its realization, while respecting the amaty
limitation of resourcdz. It also provides a decision support frameworkearrttiese constraints as a
margin of cooperation/negotiation with subcontretolhe different elements presented in the
model were implemented through the constraint @ogning system CHIP V5. The results are
delivered in numerical form and in the form of ceswvracing, for a given resource, the profile of
the total consumption of resources over time.

Further works plan to take account of the dynareatures of scheduling. That leads us to adopt an
approach which is based on thgnamicConstraint Satisfaction Problefmrmalism. The objective

13
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is to avoid starting again research from zero aftah change of the problem. Moreover, the more
or less precise knowledge of the decision variabilgdies their controllability. This leads us to
considerConditional Constraint Satisfaction Problemsth variables and constraints dependent on

a situation and having conditions of presence.
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Task| Start timeg Energy required Task durationl Resource numbey
i S Eik pi Fik

Al 6 24 8 3

Bl 14 19 19 1

C1 29 24 24 1

D1 6 29 29 1

G1 1 15 5 3

W1 14 30 15 2

Table 1. Values of the variables tasks realizedesnurce 1 (optimal)
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Figure 1. Overall flow of production
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Resource consumption 1
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Maa1

Al

Pa1
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D1
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Resourceapacity R=4

Time

Figure 2. Example of a tagkl (Ea1,1= 6, pa1=2,ra1,1= 3)
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Figure 3. Decision support process
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Figure 4. Cumulative curve resourceRILE 4)
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Figure 5. Detailed cumulative curve resourc®1£ 4,rc;1=1)
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Figure 6. Detailed cumulative curve resourc®1£ 4,rc;1= 2)
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Figure 7. Cumulative curve resourceRILE 5)
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