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Abstract

This work deals with the simulation of Wishart processes and affine diffusions on positive semidefinite matrices. To do so, we focus on the splitting of the infinitesimal generator, in order to use composition techniques as Ninomiya and Victoir [20] or Alfonsi [1]. Doing so, we have found a remarkable splitting for Wishart processes that enables us to sample exactly Wishart distributions, without any restriction on the parameters. It is related but extends existing exact simulation methods based on Bartlett’s decomposition. Moreover, we can construct high-order discretization schemes for Wishart processes and second-order schemes for general affine diffusions. These schemes are in practice faster than the exact simulation to sample entire paths. Numerical results on their convergence are given.
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Introduction and first definitions

This paper focuses on simulation methods for Wishart processes and more generally for affine diffusions on positive semidefinite matrices. Before explaining our motivations and our main results, we start with a short introduction to these processes. Even though we use rather standard notations for matrices, they are recalled in Appendix A, and we invite the reader to give first a quick look at it. Wishart processes have been initially introduced by Bru [3, 4] and they are also named because their marginal laws follow Wishart distributions. Very recently, Cuchiero et al. [6] have introduced a general framework for affine processes on positive semidefinite matrices $S_d^+(\mathbb{R})$ that embeds Wishart processes and includes possible jumps. In this paper, we only consider continuous processes of this kind. Such processes solve the following SDE:

$$X_t^x = x + \int_0^t (\alpha + B(X_s^x)) \, ds + \int_0^t \left( \sqrt{X_s^x} dW_s + a^T dW_s^T \sqrt{X_s^x} \right).$$

(1)

Here, and throughout the paper, $(W_t, t \geq 0)$ denotes a $d$-by-$d$ square matrix made of independent standard Brownian motions,

$$x, \alpha \in S_d^+(\mathbb{R}), \quad a \in \mathcal{M}_d(\mathbb{R}) \text{ and } B \in \mathcal{L}(S_d(\mathbb{R}))$$

(2)

is a linear mapping on $S_d(\mathbb{R})$. Wishart processes correspond to the case where

$$\exists \alpha \geq 0, \bar{\alpha} = \alpha a^T \text{ and } \exists b \in \mathcal{M}_d(\mathbb{R}), \forall x \in S_d(\mathbb{R}), B(x) = bx + xb^T.$$  

(3)
Throughout the paper, when we use the notation \( \text{AFF} \) (1) there is a unique weak solution to the SDE and \( \text{WIS} \) (2), Wishart distributions have been intensively studied in statistics when dealing with applications, it is in general crucial to be able to sample paths of such processes and make to model the evolution of a dependence structure because they can describe a covariance matrix. However, asset like the Heston model [15]. Obviously, processes on positive semidefinite matrices are really interesting experimental data. Recently, a great attention has been paid to Wishart processes for applications in finance.

Theorem 1 — If \( x \in S^d_+(\mathbb{R}) \), \( \alpha - (d - 1)a^T a \in S^d_+(\mathbb{R}) \) and \( B \) satisfies the following condition

\[
\forall x_1, x_2 \in S^d_+(\mathbb{R}), \quad \text{Tr}(x_1 x_2) = 0 \implies \text{Tr}(B(x_1)x_2) \geq 0,
\]

(4) there is a unique weak solution to the SDE (1). We denote by \( \text{AFF}_d(x, \pi, B, a) \) the law of \( (X^\pi_t)_{t \geq 0} \) and \( \text{AFF}_d(x, \pi, B, a; t) \) the marginal law of \( X^\pi_t \). If we assume moreover that \( \alpha - (d + 1)a^T a \in S^d_+(\mathbb{R}) \) and \( x \in S^d_+ \) (1) there is a unique strong solution to the SDE (1).

Under the parametrization of Wishart processes (2), condition (1) is satisfied and weak uniqueness holds as soon as \( \alpha \geq d - 1 \). In that case, we denote by \( \text{WIS}_d(x, \alpha, b, a) \) the law of the Wishart process \( (X^\pi_t)_{t \geq 0} \) and \( \text{WIS}_d(x, \alpha, b, a; t) \) the law of \( X^\pi_t \).

Throughout the paper, when we use the notation \( \text{AFF}_d(x, \pi, B, a) \) or \( \text{AFF}_d(x, \pi, B, a; t) \) (resp. \( \text{WIS}_d(x, \alpha, b, a) \) or \( \text{WIS}_d(x, \alpha, b, a; t) \)) implicitly assume that \( \alpha - (d - 1)a^T a \in S^d_+(\mathbb{R}) \) (resp. \( \alpha \geq d - 1 \)) and \( B \) satisfies (1) so that weak uniqueness holds.

In her Ph.D. thesis [3], Bru has introduced Wishart processes and used them in biology to study perturbed experimental data. Recently, a great attention has been paid to Wishart processes for applications in finance. Namely, Gourieroux and Sufana [13] and Da Fonseca et al. [4] have suggested to use these processes to model the instantaneous covariance matrix of \( d \) assets. It naturally extends stochastic volatility models for only one asset like the Heston model [15]. Obviously, processes on positive semidefinite matrices are really interesting to model the evolution of a dependence structure because they can describe a covariance matrix. However, when dealing with applications, it is in general crucial to be able to sample paths of such processes and make Monte-Carlo algorithms.

To the best of our knowledge, there is few literature on simulation methods for Wishart and general affine processes (1). Wishart distributions have been intensively studied in statistics when \( \alpha \in \mathbb{N} \). In this case, exact simulation methods have proposed by Odell and Feiveson [21], Smith and Hocking [22] and Gleiser (1) to mention a few. Concerning discretization schemes, the usual Euler-Maruyama scheme is not well-defined because of the square-root. This is what already happens for the Cox-Ingersoll-Ross process which corresponds to the case \( d = 1 \). One has then to find specific schemes. Recently, Benabdil et al. [4] and Gauthier and Possamai [10] have proposed numerical approximations for Wishart processes that are well defined under some restrictions on the parameters. However, there is no result on the accuracy of their methods. Currently, Teichmann [24] is working on dedicated schemes for general affine processes by approximating their characteristic functions. Our study here is only dedicated to the diffusion (1).

Initially, our goal was to find high order discretization schemes for Wishart processes by splitting operators and using scheme compositions. Indeed, this approach has already proved to be very efficient for other affine diffusions, see [1]. Doing so, we incidentally have found a remarkable splitting for some canonical Wishart processes which enables us to sample exactly Wishart processes. In particular, our result extends the Bartlett’s decomposition that is commonly used to sample central Wishart distributions when \( \alpha \in \mathbb{N} \). This splitting also enables us to get high order discretization schemes for Wishart processes. Then, by using scheme composition, we also get a second order scheme for any affine diffusion (1). Contrary to the exact scheme, one has then to study the discretization error, and we provide a rigorous analysis of the weak error.

This paper is structured as follows. First, we present some general results on affine diffusions. We calculate their infinitesimal generator and obtain interesting identities in law that are intensively used next for the different simulation methods. Section 2 is devoted to the exact simulation of Wishart processes. It exhibits a remarkable splitting of the infinitesimal generator and shows how it can be used to sample exactly any Wishart distribution. Section 3 deals with high order schemes for affine diffusions. Thanks to the remarkable splitting, we are able to construct a third order scheme for Wishart processes and second order schemes for affine diffusions. Last, we give numerical illustrations of our convergence results in Section 4. We compare the time required by each method and also give a possible application of our results in finance.
1 General properties of affine processes on positive semidefinite matrices

1.1 The infinitesimal generator on \( \mathcal{M}_d(\mathbb{R}) \) and \( \mathcal{S}_d(\mathbb{R}) \)

We start this subsection with a simple Lemma, which is useful to calculate the infinitesimal generator of affine processes. Its proof is basic and is left in Appendix B.1.

**Lemma 2** — Let \((\mathcal{F}_t)_{t \geq 0}\) denote the filtration generated by \((W_t, t \geq 0)\). We consider a process \((Y_t)_{t \geq 0}\) valued in \(\mathcal{S}_d(\mathbb{R})\), and we assume that there exist continuous \((\mathcal{F}_t)\)-adapted processes \((A_t)_{t \geq 0}\), \((B_t)_{t \geq 0}\) and \((C_t)_{t \geq 0}\) that are respectively valued in \(\mathcal{M}_d(\mathbb{R})\), \(\mathcal{M}_d(\mathbb{R})\) and \(\mathcal{S}_d(\mathbb{R})\) so that \(Y_t\) admits the following semimartingale decomposition:

\[
dY_t = C_t dt + B_t dW_t + A_t^T dW_t^T B_t^T,
\]

Then, for \(i,j,m,n \in \{1, \ldots, d\}\), the quadratic covariation of \((Y_t)_{i,j}\) and \((Y_t)_{m,n}\) is given by:

\[
d\langle (Y_t)_{i,j}, (Y_t)_{m,n} \rangle = (B_t B_t^T)_{i,m}(A_t^T A_t)_{j,n} + (B_t B_t^T)_{j,m}(A_t^T A_t)_{i,n} + (B_t B_t^T)_{j,n}(A_t^T A_t)_{i,m}.
\]

It is worth to notice that the quadratic covariation given by \((\mathcal{F}_t)\) depends on \(A_t\) and \(B_t\) only through the matrices \(A_t^T A_t\) and \(B_t B_t^T\). Lemma 2 enables us to calculate easily the infinitesimal generator for the affine process \((\mathbb{R})\) which is defined by:

\[
x \in \mathcal{S}_d^+(\mathbb{R}), \quad L^M f(x) = \lim_{t \to 0^+} \frac{E[f(X_t^x)] - f(x)}{t}, \quad \text{for } f \in C^2(\mathcal{M}_d(\mathbb{R}), \mathbb{R}) \text{ with bounded derivatives}.
\]

**Proposition 3** — **Infinitesimal Generator on \( \mathcal{M}_d(\mathbb{R}) \)**. Let \((X_t^x)_{t \geq 0} \sim AFF_0(x, \mathbb{R}, B, a)\) be an affine process. Its infinitesimal generator on \(\mathcal{M}_d(\mathbb{R})\) is given by:

\[
L^M = \text{Tr}(\mathbb{E}B(x)) D^M + \frac{1}{2}(2\text{Tr}(x D^M a^T a D^M) + \text{Tr}(x(D^M)^T a^T a D^M) + \text{Tr}(x D^M a^T a(D^M)^T)),
\]

where \(D^M = (\partial_{i,j})_{1 \leq i,j \leq d}\).

**Proof**: On the one hand, the drift part of the operator is given by \(\sum_{k,l=1}^{d} \alpha_{k,l} \partial_{k,l} + \sum_{k,l=1}^{d} (B(x))_{k,l} \partial_{k,l} = \text{Tr}(a + B(x)) D^M\). On the other hand, we get from \((\mathcal{F}_t)\) that the diffusion part of the operator is:

\[
\begin{align*}
\frac{1}{2} \sum_{i,j,l=1}^{d} \partial_{i,j} \partial_{l} &+ \frac{1}{2} \sum_{i,j,l=1}^{d} \alpha_{i,j} \partial_{l} + \frac{1}{2} \sum_{i,j,l=1}^{d} \alpha_{i,j} \partial_{l} + \frac{1}{2} \sum_{i,j,l=1}^{d} \alpha_{i,j} \partial_{l} \\
&= \frac{1}{2} \left[ \text{Tr}(x D^M a^T a(D^M)^T) + \text{Tr}(x(D^M)^T a^T a D^M) + \text{Tr}(x D^M a^T a D^M) \right]
\end{align*}
\]

Here, we have given the infinitesimal generator on \(\mathcal{M}_d(\mathbb{R})\), while we know that the affine process \((X_t^x)_{t \geq 0}\) takes values in \(\mathcal{S}_d^+(\mathbb{R}) \subset \mathcal{S}_d(\mathbb{R})\). Thus, we can also look at the infinitesimal generator of this diffusion on \(\mathcal{S}_d(\mathbb{R})\), which is defined by:

\[
x \in \mathcal{S}_d^+(\mathbb{R}), \quad L^S f(x) = \lim_{t \to 0^+} \frac{E[f(X_t^x)] - f(x)}{t} \quad \text{for } f \in C^2(\mathcal{S}_d(\mathbb{R}), \mathbb{R}) \text{ with bounded derivatives}.
\]
For \( x \in S_d(\mathbb{R}) \), we denote by \( x_{(i,j)} = x_{i,j} = x_{j,i} \) the value of the coordinates \((i, j)\) and \((j, i)\), so that 
\[
x = \sum_{1 \leq i \leq j \leq d} x_{(i,j)}(e_i^j + 1_{i \neq j}e_i^j)
\]
(see notations in Appendix [A]). For \( f \in C^2(S_d(\mathbb{R}), \mathbb{R}) \), we then denote by 
\[
\partial_{(i,j)} f \ 	ext{its derivative with respect to the coordinates } x_{(i,j)}.
\]
We introduce 
\[
\pi : \mathcal{M}_d(\mathbb{R}) \to S_d(\mathbb{R})
\]
\[
x \mapsto (x + x^T)/2,
\]
that is such that \( \pi(x) = x \) for \( x \in S_d(\mathbb{R}) \). Obviously, \( f \circ \pi \in C^2(\mathcal{M}_d(\mathbb{R}), \mathbb{R}) \) and we have 
\[
L S f(x) = L M f \circ \pi(x).
\]
By the chain rule, we have for \( x \in S_d(\mathbb{R}) \), 
\[
\partial_{i,j} f \circ \pi(x) = (1_{i=j} + \frac{1}{2} 1_{i \neq j}) \partial_{(i,j)} f(x)
\]
and get the following result.

**Corollary 4 — Infinitesimal Generator on \( S_d(\mathbb{R}) \).** The infinitesimal generator on \( S_d(\mathbb{R}) \) associated to 
\[
AFF_d(x, \pi, B, a)
\]
is given by:
\[
L S = \text{Tr}[(\pi + B(x))D^S] + 2 \text{Tr}(x D^S a^T a D^S),
\]
where \( D^S \) is defined by 
\[
D^S_{i,j} = (1_{i=j} + \frac{1}{2} 1_{i \neq j}) \partial_{(i,j)}, \text{ for } 1 \leq i, j \leq d.
\]

Of course, the generators \( L M \) and \( L S \) are equivalent: one can be deduced from the other. However, \( L S \) already embeds the fact that the process lies in \( S_d(\mathbb{R}) \), which reduces the dimension from \( d^2 \) to \( d(d + 1)/2 \) and gives in practice shorter formulas. This is why we will mostly work in the sequel with infinitesimal generators on \( S_d(\mathbb{R}) \). Unless it is necessary to make the distinction with \( L M \), we will simply denote \( L = L S \).

### 1.2 The characteristic function of Wishart processes

As for other affine processes, the characteristic function of affine processes on positive semidefinite matrices can be obtained by solving two ODEs. In the case of Wishart processes, it is possible to solve explicitly these ODEs by solving a matrix Riccati equation (see Levin [13]). Here, we give the closed formula for the Laplace transform and a precise description of its set of convergence.

**Proposition 5 — Let \( X^x_t \sim WIS_d(x, \alpha, b, a; t) \), \( q_t = \int_0^t \exp(sb)a^T a \exp(sb^T)ds \) and \( m_t = \exp(tb) \). We introduce the set of convergence of the Laplace transform of \( X^x_t \), \( \mathcal{D}_{b,a,t} = \{ v \in S_d(\mathbb{R}), E[\exp(\text{Tr}(vX^x_t))] < \infty \} \). This is a convex open set that is given explicitly by:
\[
\mathcal{D}_{b,a,t} = \{ v \in S_d(\mathbb{R}), \forall s \in [0, t], I_d - 2q_s v \in \mathcal{G}_d(\mathbb{R}) \}.
\]
Besides, the Laplace transform of \( X^x_t \) is well-defined for \( v = v_R + i v_I \) with \( v_R \in \mathcal{D}_{b,a,t}, v_I \in S_d(\mathbb{R}) \) and is given by:
\[
E[\exp(\text{Tr}(vX^x_t))] = \frac{\exp(\text{Tr}[v(I_d - 2q_t v)^{-1} m_t x m_T])}{\det(I_d - 2q_t v)^{\frac{n}{2}}}.
\]

The characteristic function corresponds to the case \( v_R = 0 \) that clearly belongs to \( \mathcal{D}_{b,a,t} \). The proof of this result is given in Appendix B.2. Let us remark here that for \( X^x_t \sim WIS_d(x, \alpha, 0, I_d; t) \), the formula above becomes even simpler and we have for \( v = v_R + i v_I \) such that \( v_R \in \mathcal{D}_{b,a,t}, v_I \in S_d(\mathbb{R}) \):
\[
E[\exp(\text{Tr}(vX^x_t))] = \frac{\exp(\text{Tr}[v(I_d - 2t I_d^2 v)^{-1} x])}{\det(I_d - 2t I_d^2 v)^{\frac{n}{2}}}.
\]
1.3 Some identities in law for affine processes

This section presents simple but interesting identities in law for affine processes. We first state a preliminary lemma.

Lemma 6 — Let $B \in \mathcal{L}(S_d(\mathbb{R}))$ and $q \in G_d(\mathbb{R})$. We define $B_q \in \mathcal{L}(S_d(\mathbb{R}))$ by $B_q(x) = (q^T)^{-1}B(q^T x)q^{-1}$. Then,

$$B \text{ satisfies } \square \iff B_q \text{ satisfies } \square.$$

Proof : It is sufficient to prove the direct implication since

$$\text{Proposition 3 or Corollary 4, we know that } (X^q_t)_t \sim AFF_d(x, \bar{\alpha}, B, a) \text{ and } (\tilde{X}^q_t)_t \sim AFF_d(x, \bar{\alpha}, B, \sqrt{a^T a}) \text{ have the same infinitesimal generator. Therefore, they solve the same martingale problem. Thanks to the affine structure, one can show that this martingale problem has a unique solution by looking at the characteristic function. This is made in a much general case in Cuchiero et al. [6]. Similarly, we can check easily that } q^T AFF_d(y, \bar{\alpha}, B, a)q \text{ and } AFF_d(q^T yq, q^T \bar{\alpha}q, B_{q^{-1}}, aq) \text{ lead to the same martingale problem. Here, we remark that } B_{q^{-1}} \text{ satisfies } \square \text{ thanks to Lemma 6.}$$

An interesting consequence of this linear transformation is given in the following corollary. It states that any affine process can be obtained as a linear transformation of an affine process for which we have $a = I_d^a$, where $I_d^a = (1_{i=j \leq n})_{1 \leq i, j \leq d}$ (see notations in Appendix A). Since our main goal here is to sample paths of such processes, this says us that it is sufficient to focus on this special case.

Corollary 8 — Let $(X^q_t)_t \sim AFF_d(x, \bar{\alpha}, B, a)$ and $n = \text{Rk}(a)$ be the rank of $a^T a$. Then, there exist a diagonal matrix $\delta$, and a non singular matrix $u \in G_d(\mathbb{R})$ such that $\bar{\alpha} = u^T \delta u$, and $a^T a = u^T I_d^n u$, and we have:

$$(X^q_t)_t \sim u^T AFF_d \left( (u^{-1})^T xu^{-1}, \delta, B_u, I_d^n \right) u,$$

where $\forall y \in S_d(\mathbb{R})$, $B_u(y) = (u^{-1})^T B(u^T yu)u^{-1}$. 


Thus, we get the desired result by taking elements of this diagonal are positive: \( \bar{a} = \text{diag}(\eta_1, \ldots, \eta_n, 0, \ldots, 0) \). We set \( a = \left( \begin{array}{cc} a_2 & 0 \\ 0 & I_{d-r} \end{array} \right) \) and get \( I_d^a = \bar{a}^T v_0 a^O \bar{v} a^O v_0 \bar{a}^T \), which gives that \( \alpha^T v^T \alpha v_0 \) is a diagonal matrix. Therefore, we get the desired result by taking \( a = \text{diag}(\sqrt{\eta_1}, \ldots, \sqrt{\eta_n}, 1, \ldots, 1) \alpha^{-1} v^{-1} \).

Let us make few comments on the practical implementation to compute \( u \). For Wishart processes, \( \bar{a} = \alpha a^T a \), and \( u \) can directly be obtained by using a single extended Cholesky decomposition (Lemma 33). In the general case, the computation of \( u \) mainly requires an extended Cholesky decomposition and the diagonalization of \( s_1 \).

Up to now, we have stated identities for the law of affine processes. Thanks to the explicit characteristic function of Wishart processes, we are also able to get another interesting identity on the marginal laws.

**Proposition 9** — Let \( t > 0 \), \( a, b \in \mathcal{M}_d(\mathbb{R}) \) and \( \alpha \geq d - 1 \). Let \( m_t = \exp(t b) \), \( q_t = \int_0^t \exp(s b) a^T a \exp(s b^T) ds \) and \( n = \text{Rk}(q_t) \). Then, there is \( \theta_t \in \mathcal{G}_d(\mathbb{R}) \) such that \( q_t = t \theta_t I_d^a \theta_t^T \), and we have:

\[
WIS_d(x, \alpha, b; t) \overset{\text{Law}}{=} \theta_t WIS_d(\theta_t^{-1} m_t x, \theta_t^{-1} x, \alpha, 0, I_d^a; t) \theta_t^T
\]

This proposition plays a crucial role for the exact simulation of Wishart processes. Thanks to (12), we can sample any Wishart distribution if we are able to simulate exactly the distribution \( WIS_d(x, \alpha, 0, I_d^a; t) \) for any \( x \in \mathcal{S}_d^+ \). In Section 2, we focus on this and give a way to sample exactly \( WIS_d(x, \alpha, 0, I_d^a; t) \). Let us stress here that we can compute the matrix \( \theta_t \) by using the extended Cholesky decomposition of \( q_t / t \), as it is explained in the proof below.

**Proof:** We apply Lemma 33 to \( q_t / t \in \mathcal{S}_d^+ \) and consider \( (p, c, \alpha, n) \) an extended Cholesky decomposition of \( q_t / t \). We set \( \theta_t = \frac{p}{t} \left( \begin{array}{cc} c & 0 \\ k & I_{d-n} \end{array} \right) \). Then, \( \theta_t \) is invertible and it is easy to check that \( q_t = t \theta_t I_d^a \theta_t^T \).

Now, let us observe that for \( v \in \mathcal{S}_d(\mathbb{R}) \),

\[
\text{det}(I_d - 2i q_t v) = \text{det}(\theta_t(\theta_t^{-1} - 2i t I_d^a \theta_t^T v)) = \text{det}(I_d - 2i t I_d^a \theta_t^T v \theta_t) \\
\text{Tr}[v(I_d - 2i q_t v)^{-1} m_t x \theta_t x^T] = \text{Tr}[i(\theta_t^{-1} \theta_t^T v(\theta_t^{-1} - 2i t I_d^a \theta_t^T v \theta_t^{-1} - 1)m_t x \theta_t x^T] \\
= \text{Tr}[\theta_t \theta_t^T v \theta_t (I_d - 2i t I_d^a \theta_t^T v \theta_t)^{-1} \theta_t^{-1} m_t x \theta_t x^T (\theta_t^{-1})^T].
\]

Let \( X_t^\gamma \sim WIS_d(x, \alpha, b; t) \) and \( \tilde{X}_t^\gamma \sim WIS_d(x, \alpha, 0, I_d^a; t) \). Then, from (10) and (11), we get that

\[
\mathbb{E}[\exp(i \text{Tr}(v X_t^\gamma))] = \mathbb{E}[\exp(i \text{Tr}(v \theta_t \tilde{X}_t^\gamma \theta_t^{-1} m_t x \theta_t x^T (\theta_t^{-1})^T))] = \mathbb{E}[\exp(i \text{Tr}(v \theta_t \tilde{X}_t^\gamma \theta_t^{-1} m_t x \theta_t x^T (\theta_t^{-1})^T \theta_t^T))],
\]

which gives the result. \( \square \)
Last, we have to mention that the identity (10) extends an usual identity between CIR and Bessel squared distribution. It gives when \( d = 1 \):

\[
WIS_1(x, \alpha, b, a; t) = a^2e^{2bt} - 1 \text{WISE}_{\left(\frac{2bt}{a^2(1 - e^{-2bt})}, \alpha, 0, 1; t\right)}.
\]

In that case, this identity can also be obtained directly from the SDE. Let \((X_t^x)_{t \geq 0} \sim WIS_1(x, \alpha, b, a)\). We have \(dX_t^x = (\alpha a^2 + 2bX_t)dt + 2a\sqrt{X_t}dW_t\). Then, \(Y_t = e^{-2bt}X_t^x / a^2\) is a time-changed Bessel squared process since \(dY_t = \alpha(e^{-2bt}dt) + 2\sqrt{Y_t}(e^{-bt}dW_t)\). We obtain \(WIS_1(x, \alpha, b, a; t) \equiv a^2e^{2bt}\text{WISE}_{\left(\frac{2bt}{a^2(1 - e^{-2bt})}, \alpha, 0, 1; \frac{1 - e^{-2bt}}{2b}\right)}\).

On the other hand, a linear time-change gives that \(WIS_1(x, \alpha, 0, 1; \lambda t) \equiv \lambda WIS_1(x/\lambda, \alpha, 0, 1; t)\), which leads to the same identity as (10) by taking \(\lambda = (1 - e^{-2bt})/(2bt)\).

2 Exact simulation of Wishart processes

In this section, we present a new method to simulate exactly a Wishart process. It works without any restriction on the parameters. Wishart distributions have been thoroughly studied in statistics when \(\alpha \in \mathbb{N}\) (which is then called the number of degrees of freedom). Exact simulation methods have already been proposed in that case. For instance, Odell and Feiveson [21] have given an exact simulation algorithm for central Wishart distributions based on the Bartlett’s decomposition, and Gleser [11] extends it to any (non-central) Wishart distribution. Bru [8] explains also when \(\alpha \in \mathbb{N}\) how Wishart processes can be obtained as a square of Ornstein-Uhlenbeck processes on matrices.

Here, our method relies on the identity in law (12) that enables us to focus on the case \(b = 0, a = I_d^n\). Then, we show a remarkable splitting of the infinitesimal generator as the sum of commuting operators. These operators are associated to SDE that can be solved explicitly on \(S_d^2(\mathbb{R})\), which enables us to sample any Wishart distribution.

2.1 A remarkable splitting for \(WIS_d(x, \alpha, 0, I_d^n)\)

The following theorem explains how to split the infinitesimal generator of a \(WIS_d(x, \alpha, 0, I_d^n)\) as the sum of commutative infinitesimal generators. It will play a crucial role in the sequel for the exact simulation and to get discretization schemes.

**Theorem 10** — Let \(L\) be the generator associated to the Wishart process \(WIS_d(x, \alpha, 0, I_d^n)\) and \(L_i\) be the generator associated to \(WIS_d(x, \alpha, 0, e_i^n)\) for \(i \in \{1, \ldots, d\}\). Then, we have

\[
L = \sum_{i=1}^{n} L_i \quad \forall i, j \in \{1, \ldots, d\}, L_iL_j = L_jL_i. \tag{13}
\]

**Proof** : From (8), we easily get that \(L = \sum_{i=1}^{n} L_i\) since \(I_d^n = \sum_{i=1}^{n} e_i^n\). The commutativity property comes from a simple but tedious calculation which is left in Appendix C.1. \(\square\)

Beyond the commutativity, two other features of (13) are important to notice.

- The operators \(L_i\) and \(L_j\) are the same up to the exchange of coordinates \(i\) and \(j\).
- The processes \(WIS_d(x, \alpha, 0, e_i^n)\) and \(WIS_d(x, \alpha, 0, I_d^n)\) are well defined on \(S_d^2(\mathbb{R})\) under the same hypothesis, namely \(\alpha \geq d - 1\) and \(x \in S_d^2(\mathbb{R})\).
This second property enables us the composition that we explain now. Let us consider \( t > 0 \) and \( x \in S^+_d(R) \). We define iteratively:

\[
X^1_t, x \sim WIS_d(x, a, 0, e^1_d; t),
X^2_t, X^1_t \sim WIS_d(X^1_t, a, 0, e^2_d; t),
\ldots,
X^n_{t-1}, \ldots, X^1_t \sim WIS_d(X^n_{t-1}, \ldots, X^1_t, a, 0, e^n_d; t).
\]

Thus, \( X^n_{t-1}, \ldots, X^1_t \) is sampled according to the distribution at time \( t \) of a Wishart process starting from \( X^1_{t-1}, \ldots, X^1_t \) and with parameters \((a, 0, e^1_d)\). We have the following result.

**Proposition 11** — Let \( X^n_{t-1}, \ldots, X^1_t \) be defined as above. Then

\[
X^n_{t-1}, \ldots, X^1_t \sim WIS_d(x, a, 0, I^n_d; t).
\]

Thanks to this proposition, we can generate a sample according to \( WIS_d(x, a, 0, I^n_d; t) \) as soon as we can simulate the laws \( WIS_d(x, a, 0, e^1_d; t) \). These laws are the same as \( WIS_d(x, a, 0, I^1_d; t) \), up to the permutation of the first and \( i \)th coordinates. In the next subsection, it is explained how to draw such random variables.

It is really easy to give a formal proof of Proposition 11. Let \( f \) be a smooth function on \( S^+_d(R) \) and \( X^n_t \sim WIS_d(x, a, 0, I^n_d; t) \). By iterating Itô’s formula, we have that \( \mathbb{E}[f(X^n_t)] = \sum_{k=0}^{\infty} t^k L^k f(x) / k! \). Similarly, we also get by using the tower property of the conditional expectation that:

\[
\mathbb{E}\left[f(X^n_{t-1}, \ldots, X^1_t)\right] = \mathbb{E}\left[\mathbb{E}\left[f(X^n_{t-1}, \ldots, X^1_t) | X^n_{t-1}, \ldots, X^1_t\right]\right] = \sum_{k_n=0}^{+\infty} \frac{t^{k_n}}{k_n!} \mathbb{E}\left[L^{k_n}_n f(X^n_{t-1}, \ldots, X^1_t)\right].
\]

(14)

Simply by repeating this argument, we get that

\[
\mathbb{E}\left[f(X^n_{t-1}, \ldots, X^1_t)\right] = \sum_{k_1, \ldots, k_n=0}^{+\infty} \frac{t^{\sum_{i=1}^{n} k_i}}{k_1! \cdots k_n!} L^{k_1}_1 \cdots L^{k_n}_n f(x) = \sum_{k=0}^{\infty} \frac{t^k}{k!} (L_1 + \cdots + L_n)^k f(x) = \mathbb{E}[f(X^n_0)].
\]

(15)

To get the second equality, we identify a Cauchy product and use that the operators \( L_1, \ldots, L_n \) commute. To make this formal proof correct, one has to check that the series are well defined and can be switched with the expectation. This check is made in the Appendix C.2 for our framework and remains valid as soon as the operator \( L_1 \) and \( L \) are of affine type.

### 2.2 Exact simulation for \( WIS_d(x, a, 0, I^n_d; t) \)

In this subsection, we focus on the simulation of \( WIS_d(x, a, 0, I^n_d) \) with \( a \geq d - 1 \) and \( x \in S^+_d(R) \). Thanks to Proposition 11, this enable us then to simulate samples of \( WIS_d(x, a, 0, I^n_d) \). For the sake of the clearness, we start with the case of \( d = 2 \) that avoids complexities due to the matrix decompositions. We deal with the general case just after.

#### 2.2.1 The case \( d = 2 \)

We start by writing explicitly the infinitesimal generator \( L_1 \) of \( WIS_2(x, a, 0, I^n_2) \). From \( [8] \), we get:

\[
x \in S^+_2(R), \quad L_1 f(x) = a \partial_{(1, 1)} f(x) + 2 x_{(1, 1)} \partial_{(1, 1)}^2 f(x) + 2 x_{(1, 2)} \partial_{(1, 1)} \partial_{(1, 2)} f(x) + \frac{x_{(2, 2)}}{2} \partial_{(1, 2)}^2 f(x).
\]

(16)
We show now that this operator is in fact associated to an SDE that can be explicitly solved. We will denote by \((Z^1_t, t \geq 0)\) and \((Z^2_t, t \geq 0)\) two independent standard Brownian motions. When \(x_{(2,2)} = 0\), we also have \(x_{(1,2)} = 0\) since \(x\) is nonnegative. In that case,

\[
X^x_0 = x, \quad d(X^x_t)_{(1,1)} = \sigma dt + 2 \sqrt{(X^x_t)_{(1,1)}} dZ^1_t, \quad d(X^x_t)_{(1,2)} = 0, \quad d(X^x_t)_{(2,2)} = 0
\]

(17)

has the infinitesimal generator \(L_1\), which is the one of a Cox-Ingerson-Ross SDE (or of a squared Bessel process of dimension \(\alpha\) to be more precise). By using an algorithm that samples exactly a non central chi-square distribution (see for instance Glasserman [10]), we can then sample \(\text{WIS}_2(x, \alpha, 0, I^2_2; t)\) when \(x_{(2,2)} = 0\).

When \(x_{(2,2)} > 0\), it easy to check that the SDE

\[
d(X^x_t)_{(1,1)} = \sigma dt + 2 \sqrt{(X^x_t)_{(1,1)}} - \frac{(X^x_t)_{(1,2)}^2}{(X^x_t)_{(2,2)}} dZ^1_t + 2 \frac{(X^x_t)_{(1,2)}}{\sqrt{(X^x_t)_{(2,2)}}} dZ^2_t
\]

\[
d(X^x_t)_{(1,2)} = \sqrt{(X^x_t)_{(2,2)}} dZ^2_t
\]

\[
d(X^x_t)_{(2,2)} = 0
\]

(18)

starting from \(X^x_0 = x\) has an infinitesimal generator equal to \(L_1\). To solve (18), we set:

\[
(U^u_t)_{(1,1)} = (X^x_t)_{(1,1)} - \frac{(X^x_t)_{(1,2)}^2}{(X^x_t)_{(2,2)}}, \quad (U^u_t)_{(1,2)} = \frac{(X^x_t)_{(1,2)}}{\sqrt{(X^x_t)_{(2,2)}}}, \quad (U^u_t)_{(2,2)} = x_{(2,2)}. \]

(19)

Here, \(u\) stands for the initial condition, i.e. \(u = U^u_0\). We get by using Itô calculus that

\[
d(U^u_t)_{(1,1)} = (\alpha - 1)dt + 2 \sqrt{(U^u_t)_{(1,1)}} dZ^1_t, \quad d(U^u_t)_{(1,2)} = dZ^2_t \quad \text{and} \quad d(U^u_t)_{(2,2)} = 0.
\]

(20)

Therefore, \((U^u_t)_{(1,2)}\) and \((U^u_t)_{(1,1)}\) can be respectively be sampled by independent Gaussian and non-central chi-square variables. Then, we can get back \(X^x_t\) by inverting (19):

\[
(X^x_t)_{(1,1)} = (U^u_t)_{(1,1)} + (U^u_t)_{(1,2)}^2, \quad (X^x_t)_{(1,2)} = (U^u_t)_{(1,2)} \sqrt{(U^u_t)_{(2,2)}}, \quad (X^x_t)_{(2,2)} = (U^u_t)_{(2,2)}.
\]

(21)

The following proposition sums up and makes more precise the above result. Its proof is postponed to the general case (Theorem [13]).

**Proposition 12** — Let \(x \in S^*_2(\mathbb{R})\). Then, the process \((X^x_t)_{t \geq 0}\) defined by either (17) when \(x_{(2,2)} = 0\) or (18) when \(x_{(2,2)} > 0\) has its infinitesimal generator equal to \(L_1\). Moreover, the SDE (18) has a unique strong solution which is given by (21), where \((U^u_t, t \geq 0)\) is the solution of the SDE (21) starting from

\[
u_{(1,1)} = x_{(1,1)}, \quad \frac{\nu_{(1,2)}^2}{x_{(2,2)}} \geq 0, \quad u_{(1,2)} = \frac{\nu_{(1,2)}}{\sqrt{x_{(2,2)}}, \quad u_{(2,2)} = x_{(2,2)}).
\]

This result gives an interesting way to figure out the dynamic associated to the operator \(L_1\), by using a change of variable. It is interesting to notice that the CIR process \((U^u_t)_{(1,1)}\) is well defined as soon as its degree \(\alpha - 1\) is nonnegative, which coincides with the condition under which the Wishart process \(\text{WIS}_2(x, \alpha, 0, I^2_2)\) is well-defined. Last, we notice that the solution of the operator \(L_1\) involves a CIR process in the diagonal term and a Brownian motion in the non diagonal one. We will get a similar structure in the general \(d\) case.
2.2.2 The general case when \( d \geq 2 \)

We present now a general way to sample exactly \( WIS_d(x, \alpha, 0, I^2_d; t) \). We first write explicitly from the infinitesimal generator of \( WIS_d(x, \alpha, 0, I^2_d; t) \) for \( x \in S^+_d(\mathbb{R}) \):

\[
L_1 f(x) = \alpha \partial_{(1,1)} f(x) + 2 \xi_{(1,1)} \partial^2_{(1,1)} f(x) + 2 \sum_{1 \leq m < d \atop m \neq 1} x_{(1,m)} \partial_{(1,m)} \partial_{(1,1)} f(x) + \sum_{1 \leq m < l \leq d \atop m \neq 1, l \neq 1} x_{(m,l)} \partial_{(m,l)} \partial_{(1,1)} f(x).
\]

(22)

As for \( d = 2 \) we will construct an SDE that has the same infinitesimal generator \( L_1 \) and that can be solved explicitly. To do so, we need however to use further matrix decomposition results. In the case \( d = 2 \), we have already noticed that we choose different SDEs whether \( x_{2,2} = 0 \) or not. Here, the SDE will depend on the rank of the submatrix \( (x_{i,j})_{2 \leq i,j \leq d} \), and we set:

\[
r = \text{Rk}((x_{i,j})_{2 \leq i,j \leq d}) \in \{0, \ldots, d-1\}.
\]

First, we consider the case where

\[
\exists c_r \in \mathcal{G}_r \text{ lower triangular, } k_r \in \mathcal{M}_{d-1-r \times r}(\mathbb{R}), \quad (x)_{2 \leq i,j \leq d} = \begin{pmatrix} c_r & 0 \\ k_r & 0 \end{pmatrix} =: cc^T.
\]

(23)

With a slight abuse of notation, we consider this decomposition also holds when \( r = 0 \) with \( c = 0 \). When \( r = d-1 \), \( c = c_r \) simply the usual Cholesky decomposition of \( (x_{i,j})_{2 \leq i,j \leq d} \). As it is explained in Corollary \( 5 \), we can still get such a decomposition up to a permutation of the coordinates \( \{2, \ldots, d\} \).

Theorem 13 — Let us consider \( x \in S^+_d(\mathbb{R}) \) such that (23) holds. Let \( (Z^l_i)_{1 \leq l \leq r+1} \) be a vector of independent standard Brownian motions. Then, the following SDE (convention \( \sum_{k=1}^{r} \ldots = 0 \) when \( r = 0 \))

\[
d(X^*_l)_{(1,1)} = \alpha dt + 2 \sqrt{(X^*_l)_{(1,1)}} - \sum_{k=1}^{r} (\sum_{d=1}^{k}(c_r^{-1})_{k,l}(X^*_l)_{(1,l+1)})^2 dZ^l_i
\]

\[
d((X^*_l)_{(1,k)})_{2 \leq k,l \leq d} = 0
\]

has a unique strong solution \( (X^*_l)_{t \geq 0} \) starting from \( x \). It takes values in \( S^+_d(\mathbb{R}) \) and has the infinitesimal generator \( L_1 \). Moreover, this solution is given explicitly by:

\[
X_t^* = \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_r & 0 \\ 0 & k_r & I_{d-r-1} \end{pmatrix} \begin{pmatrix} (U^u_t)_{(1,1)} + \sum_{k=1}^{r} ((U^u_t)_{(1,k+1)})^2 \end{pmatrix} \begin{pmatrix} (U^u_t)_{(1,l+1)} \end{pmatrix}_{1 \leq l \leq r} I_r \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}
\]

\[
= \begin{pmatrix} 1 & 0 & 0 \\ 0 & c_r & k_r \\ 0 & 0 & I_{d-r-1} \end{pmatrix},
\]

(25)

where

\[
d((U^u_t)_{(1,k+1)})_{1 \leq l \leq r} = (\alpha - r) dt + 2 \sqrt{(U^u_t)_{(1,1)}} dZ^l_t, \quad u_{(1,1)} = x_{(1,1)} - \sum_{k=1}^{r} (u_{(1,k+1)})^2 \geq 0,
\]

\[
d((U^u_t)_{(1,l+1)})_{1 \leq l \leq r} = (dZ^l_{t+1})_{1 \leq l \leq r}, \quad (u_{(1,l+1)})_{1 \leq l \leq r} = c_r^{-1} (x_{(1,l+1)})_{1 \leq l \leq r}.
\]

(26)

Once again, we have made a slight abuse of notation when \( r = 0 \), and (23) should be simply read as

\[
X_t^* = \begin{pmatrix} (U^u_t)_{(1,1)} \\ 0 \\ 0 \end{pmatrix}
\]

in that case. In the statement above, it may seem weird that we use for \( u \) and \( U^u_t \) the same indexation as the one for symmetric matrices while we only use its first row (or column). The reason is that we can in fact see \( X_t^* \) as a function of \( U^u_t \) by setting:

\[
(U^u_t)_{(i,j)} = u_{(i,j)} = x_{(i,j)} \text{ for } i, j \geq 2 \text{ and } (U^u_t)_{(1,i)} = u_{(1,i)} = 0 \text{ for } r + 1 \leq i \leq d.
\]

(27)
Thus, \((c_r, k_r, I_{d-1})\) is an extended Cholesky decomposition of \(((U_t^u)_{i,j})_{2\leq i,j \leq d}\) and can be seen as a function of \(U_t^u\). We get from \((23)\) that

\[
X_t^x = h(U_t^u), \quad \text{with } h(u) = \sum_{r=0}^{d-1} \mathbb{1}_{r=\text{Rk}(u_{i,j})_{2\leq i,j \leq d}} h_r(u) \quad \text{and} \quad (28)
\]

\[
h_r(u) = \begin{pmatrix}
1 & 0 & 0 \\
0 & c_r(u) & 0 \\
0 & 0 & k_r(u) I_{d-r-1}
\end{pmatrix}
\begin{pmatrix}
u_{1,1} + \sum_{k=1}^{r} (u_{1,k+1})^2 & (v_{1,l+1})_{1 \leq l \leq r}^T & 0 \\
(u_{1,l+1})_{1 \leq l \leq r} & L_r & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & c_r(u)^T & k_r(u)^T \\
0 & 0 & I_{d-r-1}
\end{pmatrix},
\]

where \((c_r(u), k_r(u), I_{d-1})\) is the extended Cholesky decomposition of \((u_{i,j})_{2\leq i,j \leq d}\) given by some algorithm (e.g. Golub and Van Loan [12], Algorithm 4.2.4). Equation \((28)\) will play later an important role to analyse discretization schemes.

The proof of Theorem \([13]\) is given in Appendix \([3]\). It enables us to simulate exactly the distribution \(WIS_d(x, \alpha, 0, I_1^d, t)\) simply by sampling one non-central chi-square distribution for \((U_t^u)_{1,1}\) (see Glasserman \([13]\)) and \(r\) other independent Gaussian random variables. Like in the \(d=2\) case, we notice that the condition which ensures that the Cox-Ingersoll-Ross process \(((U_t^u)_{1,1}, t \geq 0)\) is well defined for any \(r \in \{0, \ldots, d-1\}\), namely \(\alpha-(d-1) \geq 0\), is the same as the one required for the definition of \(WIS_d(x, \alpha, 0, I_1^d)\).

Remark 14 — From \((23)\), we get easily by a calculation made in \((17)\) that \(\text{Rk}(X_t^x) = \text{Rk}((x_{i,j})_{2\leq i,j \leq d}) + \mathbb{1}_{(U_t^u)_{1,1} \neq 0}\), and therefore,

\[
\text{Rk}(X_t^x) = \text{Rk}((x_{i,j})_{2\leq i,j \leq d}) + 1, \quad \text{a.s.}
\]

Theorem \([13]\) assumes that the initial value \(x \in S^x_d(R)\) satisfies \((23)\). Now, we explain why it is still possible up to a permutation of the coordinates to be in such a case. This relies on the extended Cholesky decomposition which is stated in Lemma \([3]\).

Corollary 15 — Let \((X_t^x)_{t \geq 0} \sim WIS_d(x, \alpha, 0, I_1^d)\) and \((c_r, k_r, p)\) be an extended Cholesky decomposition of \((x_{i,j})_{2\leq i,j \leq d}\) (Lemma \([3]\)). Then, \(\pi = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix}\) is a permutation matrix, and

\[
(X_t^x)_{t \geq 0} \overset{\text{law}}{=} \pi^T WIS_d(\pi x \pi^T, \alpha, 0, I_1^d) \pi \quad \text{and} \quad ((\pi x \pi^T)_{i,j})_{2\leq i,j \leq d} = \begin{pmatrix} c_r & 0 \\ k_r & 0 \end{pmatrix} \begin{pmatrix} c_r^T & k_r^T \\ 0 & 0 \end{pmatrix} \quad \text{satisfies} \quad (23).
\]

Proof : The result is a direct implication from Proposition \([3]\), since \(\pi^T = \pi^{-1}\) and \(\pi I_1^d \pi^T = I_1^d\). □

Therefore, by a combination of Corollary \([3]\) and Theorem \([13]\), we get a simple way to construct explicitly a process that has the infinitesimal generator \(L_1\) for any initial condition \(x \in S^x_d(R)\). In particular, this enables us to sample exactly the Wishart distribution \(WIS_d(x, \alpha, 0, I_1^d; t)\). The algorithm below sums up
the whole procedure.

**Algorithm 1**: Exact simulation for the operator $L_1$

**Input**: $x \in \mathbb{S}_d^+ (\mathbb{R})$, $d, \alpha \geq d - 1$ and $t > 0$.

**Output**: $X$, sampled according to $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$

Compute the extended Cholesky decomposition $(p, k_r, c_r)$ of $(x_{i,j})_{2 \leq i,j \leq d}$ given by Lemma 33 and set $r \in \{0, \ldots, d - 1\}$ (see Golub and Van Loan [12] for an algorithm);

Set $\pi = \left( \begin{array}{cc} 1 & 0 \\ 0 & p \end{array} \right)$, $\bar{x} = \pi x \pi^T$, $(u_{(1,t+1)})_{1 \leq i \leq r} = (c_r)^{-1}(\bar{x}_{(1,t+1)})_{1 \leq i \leq r}$ and

$$ u_{(1,1)} = -\sum_{k=1}^{r} (u_{(1,k+1)})^2 \geq 0; $$

Sample independently $r$ normal variables $G_2, \ldots, G_{r+1} \sim \mathcal{N}(0, 1)$ and $(U_{(1,1)})_{1 \leq i \leq d}$ as a CIR process at time $t$ starting from $u_{(1,1)}$ solving $d(U_{(1,1)})_{1 \leq i \leq d} = (\alpha - r)dt + 2\sqrt{U_{(1,1)}^r}dZ^1_t$ (See Glasserman [10]).

Set $(U_{(1,t+1)}^r)_{1 \leq i \leq d} = u_{(1,t+1)} + \sqrt{t}G_{t+1}$:

return $X = \pi^T \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & c_r & 0 \\ 0 & k_r & I_{d-r-1} \end{array} \right) \left( \begin{array}{ccc} (U_{(1,1)}^r)_{1 \leq i \leq r} + \sum_{k=1}^{r} (U_{(1,k+1)}^r)_{1 \leq i \leq r}^2 \\ (U_{(1,1)}^r)_{1 \leq i \leq r} \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & c_r^T & k_r^T \\ 0 & 0 & I_{d-r-1} \end{array} \right) \pi$.

Let us discuss now the complexity of this algorithm. The number of operations required by the extended Cholesky decomposition is of order $O(d^3)$. From a computational point of view, the permutation is handled directly and does not require any matrix multiplication so that we can consider w.l.o.g. that $\pi = I_d$. Since $c_r$ is lower triangular, the calculation of $u_{(1,1)}$, $t = 1, \ldots, r + 1$ only requires $O(d^2)$ operations. Also, we do not perform in practice the matrix product $\left( \begin{array}{ccc} 1 & 0 & 0 \\ 0 & c_r & 0 \\ 0 & k_r & I_{d-r-1} \end{array} \right)$, but only compute the values of $X_{(1,i)}$ for $i = 1, \ldots, d$, which requires also $O(d^2)$ operations. Last, $d$ samples are at most required. To sum up, it comes out that the complexity of the whole algorithm is of order $O(d^3)$.

### 2.3 Exact simulation for Wishart processes

We have now shown all the mathematical results that enable us to give an exact simulation method for general Wishart processes. This is made in two steps. First, by using the remarkable splitting (Proposition 11) and the exact scheme for $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$ (Theorem 13 and Corollary 17), we get an exact simulation scheme for $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$. As we will see, it is related but extends the Bartlett’s decomposition of central Wishart distribution that dates back to 1933. Then, by using the identity in law (14), we are able to sample any Wishart distribution $\text{WIS}_d(x, \alpha, b, a; t)$.

#### 2.3.1 Exact simulation for $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$

By gathering the results obtained in the subsections 2.1 and 2.2, we get a way to sample exactly the distribution $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$. Indeed, thanks to Theorem 13 and Corollary 15, we know how to sample exactly $\text{WIS}_d(x, \alpha, 0, I_d^r; t)$. By a simple permutation of the first and $k$th coordinates, we are then also able to sample according to $\text{WIS}_d(x, \alpha, 0, c_d^k; t)$ for $k \in \{1, \ldots, d\}$. Thus, we get by Proposition 11 an exact
simulation method to sample $\text{WIS}_d(x,\alpha,0,I_d^0;t)$. It is given explicitly in the algorithm below.

**Algorithm 2:** Exact simulation for $\text{WIS}_d(x,\alpha,0,I_d^0;t)$

**Input:** $x \in S_d^+(\mathbb{R})$, $n \leq d$, $\alpha \geq d - 1$ and $t > 0$.

**Output:** $X$, sampled according to $\text{WIS}_d(x,\alpha,0,I_d^0;t)$

1. $y = x$
2. For $k = 1$ to $n$
   - Set $p_{k,1} = p_{k,k} = p_{i,i} = 1$ for $i \notin \{1,k\}$, and $p_{i,j} = 0$ otherwise (permutation of the first and $k^{th}$ coordinates).
   - $y = pYp$ where $Y$ is sampled according to $\text{WIS}_d(pyp,\alpha,0,I_d^0;t)$ by using Algorithm 1.
3. Return $X = y$.

Since this algorithm basically runs $n$ times Algorithm 1, it requires a complexity of order $O(nd^3)$ and therefore at most of order $O(d^4)$. As we have seen, the “bottleneck” of Algorithm 1 is the extended Cholesky decomposition which is in $O(d^3)$. All the other steps in Algorithm 2 require at most $O(d^2)$ operations. A natural question for Algorithm 2 is to wonder if we can reuse the Cholesky decomposition between the for loops instead of calculating it from scratch. For example, if it were possible to get the Cholesky decomposition of loop $k + 1$ from the one of loop $k$ at a cost $O(d^2)$, the complexity of Algorithm 2 would then drop to $O(d^3)$. Despite our investigations, we have not been able to do so up to now.

**Remark 16** — When $\alpha \geq 2d - 1$, it is possible to sample $\text{WIS}_d(x,\alpha,0,I_d^0;t)$ in $O(d^3)$ by another mean. If $X_1^d \sim \text{WIS}_d(x,d,0,I_d^0;t)$ and $X_2^d \sim \text{WIS}_d(0,\alpha - d,0,I_d^0;t)$ are independent, we can check that $X_1^d + X_2^d \sim \text{WIS}_d(x,\alpha,0,I_d^0;t)$. Then, $X_1^d$ can be sampled by using Proposition 3 and $X_2^d$ by using Corollary 8 since $X_2^d$ law $\sim \text{WIS}_d(0,\alpha - d,0,I_d^0;t)$ from \([11]\).

**Remark 17** — Let $x \in S_d^{+,*}(\mathbb{R})$. From Remark 14, we get that for each $k \in \{1,\ldots,n\}$, $X_k^{n-\ldots-x_1^0} \in S_d^{+,*}(\mathbb{R})$, a.s.. In that case, the extended Cholesky decomposition that has to be computed at each step is an usual Cholesky decomposition.

### 2.3.2 The Bartlett’s decomposition revisited

Now, we would like to illustrate our exact simulation method on the particular case $\text{WIS}_d(0,\alpha,0,I_d^0;1)$, which is known in the literature as the central Wishart distribution. In that case, we can perform explicitly the composition given by Proposition 11. We will show by an induction on $n$ that:

$$X_{1^n}^{\alpha} = \begin{pmatrix} (L_{i,j})_{1 \leq i,j \leq n} & 0 \\ 0 & 0 \end{pmatrix} \bigg( \begin{pmatrix} (L_{i,j}^T)_{1 \leq i,j \leq n} & 0 \\ 0 & 0 \end{pmatrix} \bigg)^{-1},$$

where $(L_{i,j})_{1 \leq i,j \leq d}$ and $L_{i,i}$ are independent random variables such that $L_{i,j} \sim \mathcal{N}(0,1)$ and $(L_{i,i})^2 \sim \chi^2(\alpha - i + 1)$, and $L_{i,j} = 0$ for $i < j$.

For $n = 1$, we know from Theorem 13 that $(X_1^{1,0})_{1,1} \sim \chi^2(\alpha)$ since $d(X_1^{1,0})_{1,1} = adt + 2\sqrt{(X_1^{1,0})_{1,1}}dZ_1^t$ with $(X_0^{1,0})_{1,1} = 0$, and all the other elements are equal to 0. Let us assume now that the induction hypothesis is satisfied for $n - 1$. Then, we can apply once again Theorem 13 (up to the permutation of the first and $n^{th}$ coordinates). We have $\text{Rk}(X_1^{n-1,\ldots-x_1^0}) = n - 1$, a.s., and the Cholesky decomposition is directly given by $(L_{i,j})_{1 \leq i,j \leq n-1}$. Then, we get from 23 that there are independent variables $L_{0,n}^2 \sim \chi^2(\alpha - n + 1)$ and
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\( L_{n,i} \sim \mathcal{N}(0,1) \) for \( i \in \{1, \ldots, n-1\} \) such that \( X_{1:n}^{1:a} = \)

\[
\begin{pmatrix}
(L_{i,j})_{1 \leq i,j \leq n-1} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & I_{d-n}
\end{pmatrix}
\begin{pmatrix}
I_{n-1} & (L_{n,i})_{1 \leq i \leq n-1} & 0 \\
(L_{n,i})_{1 \leq i \leq n-1} & \sum_{i=1}^{n} \tilde{L}_{n,i}^{2} & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
(L_{i,j})^{T}_{1 \leq i,j \leq n-1} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & I_{d-n}
\end{pmatrix},
\]

Since

\[
\begin{pmatrix}
I_{n-1} & (L_{n,i})_{1 \leq i \leq n-1} & 0 \\
0 & \sum_{i=1}^{n} \tilde{L}_{n,i}^{2} & 0 \\
0 & 0 & 0
\end{pmatrix}
= \begin{pmatrix}
I_{n-1} & (L_{n,i})_{1 \leq i \leq n-1} & 0 \\
0 & L_{n,n} & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

we conclude by induction and get the following result which is known as the Bartlett’s decomposition (see Kshirsagar [17] or Kabe [16]).

Corollary 18 — \textbf{Bartlett’s Decomposition of central Wishart distributions.} With the notations above,

\[
\begin{pmatrix}
(L_{i,j})_{1 \leq i,j \leq n} & 0 \\
0 & 0
\end{pmatrix}
\sim WIS_{d}(0, \alpha, 0, I_{d}^{\alpha}; 1).
\]

Therefore, the identity given by Proposition [13] that we have obtained by a remarkable splitting of the infinitesimal generator extends in a natural way the Bartlett’s decomposition to non-central Wishart distributions.

2.3.3 \textbf{Exact simulation for} \( WIS_{d}(x, \alpha, b, a; t) \)

Now, thanks to the identity in law [12], we get an exact simulation scheme for \( WIS_{d}(x, \alpha, b, a; t) \). The associated algorithm is given below. To the best of our knowledge, this is the first exact simulation method for non-central Wishart distributions that works for any \( \alpha \geq d - 1 \). The existing methods in the literature mainly focus on the case \( \alpha \in \mathbb{N} \) that arises naturally in statistics. Namely, Odell and Feiveson [21] and Smith and Hocking [22] have proposed an exact simulation method for central Wishart distributions based on the Bartlett’s decomposition. Gleser [11] has given an exact simulation method for non-central Wishart distributions, also when the degree \( \alpha \) is an integer.

\textbf{Algorithm 3:} Exact simulation for \( WIS_{d}(x, \alpha, b, a; t) \)

\begin{itemize}
  \item \textbf{Input:} \( x \in S_{d}^{+}(\mathbb{R}) \), \( \alpha \geq d - 1 \), \( a, b \in \mathcal{M}_{d}(\mathbb{R}) \) and \( t > 0 \).
  \item \textbf{Output:} \( X \), sampled according to \( WIS_{d}(x, \alpha, b, a; t) \).
  \item Calculate \( q_{t} = \int_{0}^{t} \exp(sb) a^{T} \exp(sb^{T}) \exp(ds) \) and \((p, c, k_{n})\) an extended Cholesky decomposition of \( q_{t}/t \).
  \item Set \( \theta_{t} = p^{-1} \left( \begin{array}{c}
  c_{n} \\
  k_{n} \\
  I_{d-n}
\end{array} \right) \) and \( m_{t} = \exp(tb) \).
  \item \textbf{return} \( X = \theta_{t}Y\theta_{t}^{T} \), where \( Y \sim WIS_{d}(\theta_{t}^{-1}m_{t}x\theta_{t}^{-1}, \alpha, 0, I_{d}^{\alpha}; t) \) is sampled by Algorithm 2.
\end{itemize}

3 \textbf{High order discretization schemes for Wishart and semi definite positive affine processes}

Up to now we have given an exact simulation method for Wishart processes. It relies on a remarkable splitting of the infinitesimal generator given in Theorem 10. When dealing with discretization schemes, splitting operators is a powerful technique to construct schemes for SDEs from other schemes obtained on simpler SDEs. This idea of splitting originates from the seminal work of Strang [23] in the field of ODEs. As pointed by Ninomiya and Victoir [22] or Alfonsi [1], it rather easy to analyse the weak error of schemes obtained by splitting, simply by using the same arguments as Talay and Tubaro [22] for the Euler-Maruyama scheme. Thus, we will only focus on the analysis of the weak error, i.e. the error made on marginal distributions.
Up to our knowledge, there are very few papers in the literature that deal with discretization schemes for Wishart processes. Recently, Benabid et al. [8] have proposed a Monte-Carlo method to calculate expectations on Wishart processes which is based on a Girsanov change of probability. Gauthier and Possamaï [4] introduce a moment-matching scheme for Wishart processes. Both methods are well defined under some restrictions on the parameters, and there is no theoretical result on their accuracy. Currently, Teichmann [2] is working on dedicated schemes for general affine processes by approximating their characteristic functions.

This section is structured as follows. First, we recall basic results on the splitting technique to get discretization schemes for SDEs. We will take the same framework as Alfonsi [1] since it is somehow designed for affine processes. We take back the framework developed in Alfonsi ([1], Section 1) and refer to this paper for further details and proofs. Up to our knowledge, there are very few papers in the literature that deal with discretization schemes for affine processes. We introduce a moment-matching scheme for Wishart processes. Both methods are well defined under some restrictions and set:

\[ C_{\text{pol}}^\infty(\mathbb{D}) = \{ f \in C^\infty(\mathbb{D}, \mathbb{R}), \forall \gamma \in \mathbb{N}^\varsigma, \exists C_\gamma > 0, e_\gamma \in \mathbb{N}^\varsigma, \forall x \in \mathbb{D}, | \partial_\gamma f(x) | \leq C_\gamma (1 + ||x||^{e_\gamma}) \}, \]

where ||.|| is a norm on \( \mathbb{R}^\varsigma \). We will say that \((C_\gamma, e_\gamma)_{\gamma \in \mathbb{N}^\varsigma}\) is a good sequence for \( f \in C_{\text{pol}}^\infty(\mathbb{D}) \) if one has \( | \partial_\gamma f(x) | \leq C_\gamma (1 + ||x||^{e_\gamma}) \). Mainly (but not only), we will consider in this paper \( \mathbb{D} = S_d^f(\mathbb{R}) \) as a subspace of \( S_d(\mathbb{R}) \simeq \mathbb{R}^{d(d+1)/2} \). In that case, it is natural to keep the same indexation as for matrices, and we rather use the notation \( \partial_\gamma = \prod_{i+\leq j \leq d} \partial^{\gamma_{i,j}} \) for \( \gamma = (\gamma_{i,j})_{1 \leq i \leq j \leq d} \in \mathbb{N}^{d(d+1)/2} \).

**Definition 19** — Let \( b : \mathbb{D} \to \mathbb{R}^\varsigma, \sigma : \mathbb{D} \to \mathcal{M}_d(\mathbb{R}) \). The operator \( L \) defined for \( f \in C^2(\mathbb{D}, \mathbb{R}) \) by:

\[
Lf(x) = \sum_{i=1}^{\varsigma} b_i(x) \partial_i f(x) + \frac{1}{2} \sum_{i,j=1}^{\varsigma} (\sigma \sigma^T)_{i,j}(x) \partial_i \partial_j f(x)
\]

is said to satisfy the required assumptions on \( \mathbb{D} \) if the following conditions hold:

- \( \forall i, j \in \{1, \ldots, \varsigma\}, b_i(x), (\sigma \sigma^T)_{i,j}(x) \in C_{\text{pol}}^\infty(\mathbb{D}), \)

- for any \( x \in \mathbb{D} \), the SDE \( X_t^x = x + \int_0^t b(X_s^x) ds + \int_0^t \sigma(X_s^x) dW_s \) has a unique weak solution defined for \( t \geq 0 \), and thus \( P(\forall t \geq 0, X_t^x \in \mathbb{D}) = 1 \).

In the case of affine diffusions, \( b_i(x) \) and \((\sigma \sigma^T)_{i,j}(x)\) are affine functions of \( x \) and the operator satisfies the required assumption on the appropriate domain. Let us stress that if \( L \) satisfies the required assumption on \( \mathbb{D} \) and \( f \in C_{\text{pol}}^\infty(\mathbb{D}) \), all the iterated functions \( L^k f(x) \) are well defined on \( \mathbb{D} \) and belong to \( C_{\text{pol}}^\infty(\mathbb{D}) \) for any \( k \in \mathbb{N} \).

Let us turn now to discretization schemes. We will consider in this paper a final time horizon \( T > 0 \) and the regular time grid defined by \( t^N_i = iT/N, i = 0, \ldots, N \). When discretizing a Markovian process, a scheme is usually described as a way to sample the process at the next time step from its current position. Thus, we will say that \((\tilde{\mu}_x(t)(dz), t > 0, x \in \mathbb{D})\) is a family of transition probabilities on \( \mathbb{D} \) if \( \tilde{\mu}_x(t) \) is a probability law on \( \mathbb{D} \) for any time-step \( t > 0 \) and any position \( x \in \mathbb{D} \). Then, a discretization scheme on the regular time grid associated to this family starting from \( x_0 \in \mathbb{D} \) is simply a sequence \((\tilde{X}_{t^N_i}^x, 0 \leq i \leq N)\) of \( D \)-valued random variables such that:

- \( \tilde{X}_{t^N_i}^x = x_0, \)
the law of $\hat{X}_{t_i}^{N_i}$ is sampled according to $\hat{p}_{X_i}^{N} (T/N)(dz)$ independently from the previous samples, i.e.

$$E[f(\hat{X}_{t_i}^{N_i})|(\hat{X}_{t_{j}}^{N_j}, 0 \leq j \leq i)] = \int_D f(z)\hat{p}_{X_{t_i}^{N_i}}^{N_i}(T/N)(dz)$$

for any bounded measurable function $f : D \to \mathbb{R}$.  

Up to the initial condition, the discretization scheme ($\hat{X}_{t_i}^{N_i}, 0 \leq i \leq N$) is entirely characterized by ($\hat{p}_x(t)(dz), t > 0, x \in \mathbb{D}$). With a slight abuse of language, we will then say that ($\hat{p}_x(t)(dz), t > 0, x \in \mathbb{D}$) is a scheme on $\mathbb{D}$. We will denote by $X_t^\nu$ a random variable on $\mathbb{D}$ which is sampled according to $\hat{p}_x(t)$.

**Definition 20** — Let $L$ be an operator that satisfies the required assumption on $\mathbb{D}$. A scheme ($\hat{p}_x(t)(dz), t > 0, x \in \mathbb{D}$) is a potential weak $\nu$-th-order scheme for the operator $L$ if for any function $f \in C^\infty_{pol}(\mathbb{D})$ with a good sequence $(C, \epsilon, \gamma, \eta)_{\gamma \in \mathbb{N}^3}$, there exist positive constants $C, E, \nu$ such that

$$\forall t \in (0, \eta), \left| E[f(\hat{X}_t^\nu)] - \left[ f(x) + \sum_{k=1}^\nu \frac{1}{k!} L_k f(x) \right] \right| \leq C t^{\nu+1} (1 + ||x||^E).$$

(30)

When the coefficients of the SDE have a sublinear growth, we can check that the exact scheme (i.e. $\hat{X}_t^\nu = X_t^\nu$, where ($X_t^\nu, t \geq 0$) solves the SDE associated to $L$) is a potential $\nu$-th-order scheme for any order $\nu \in \mathbb{N}$ (\textbf{1}), Proposition 1.12). In that case, (30) is then clearly equivalent to:

$$\exists C, E, \nu > 0, \forall t \in (0, \eta), \left| E[f(\hat{X}_t^\nu)] - E[f(X_t^\nu)] \right| \leq C t^{\nu+1} (1 + ||x||^E).$$

In practice, having a potential weak $\nu$-th-order scheme for the operator $L$ is the main requirement to get a weak error of order $\nu$. This is precised by the following theorem that relies on the idea developed by Talay and Tubaro [24].

**Theorem 21** — Let us consider an operator $L$ that satisfies the required assumptions on $\mathbb{D}$ and a discretization scheme ($\hat{X}_{t_i}^{N_i}, 0 \leq i \leq N$) with transition probabilities $\hat{p}_x(t)(dz)$ on $\mathbb{D}$ that starts from $\hat{X}_{t_{i_0}}^{N_{i_0}} = x_0 \in \mathbb{D}$. We assume that

1. $\hat{p}_x(t)(dz)$ is a potential weak $\nu$-th-order scheme for the operator $L$,

2. the scheme has bounded moments, i.e.:

$$\forall q \in \mathbb{N}^*, \exists N(q) \in \mathbb{N}, \sup_{N \geq N(q), 0 \leq t \leq N} E[||\hat{X}_t^{N_i}||^q] < \infty, \quad (31)$$

3. $f : D \to \mathbb{R}$ is a function such that $u(t, x) = E[f(X_{t-}^\nu)]$ is defined on $[0, T] \times \mathbb{D}$, $C^\infty$, solves $\forall t \in [0, T], \forall x \in \mathbb{D}, \partial_t u(t, x) = -Lu(t, x)$, and satisfies:

$$\forall t \in \mathbb{N}, \gamma \in \mathbb{N}^3, \exists C_{t, \gamma}, \epsilon_{t, \gamma} > 0, \forall x \in \mathbb{D}, t \in [0, T], \ |\partial_t^\gamma \partial_{\gamma} u(t, x)| \leq C_{t, \gamma} (1 + ||x||^{\epsilon_{t, \gamma}}).$$

(32)

Then, there is $K > 0, N_0 \in \mathbb{N}$, such that $E[f(\hat{X}_t^{N_i})] - E[f(X_t^\nu)] \leq K/N^\nu$ for $N \geq N_0$.

Let us mention that condition (31) is slightly weakened with respect to Theorem 1.9 in \textbf{1}. However, we can check that (31) is in fact sufficient to make work the proof of this theorem given in \textbf{1}.

Let us comment briefly the hypothesis of this theorem. The boundedness of the moments (31) holds as soon as the coefficients of the SDE have a sublinear growth (see Lemma 12 in Appendix \textbf{D}). It is instead much more technical to get the bounds (32) on the derivatives of $u$. In their original paper, Talay and Tubaro have considered stronger assumptions on $b$ and $\sigma$ (namely, $C^\infty$ with bounded derivatives) to get such bounds. In the case of Wishart processes, we are able to get (32) when $f \in C^\infty_{pol}(\mathcal{S}_2(\mathbb{R}))$ by using the explicit
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Let \( \tilde{\nu} \) with a sample according to a potential weak discretization scheme \( \nu \) and we set:

\[
\tilde{\nu}(t_m) = \tilde{\nu}(t_{m-1}) \circ \cdots \circ \tilde{\nu}(t_1)(dz),
\]

which is the law obtained when one uses first use scheme 1 with a time step \( t_1 \) and then scheme 2 with a time step \( t_2 \) with independent samples. More generally, if one has \( m \) transition probabilities \( \tilde{\nu}_1, \ldots, \tilde{\nu}_m \) on \( \mathbb{D} \), we define

\[
\tilde{\nu}^m(t_m) = \tilde{\nu}^m(t_{m-1}) \circ \cdots \circ \tilde{\nu}^m(t_1)(dz).
\]

**Proposition 22** — Let \( L_1, L_2 \) be two operators satisfying the required assumption on \( \mathbb{D} \). Let \( \tilde{\nu}_1 \) and \( \tilde{\nu}_2 \) be respectively two potential weak \( \nu \)-th-order schemes on \( \mathbb{D} \) for \( L_1 \) and \( L_2 \).

- If \( L_1 L_2 = L_2 L_1 \), \( \tilde{\nu}^2(t) \circ \tilde{\nu}_1(t)(dz) \) is a potential weak \( \nu \)-th-order discretization scheme for \( L_1 + L_2 \).
- If \( \nu \geq 2 \), \( \tilde{\nu}^2(t/2) \circ \tilde{\nu}_1(t) \circ \tilde{\nu}_2(t/2) \) and \( \frac{1}{2} (\tilde{\nu}^2(t) \circ \tilde{\nu}_1(t) + \tilde{\nu}_1(t) \circ \tilde{\nu}_2(t)) \) are potential weak second order schemes for \( L_1 + L_2 \).

### 3.2.1 A potential weak \( \nu \)-th-order scheme associated to \( L_1 \)

In this paragraph, we present a potential weak \( \nu \)-th-order scheme for the generator of \( \text{WIS}_d(x, \alpha, 0, I^1) \). Roughly speaking, we obtain this scheme from the exact scheme given by Theorem 13 and Corollary 14 by replacing the Gaussian random variables with moment matching variables and the exact CIR distribution with a sample according to a potential weak \( \nu \)-th order scheme for the CIR.

**Theorem 23** — Let \( x \in \mathbb{S}_d^+(\mathbb{R}) \) and \( (c_r, k_r, p) \) be an extended Cholesky decomposition of \( (x_{1,i})_{2 \leq i, j \leq d} \). We set \( \pi = \begin{pmatrix} 1 & 0 \\ 0 & p \end{pmatrix} \) and \( \tilde{x} = \pi x \tilde{\pi}^T \), so that \( \tilde{x} = \begin{pmatrix} c_r & 0 \\ k_r^T & k_r^T \end{pmatrix} \begin{pmatrix} c_r \\ 0 \end{pmatrix} \). Like in Theorem 13, we have

\[
u(1,1) = \tilde{x}(1,1) - \sum_{k=1}^{r} (u_{(1,k+1)})^2 \geq 0, \text{ where } (u_{(1,t+1)})_{1 \leq t \leq r} = c_r^{-1}(\tilde{x}(1,t+1))_{1 \leq t \leq r},
\]

and we set \( u_{(1,i)} = 0 \) if \( r + 2 \leq i \leq d \) and \( u_{(i,j)} = \tilde{x}(i,j) \) if \( i, j \geq 2 \). Let \( (\tilde{G})_{1 \leq i \leq r} \) be a sequence of independent real variables with finite moments of any order such that:

\[
\forall i \in \{1, \ldots, r\}, \forall k \leq 2\nu + 1, E[|\tilde{G}|^k] = E[G^k], \text{ where } G \sim \mathcal{N}(0, 1).
\]

Let \( (\tilde{U}^n_{t})_{(i,j)} \) be sampled independently according to a potential weak \( \nu \)-th-order scheme for the CIR process \( d(U^n_{t})_{(1,i)} = (\alpha - r)dt + 2\sqrt{(U^n_{t})_{(1,i)}}dZ_t \) starting from \( u_{(1,1)} \) and that satisfies the immersion property (Definition 12). We set:

\[
(U^n_{t})_{(i,j)} = u_{(i,j)} + \sqrt{t}\tilde{G}^{i}, \quad 2 \leq i \leq r + 1, \quad (U^n_{t})_{(1,i)} = 0, \quad r + 2 \leq i \leq d, \quad (U^n_{t})_{(i,j)} = u_{(i,j)} \text{ if } i, j \geq 2.
\]
Then, the scheme defined by $X_t^n = \pi^T h_r(U^n)\pi$ is a potential $\nu$th-order scheme for $L_1$, where the function $h_r$ is defined by (23).

The proof of this result is technical and requires further definitions. It is left in Appendix 24. Second and third order schemes for the CIR process that satisfy the immersion property can be found in Alfonsi [1] (see Corollary 4). We can therefore get second (resp. third) order schemes for $L_1$ by taking any variables that matches the five (resp. the seven) first moments of $\mathcal{N}(0, 1)$. This can be obtained by taking

$$P(\hat{\mathcal{C}}^i = \sqrt{3}) = P(\hat{\mathcal{C}}^i = -\sqrt{3}) = \frac{1}{6} \quad \text{and} \quad P(\hat{\mathcal{C}}^i = 0) = \frac{2}{3}$$

(resp. $P\left(\hat{\mathcal{C}}^i = \varepsilon \sqrt{3 + \sqrt{6}}\right) = \frac{\sqrt{6} - 2}{4\sqrt{6}} \quad P\left(\hat{\mathcal{C}}^i = \varepsilon \sqrt{3 - \sqrt{6}}\right) = \frac{1}{2}\frac{\sqrt{6} - 2}{4\sqrt{6}}, \varepsilon \in \{-1, 1\}$). \hspace{2cm} (34)

### 3.2.2 A potential weak $\nu$th-order scheme associated to $WIS_d(x, \alpha, 0, I^n_d)$

From Theorem [3], we know that the infinitesimal generator of $WIS_d(x, \alpha, 0, I^n_d)$ is given by $L = \sum_{i=1}^n L_i$, where the operators $L_i$ are the same as $L_1$ up to the permutation of the first and $i^{th}$ coordinate. Moreover, these operators are commuting. Thus, if $\pi^{1+i}$ denotes the associated permutation matrix and $\hat{X}_t^n$ is the potential $\nu$th-order scheme defined by Theorem 23,

$$\pi^{1+i} \hat{X}_t^n x^{1+i} x^{1+i} \pi^{1+i}$$

is a potential $\nu$th-order scheme for $L_i$.

We then get a potential $\nu$th-order scheme for $L$ thanks to Proposition 22.

**Corollary 24** — Let $\hat{\mathcal{P}}^i_x, i \in \{1, \ldots, d\}$ be potential weak $\nu$th-order scheme for $L_i$. Then for any $n \leq d$,

$$\hat{\mathcal{P}}^n(t) \circ \cdots \circ \hat{\mathcal{P}}^1_x(t)(dz)$$

defines a potential weak $\nu$th-order scheme for $WIS_d(x, \alpha, 0, I_d^n)$.

**Remark 25** — Let $\varepsilon > 0$ and $\hat{X}_t^n$ be a potential weak $\nu$th-order scheme for $WIS_d(x, \alpha, 0, I^n_d)$. Since $x + \varepsilon t^\nu 1_d$ is a potential weak $\nu$th-order scheme for the operator $L = 0$, we easily get by scheme composition (Proposition 23) that $\hat{X}^n_{t + \varepsilon t^\nu 1_d}$ is also a potential weak $\nu$th-order scheme for $WIS_d(x, \alpha, 0, I^n_d)$. This scheme starts from an invertible initial condition, and by Remark 7, we only make in that case usual Cholesky decompositions on invertible matrices.

### 3.2.3 A weak $\nu$th-order scheme for Wishart processes $WIS_d(x, \alpha, b, a)$

Now that we have a potential $\nu$th-order scheme for $WIS_d(x, \alpha, 0, I^n_d)$, we are in position to construct a scheme for any Wishart process $WIS_d(x, \alpha, b, a)$ thanks to the identity (12). Unfortunately, we need to make some technical restrictions on $a$ and $b$ (namely, $a \in \mathcal{G}_d(\mathbb{R})$ or $b^T a = a^T b$) to show that we get like this a potential $\nu$th-order scheme. We however believe that this is rather due to our analysis of the error and that the scheme converges as well without this restriction. We mention in next section a second order scheme based on Corollary 8 for which we can make our error analysis for any parameters.

**Proposition 26** — Let $t > 0, a, b \in \mathcal{M}_d(\mathbb{R})$ and $\alpha \geq d-1$. Let $m_t \in \mathcal{G}_d(\mathbb{R})$ and $a \in \mathcal{G}_d(\mathbb{R})$ or $b^T a = a^T b$ commute. We define

- if $n = d$, $\theta_t$ as the (usual) Cholesky decomposition of $q_t/t$,
that commute, we have
\[ K \]

From (36), we get that there is a constant \( C \) such that:
\[ \text{for } t \in (0, \eta), \max(\|\theta_t\|, \|\theta_t\|^{-1}) \leq K. \]  

When \( n = d \), \( q_t/t \) is definite positive as a convex combination of definite positive matrices and the usual Cholesky decomposition is well defined. Moreover, \( \text{for } t \to 0^+ \), \( \theta_t \) becomes invertible when \( t \to 0^+ \). When \( n < d \), we have assumed in addition that \( b \) and \( a^T \theta_t \) commute. Therefore, \( q_t = a^T \theta_t \) goes to \( a^T a \) which is invertible when \( t \to 0^+ \).

First, let us check that:
\[ a \in C_{\text{pol}}(S_d^2(\mathbb{R})). \]

Let \( X_t^* \sim WIS_d(x, \alpha, b, a, t) \). Since the exact scheme is a potential \( \nu \)-th-order scheme, there are constants \( C, E, \eta > 0 \) depending only on a good sequence of \( f \) such that
\[ \forall t \in (0, \eta), \| f(X_t^*) \| \leq C t^{\nu + 1} (1 + \| x \|^E). \]  

On the other hand we have from Proposition 3
\[ E[f(X_t^*)] - E[f(X_t^*)] = E[f(\theta_t Y_t^{\theta_t^{-1} \theta_t^T})] - E[f(\theta_t Y_t^{\theta_t^{-1} \theta_t^T})]. \]  

Let us introduce \( f_\theta(y) := f(\theta y \theta^T) \in C_{\text{pol}}(S_d^2(\mathbb{R})). \) By the chain rule, we have \( \partial_i f_\theta(y) = \text{Tr}[\theta_i (e_i^j + \frac{1}{2} e_{i,j}^k) \theta_j f(y \theta^T) \partial f(y \theta^T)] \), where \( (\partial f(x))_{k,l} = (\frac{1}{2} k_{l,k} + \frac{1}{2} k_{l,k}) \partial_i f(x) \) and \( e_{i,j}^k = (\frac{1}{2} k_{l,k})_{i,j} \). From [35], we see that there is a good sequence \( (C_\gamma, c_\gamma)_{\gamma \in \mathbb{N}(d+1)/2} \) that can be obtained from a good sequence of \( f \) such that:
\[ \forall t \in (0, \eta), \forall y \in S_d^2(\mathbb{R}), |\partial_i f_\theta(y)| \leq C_\gamma (1 + \| y \|^{c_\gamma}). \]

Therefore, we get that there are constants still denoted by \( C, E, \eta > 0 \) such that
\[ \forall t \in (0, \eta), \| f(\theta_t Y_t^{\theta_t^{-1} \theta_t^T}) - E[f(\theta_t Y_t^{\theta_t^{-1} \theta_t^T})] \| \leq C t^{\nu + 1} (1 + \| \theta_t^{-1} m_x m_t^T \theta_t^{-1} \| E). \]  

From (36), we get that there is a constant \( K' > 0 \) such that \( \| \theta_t^{-1} m_x m_t^T \theta_t^{-1} \| E \leq K' \| x \|^E \) for \( t \in (0, \eta) \). Thus, we get the result by gathering [33], [33] and [33].
Now, we want to show thanks to Theorem 27 that the scheme given by Proposition 26 gives indeed a weak error of order $\nu$. However, if we exclude the exact simulation of the CIR, we only have at our disposal (up to our knowledge) at most a third order scheme for the CIR (see [1]). It seems thus fair to state the result on the weak error in that case.

**Theorem 27** — Let $(X^x_t)_{t \geq 0} \sim WIS_d(x,\alpha,b,a)$ such that either $a \in G_d(\mathbb{R})$ or $a^T ab = ba^T a$, and $f \in C^\infty_{\text{pol}}(S_d(\mathbb{R}))$. Let $(\bar{X}^N_t, 0 \leq i \leq N)$ be sampled with the scheme defined by Proposition 26 with the third order scheme for the CIR given in Proposition 27 and starting from $x \in S_d^+(\mathbb{R})$. Then,

$$\exists C, N_0 > 0, \forall N \geq N_0, |E[f(\bar{X}^N_t)] - E[f(X^x_t)]| \leq C/N^3.$$

**Proof:** The conditions of Theorem 21 are satisfied thanks to Propositions 26, 43 and Lemma 36. \hfill $\square$

### 3.3 Second order schemes for affine diffusions on $S_d^+(\mathbb{R})$

In this part, we present two different potential second order schemes for general affine processes. The first one is well-defined without any restriction on the parameters. The second one is faster but requires to assume in addition that $\bar{a} - da^T a \in S_d^+(\mathbb{R})$.

Let $(X^x_t)_{t \geq 0} \sim AFF_d(x,\bar{\pi},B,a)$. Thanks to Corollary 3, there is $u \in G_d(\mathbb{R})$ and a diagonal matrix $\bar{\sigma}$ such that $\bar{\pi} = u^T \bar{\sigma} u$, $a^T a = u^T I_d^\theta u$ and we have:

$$(X^x_t)_{t \geq 0} \overset{\text{law}}{=} (u^T Y_t^{(u^{-1})T xu^{-1}} u)_{t \geq 0}, \text{ where } Y^u_t \sim AFF_d(y,\bar{\sigma},B,u,I_d^\theta).$$

**Lemma 28** — If $\bar{Y}^u_t$ is a potential $\nu$th-order scheme for $AFF_d(y,\bar{\sigma},B,u,I_d^\theta)$, then $u^T \bar{Y}_t^{(u^{-1})T xu^{-1}} u$ is a potential $\nu$th-order scheme for $AFF_d(x,\bar{\pi},B,a)$.

**Proof:** Let $f \in C^\infty_{\text{pol}}(S_d^+(\mathbb{R}))$. We then have $x \mapsto f(u^T xu) \in C^\infty_{\text{pol}}(S_d^+(\mathbb{R}))$. Since $u$ is fixed, there are constants $C, \eta, E$ depending only on a good sequence of $f$ such that for $t \in (0, \eta)$, $|E[f(u^T \bar{Y}_t^{(u^{-1})T xu^{-1}} u)] - E[f(X^x_t)]| = |E[f(u^T \bar{Y}_t^{(u^{-1})T xu^{-1}} u)] - E[f(u^T Y_t^{(u^{-1})T xu^{-1}} u)]| \leq Ct^{\nu+1}(1 + |(u^{-1})T xu^{-1}|^E) \leq Ct^{\nu+1}(1 + \|x\|^E)$, for some constant $C' > C$. \hfill $\square$

We now focus on finding a scheme for $AFF_d(y,\bar{\pi},B,u,I_d^\theta)$. Since $\bar{\sigma}$ is a diagonal matrix such that $\bar{\sigma} - (d-1)I_d^\theta \in S_d^+(\mathbb{R})$, we have

$$\delta_{\min} : = \min_{1 \leq i \leq n} \bar{\sigma}_{i,i} \geq d - 1.$$  

From Corollary 3, we can write the infinitesimal generator of $Y^u_t$

$$L = \text{Tr}([\bar{\sigma} + B(x)]D^S) + 2\text{Tr}(xD^SI_d^\theta D^S) = \text{Tr}( [\bar{\sigma} - \delta_{\min} I_d^\theta + B(x)]D^S ) + \delta_{\min} \text{Tr}(D^{2S}) + 2\text{Tr}(uD^SI_d^\theta D^S)$$

as the sum of the infinitesimal generator of $WIS_d(x,\delta_{\min},0,I_d^\theta)$ and of the generator of the affine ODE

$$x'(t) = \bar{\sigma} - \delta_{\min} I_d^\theta + B_u(x(t)).$$

Of course, this ODE can be solved explicitly. Moreover, we know by Lemma 15 that if $x(0) = x \in S_d^+(\mathbb{R})$, the solution of this ODE remains in $S_d^+(\mathbb{R})$ since Assumption (i) holds for $B_u$ and $\bar{\sigma} - \delta_{\min} I_d^\theta \in S_d^+(\mathbb{R})$. We denote by $p_x^{ODE}(t)$ the Dirac mass at $x(t)$: this is an exact scheme for $L_{ODE}$. Thanks to Proposition 26, we get the following result.
Proposition 29 — Let \( p^w(x) \) denote a potential second order scheme for \( WIS_d(x, \delta_{\min}, 0, I^n_d) \). With the notations above, the following schemes

\[
\frac{1}{2} p^{ODE}(t) \circ p^w(t) + \frac{1}{2} p^w(t) \circ p^{ODE}(t) \quad \text{and} \quad p^{ODE}(t/2 \circ p^w(t) \circ p^{ODE}(t/2)
\]

are potential second order scheme for the affine process \( AFF_d(x, \bar{\delta}, B_n, I^n_d) \).

By combining Lemma 28 and Proposition 29, we get a potential second order scheme for any affine process. In the numerical experiments in Section 3, we have used the composition \( p^{ODE}(t/2) \circ p^w(t) \circ p^{ODE}(t/2) \) even though the other one would have worked as well.

Let us stress now that different splitting from (40) are possible. For example, we could have chosen instead

\[
L = \text{Tr}(\delta - dI^n_d + B_n(x))D^S) + \beta \text{Tr}(D^S) + 2\text{Tr}(xD^S I^n_d D^S)
\]

for any \( \beta \in [d-1, \delta_{\min}] \). When \( \bar{\delta} - d\alpha a \in S^1_d(R) \) (or equivalently when \( \delta - dI^n_d \in S^1_d(R) \)), the following splitting

\[
L = \text{Tr}(\delta - dI^n_d + B_n(x))D^S) + \text{Tr}(D^S) + 2\text{Tr}(xD^S I^n_d D^S)
\]

is really interesting. Indeed it is known from Bru [4] that Wishart processes can be seen as the square of an Ornstein-Uhlenbeck process on matrices and can be simulated very efficiently. More precisely, we will use the following result.

Proposition 30 — Let \( x \in S^2_d(R) \) and \( c \in M_d(R) \) be such that \( c^T c = x \). Then, the process \( X^c_t = (c + W_t I^n_d)^T(c + W_t I^n_d) \) satisfies

\[
(X^c_t)_{t \geq 0} \text{ is } WIS_d(x, d, 0, I^n_d).
\]

If \( \hat{G} \) denote a d-by-d matrix with independent elements sampled according to (33), \( \hat{X}^c_t = (c + \sqrt{\hat{G}} I^n_d)^T(c + \sqrt{\hat{G}} I^n_d) \) is a potential second order scheme for \( WIS_d(x, d, 0, I^n_d) \).

Proof : We have by using Itô calculus \( dX^c_t = (c + W_t I^n_d)^T dW_t I^n_d + I^n_d dW_t(c + W_t I^n_d) + dI^n_d dt \). By using Lemma 2, the quadratic covariation of \( (X^c_t)_{i,j} \) and \( (X^c_t)_{m,n} \) is given by \( d((X^c_t)_{i,j}, (X^c_t)_{m,n}) = (X^c_t)_{i,m}(I^n_d)_{j,n} + (X^c_t)_{i,n}(I^n_d)_{j,m} + (X^c_t)_{j,m}(I^n_d)_{i,n} + (X^c_t)_{j,n}(I^n_d)_{i,m} \). Therefore, \( (X^c_t)_{t \geq 0} \) solves the same martingale problem as \( WIS_d(x, d, 0, I^n_d) \), which is known to have a unique solution from Cuchiero et al. [6].

Let us show now that \( \hat{X}^c_t \) is a potential second order scheme. We can see \( c + \sqrt{\hat{G}} I^n_d \) as the Ninomiya-Victoir scheme with moment-matching variables (see Theorem 1.18 in [6]) associated to \( \frac{1}{2} \sum_{i=1}^d \sum_{j=1}^d \hat{\theta}_{i,j}^2 \) on \( M_d(R) \). Let \( f \in C^\infty_{pol}(S^2_d(R)) \). Then, \( x \in M_d(R) \mapsto f(x^T x) \in C^\infty_{pol}(M_d(R)) \) and there are constants \( C, E, \eta > 0 \) depending only on a good sequence of \( f \) such that:

\[
\forall t \in (0, \eta), |E[f((c + \sqrt{\hat{G}} I^n_d)^T(c + \sqrt{\hat{G}} I^n_d))] - E[f((c + W_t I^n_d)^T(c + W_t I^n_d))]| \leq Ct^{\nu+1}(1 + ||c||^E).
\]

Let us observe now that the Frobenius norm of \( c \) is \( \sqrt{\text{Tr}(c^T c)} = \sqrt{\text{Tr}(x)} \leq \sqrt{d + \text{Tr}(x^2)} \leq \sqrt{d + \sqrt{\text{Tr}(x^2)}}. \) Therefore, for any norm, there is a constant \( K > 0 \) such that \( ||c|| \leq K(1 + ||x||) \), which gives the result.

Corollary 31 — We assume that \( \bar{\delta} - dI^n_d \in S^1_d(R) \). Let \( p^{WIS}(t) \) denote the second order scheme of Proposition 30 and \( p^{ODE}(s) \) be the exact scheme for the ODE associated to \( \text{Tr}(\bar{\delta} - dI^n_d + B_n(x))D^S) \). Then,

\[
\frac{1}{2} p^{ODE}(t) \circ p^{WIS}(t) + \frac{1}{2} p^{WIS}(t) \circ p^{ODE}(t) \quad \text{and} \quad p^{ODE}(t/2) \circ p^{WIS}(t) \circ p^{ODE}(t/2)
\]

are potential second-order scheme for \( AFF_d(x, \bar{\delta}, B_n, I^n_d) \).
The scheme given by Lemma 28 and Corollary 31 is not well-defined when \( \alpha - da^T a \not\in S_+^d (R) \). When it is defined, it is however more efficient than the scheme given by Proposition 29 and Lemma 31. We have already mentioned in subsection 2.3.1 that the exact scheme has a cost of \( O(d^4) \). Similarly, the schemes given by Propositions 26 and 29 have a cost of \( O(d^3) \) operations. On the contrary, the scheme given by Proposition 31 only requires one Cholesky decomposition. Thus, the scheme given by Lemma 28 and Corollary 31 has a complexity in \( O(d^2) \). We will illustrate this in the next section.

We conclude this section by mentioning that in the case of Wishart processes, we can show that the weak error is indeed of order 2 thanks to Theorem 21, Lemma 36 and Proposition 43.

**Theorem 32** — Let \( (X_t^i)_{t \geq 0} \sim WIS_d(x, \alpha, b, a) \). Let \( (\hat{X}_{i,N}^N, 0 \leq i \leq N) \) be the scheme starting from \( x \) which is sampled either by the scheme defined by Lemma 28 and Proposition 29 (with the second order scheme for the CIR given in [1]) or, if we have in addition \( \alpha \geq d \), by the scheme given by Lemma 28 and Corollary 31. Then,

\[
\exists C, N_0 > 0, \forall N \geq N_0, |E[f(\hat{X}_{i,N}^N)] - E[f(X_i^i)]| \leq C/N^2.
\]

### 4 Numerical results on the simulation methods

The scope of this section is to compare the different simulation methods given in this paper. We still consider a time horizon \( T \) and the regular time-grid \( t^N_i = iT/N, \) for \( i = 0, \ldots, N \). In addition, we want to compare our schemes to a standard one, and we will consider the following corrected Euler-Maruyama scheme for \( A F \rho_d(x, \bar{\rho}, B, a) \):

\[
\hat{X}_{i,N}^N = x, \hat{X}_{i+1,N}^N = \hat{X}_{i,N}^N + (\bar{\rho} + B(\hat{X}_{i,N}^N))T/N + \sqrt{(\hat{X}_{i,N}^N)^\top (W_{t_{i+1}^N} - W_{t_i^N})a + a^T (W_{t_{i+1}^N} - W_{t_i^N})^T} \sqrt{(\hat{X}_{i,N}^N)^+}, 0 \leq i \leq N-1.
\]

Here, \( \hat{x}^+ \) denotes the matrix that has the same eigenvalues as \( x \) with the same eigenvalue if it is positive and a zero eigenvalue otherwise. Namely, we set \( x^+ = \text{odiag}(\lambda_1^+, \ldots, \lambda_d^+)T^T \) for \( x = \text{odiag}(\lambda_1, \ldots, \lambda_d)T^T \). Thus, \( x^+ \) is by construction a positive semidefinite matrix and its square root is well defined. Without this positive part, the scheme above is not well defined for any realization of \( W \).

First, we compare the time required by the different schemes and the exact simulation. Then, we present numerical results on the convergence of the different schemes. Last, we give an application of our scheme to the Gourieroux-Sufana model in finance.

#### 4.1 Time comparison between the different algorithms

In this paragraph, we compare the time required by the different schemes given in this paper. As it has already been mentioned, the complexity of the exact scheme as well as the one of the second order scheme (given by Lemma 28 and Proposition 29) and the third order scheme (given by Proposition 29) is in \( O(d^4) \) for one time-step. To be more precise, they require \( O(d^4) \) operations that mainly corresponds to \( d \) Cholesky decompositions, \( O(d^2) \) generations of Gaussian (or moment-matching) variables and \( O(d) \) generations of noncentral chi-square distributions (or second or third order schemes for the CIR). The time saved by the second and third order schemes with respect to the exact scheme only comes from the generation of random variables. For example, the generation of the moment-matching variables \( [5] \) and \( [6] \) is 2.5 faster than the generation of \( N(0, 1) \) on our computer. The gain between the second or third order schemes for the CIR given in Alfonsi [1] and the exact sampling of the CIR given by Glasserman [10] is much greater, but it depends on the parameters of the CIR. When the dimension \( d \) gets larger, the absolute gain in time between the discretization schemes and the exact scheme is of course increased. However, the relative gain instead decreases to 1, because more and more time is devoted to matrix operations and Cholesky decompositions that are the same in both cases. Let us now quickly analyse the complexity of the other schemes. The second order scheme given by Lemma 28 and Corollary 31 (called “second order bis” later) has a complexity
Table 1: \( \mathbb{E}[\exp(-\text{Tr}(iv\mathbf{X}^i_N))] \) calculated by a Monte-Carlo with \( 10^6 \) samples for a Wishart process with \( a = I_d \), \( b = 0 \), \( x = 10I_d \), \( v = 0.09I_d \) and \( T = 1 \). The starred numbers are those for which the exact value is outside the 95\% confidence interval, and \( \Delta_R \) (resp. \( \Delta_I \)) gives the two standard deviations value on the real (resp. imaginary) part.


in \( O(d^3) \) operations for one Cholesky decomposition and matrix multiplications, with \( O(d^2) \) generations of Gaussian variables. The complexity of the corrected Euler scheme is of the same kind. At each time-step, \( O(d^3) \) operations are needed for matrix multiplications and for diagonalizing the matrix in order to compute the square-root of its positive part. However, diagonalizing a symmetric matrix is in practice much longer than computing a Cholesky decomposition even though both algorithms are in \( O(d^3) \). Also, one has to sample \( O(d^2) \) Gaussian variables for the Brownian increments.

In Table 4.1, we have calculated by a Monte-Carlo method one value of the characteristic function of a Wishart process. It is also known analytically thanks to (10), and we have indicated in each case the exact value. We have considered dimensions \( d = 3 \) and \( d = 10 \). We have given in each case an example where \( \alpha \geq d \) and another one where \( d - 1 \leq \alpha < d \). We have used the different algorithms presented in this paper: “2nd order bis” stands for the scheme given by Lemma 28 and Corollary 3 (with the moment-matching variables (33)), “2nd order” stands for the scheme given by Lemma 28 and Proposition 2 (with (33) and the second order scheme for the CIR given by (1)), “3rd order” stands for the scheme given by Proposition 26 (with (34) and the third order scheme for the CIR given by (1)), and “Corrected Euler” stands for the corrected Euler-Maruyama scheme presented in the beginning of this section. For the exact scheme, we have both considered the cases with one time-step \( T \) and \( N \) time-steps \( T/N \). Of course, the first case is sufficient to calculate an expectation that only depends on \( X_T \), but the second case allows to compute also pathwise
expectations. For each method, we have given the value obtained and the time needed on our computer (3000 MHz CPU).

First, let us mention that the exact value is in each case in the confidence interval except for the corrected Euler scheme. As one can expect, the exact method with one time-step is by far the quickest method to compute an expectation that only depends on the final value. We put aside this case and focus now on the generation of the whole path. We see from Table 4.1 that the second and the third order schemes require roughly the same computation time. As expected, the second order scheme bis is much faster when it is defined (i.e. when $\alpha \geq d$). On the contrary, the Euler scheme is much slower than the second and third order scheme, even though it should be faster for large $d$. This is due to the cost of the matrix diagonalization. Let us mention that the time required by the discretization schemes is proportional to $N$ and do not depend on the parameters when the dimension is given. On the contrary, the time needed by the exact scheme may change according to $\alpha$ and can increase considerably when $\alpha$ is close to $d-1$. To be more precise, the exact simulation method for the CIR given by Glasserman [10] uses a rejection sampling when the degree of freedom is lower than 1, which corresponds to the case $d-1 \leq \alpha < d$. The rejection rate can in fact be rather high, notably when the time-step gets smaller. For $N = 30$, $d = 3$ and $\alpha = 2.2$, the exact scheme is four times slower than the second order scheme and 2.5 slower than the exact scheme with $\alpha = 3.5$.

Let us mention that the time required by the discretization schemes is proportional to $N$ and do not depend on the parameters when the dimension is given. On the contrary, the time needed by the exact scheme may change according to $\alpha$ and can increase considerably when $\alpha$ is close to $d-1$. To be more precise, the exact simulation method for the CIR given by Glasserman [10] uses a rejection sampling when the degree of freedom is lower than 1, which corresponds to the case $d-1 \leq \alpha < d$. The rejection rate can in fact be rather high, notably when the time-step gets smaller. For $N = 30$, $d = 3$ and $\alpha = 2.2$, the exact scheme is four times slower than the second order scheme and 2.5 slower than the exact scheme with $\alpha = 3.5$.

Let us draw a conclusion from this time comparison between the different schemes. Obviously, we recommend to use the exact scheme when calculating expectations that depend on one or few dates. Instead, when calculating pathwise expectations of affine processes by Monte-Carlo, we would recommend to use in general the second order bis scheme when $\alpha \geq d$ and the second order (or third order for Wishart processes) when $d-1 \leq \alpha < d$.

4.2 Numerical results on the convergence

Now, we want to illustrate the theoretical results of convergence obtained in this paper for the different schemes. To do so, we have plotted for each scheme $E[\exp(-\text{Tr}(i\epsilon\hat{X}^N_t))]$ in function of the time step $T/N$. This expectation is calculated by a Monte-Carlo method. As for the time comparison, we illustrate the convergence for $d = 3$ in Figure 1 and $d = 10$ in Figure 2. Each time, we consider a case where $\alpha \geq d$ and a case where $d-1 \leq \alpha < d$, which is in general tougher. In these figures,

- scheme 1 denotes the value obtained by the exact scheme with one time-step,
- scheme 2 stands for the second order scheme given by Lemma 28 and Proposition 29,
- scheme 3 denotes the third order scheme given by Theorem 27,
- scheme 4 is the corrected Euler scheme (42).

Here, we have not plotted the convergence of the second order (bis) scheme given by Lemma 28 and Corollary 31 because it would have given almost the same convergence as the other second order scheme.

<table>
<thead>
<tr>
<th>$N$</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>10</th>
<th>16</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure 1, right</td>
<td>-0.000698</td>
<td>0.000394</td>
<td>0.033193</td>
<td>0.111991</td>
<td>0.185128</td>
<td>0.210201</td>
</tr>
<tr>
<td>Figure 2, right</td>
<td>0.494752</td>
<td>-0.464121</td>
<td>0.657041</td>
<td>0.643042</td>
<td>0.637585</td>
<td>0.619553</td>
</tr>
</tbody>
</table>

Table 2: Values obtained by the Euler scheme in the numerical experiments of Figures 1 and 2.

As expected, we observe in both Figures 1 and 2 convergences that fit our theoretical results. Namely, Scheme 2 converges in $O(1/N^2)$ and Scheme 3 converges faster in $O(1/N^3)$. In some cases such as Figure 4, Scheme 3 already matches the exact value from $N = 2$. Even though it seems to converge at a $O(1/N)$ speed, the corrected Euler scheme is clearly not competitive with respect to the other schemes. In the tough case $d-1 \leq \alpha \leq d$, the values obtained by the Euler scheme are in fact outside the figures, and we have put the corresponding values in Table 2.
between Figure 4.2, we approximate \( \mathbb{E}[\exp(-\text{Tr}(ivX_N^T))] \) in function of the time-step \( T/N \). Left: \( v = 0.05I_d \) and Wishart parameters \( x = 0.4I_d \), \( \alpha = 4.5 \), \( a = I_d \) and \( b = 0 \). Exact value: 0.054277. Right: \( v = 0.2I_d + 0.04q \) and Wishart parameters \( x = 0.4I_d + 0.2q, \alpha = 2.22, a = I_d \) and \( b = -0.5I_d \). Exact value: 0.239836. Here, \( q \) is the matrix defined by: \( q_{ij} = 1_{i \neq j} \). The width of each point represents the 95% confidence interval.

We want to conclude this section by testing numerically the convergence of our schemes when we calculate pathwise expectations. Of course, our theoretical results only bring on the weak error, but we may hope that our schemes converge also quickly when considering more intricate expectations. In Figure 4.2 we approximate \( \mathbb{E}[\max_{0 \leq t \leq T} \text{Tr}(X_t^y)] \) with the different schemes by computing the maximum on the time-grid. The convergence seems to be roughly in \( O(1/\sqrt{N}) \) for all the schemes (see Figure 4.2, left), including the exact scheme. However, the main error seems to come from the approximation of \( \max_{0 \leq t \leq T} \text{Tr}(X_t^y) \) by \( \max_{0 \leq k \leq N} \text{Tr}(X^y_{tk}) \). In fact, we have plotted in Figure 4.2 (right) the difference between \( \mathbb{E}[\max_{0 \leq k \leq N} \text{Tr}(X^y_{tk})] \) and \( \mathbb{E}[\max_{0 \leq k \leq N} \text{Tr}(X^y_{tk})] \). Then, we find convergences that are very similar to those obtained for the weak error: schemes 2 and 3 converge at a speed which is respectively compatible with \( O(1/N^2) \) and \( O(1/N^3) \). Scheme 4 seems also to give a \( O(1/N) \) convergence. It would be hasty to draw a global conclusion from this simple example. Nonetheless, the convergence of schemes 2 and 3 is really encouraging on pathwise expectations, if we put aside the problem of approximating a function of \( (X^y_t, 0 \leq t \leq T) \) by a function of \( (X^y_{tk}, 0 \leq k \leq N) \).

### 4.3 An application in finance to the Gourieroux and Sufana model

In this paragraph, we want to give a possible application of our schemes in finance. More precisely, we will consider the model introduced by Gourieroux and Sufana [13]. This is a model for \( d \) risky assets \( S^1_t, \ldots, S^d_t \). Let \((B_t, t \geq 0)\) denote a standard Brownian motion on \( \mathbb{R}^d \) that is independent from \((W_t, t \geq 0)\). Then, we consider the following dynamics for the assets:

\[
t \geq 0, 1 \leq l \leq d, \quad S^l_t = S^l_0 + \int_0^t S^l_u \, du + \int_0^t S^l_u (\sqrt{X_u} dB_u)_t,
\]

where \( X_t = X_0 + \int_0^t (\alpha \alpha^T a + bX_u + X_u b^T) \, du + \int_0^t (\sqrt{X_u} dB_u a + a^T dB_u \sqrt{X_u}) \) is a Wishart process. Here, \( (\sqrt{X_u} dB_u)_t \) is simply the \( l \)th coordinates of the vector \( \sqrt{X_u} dB_u \). We can easily check that the instantaneous
defined by (42) and in this paragraph. To compare this scheme with a more basic one, we consider the Euler-Maruyama scheme second-order convergence. To be consistent with Subsection 4.2, this scheme is denoted by scheme 2 later some conditions that we do not check here, this construction is known from Proposition 22 to preserve the following scheme a second order scheme for the Wishart process \( \text{WIS} \) i.e. we draw a Bernoulli variable of parameter 1 − 0.370 − 0.365 − 0.360 − 0.355 − 0.350 − 0.345 − 0.340. −0.335 − 0.330 − 0.325 − 0.320 − 0.315 − 0.310 − 0.305 − 0.300 − 0.295 − 0.290 − 0.285 − 0.280 − 0.275 − 0.270 − 0.265 − 0.260 − 0.255 − 0.250 − 0.245 − 0.240 − 0.235 − 0.230 − 0.225 − 0.220 − 0.215 − 0.210 − 0.205 − 0.200 − 0.195 − 0.190 − 0.185 − 0.180 − 0.175 − 0.170 − 0.165 − 0.160 − 0.155 − 0.150 − 0.145 − 0.140 − 0.135 − 0.130 − 0.125 − 0.120 − 0.115 − 0.110 − 0.105 − 0.100 − 0.095 − 0.090, \( 0 \) − 0.085 − 0.080 − 0.075 − 0.070 − 0.065 − 0.060 − 0.055 − 0.050 − 0.045 − 0.040 − 0.035 − 0.030 − 0.025 − 0.020 − 0.015 − 0.010 − 0.005. −0.000, \( x \) 0.550 0.555 0.560 0.570 0.580 0.585 0.590 0.595 0.600 0.605 0.610 0.615 0.620 0.625 0.630 0.635 0.640 0.645 0.650 0.655 0.660 0.665 0.670 0.675 0.680 0.685 0.690 0.695 0.700 0.705 0.710 0.715 0.720 0.725 0.730 0.735 0.740 0.745 0.750 0.755 0.760 0.765 0.770 0.775 0.780 0.785 0.790 0.795 0.800 0.805 0.810 0.815 0.820 0.825 0.830 0.835 0.840 0.845 0.850 0.855 0.860 0.865 0.870 0.875 0.880 0.885 0.890 0.895 0.900 0.905 0.910 0.915 0.920 0.925 0.930 0.935 0.940 0.945 0.950 0.955 0.960 0.965 0.970 0.975 0.980 0.985 0.990 0.995 1.000. −0.361586. Right: real value of \( \exp(-\frac{\text{Tr}(iv\hat{X}^N_{t,N}))}{v}) \) with \( v = 0.009I_d \) in function of \( T/N \). Wishart parameters: \( x = 0.41I_d, \alpha = 9.2, b = -0.5I_d \) and \( a = I_d \). Exact value 0.572241. The width of each point represents the 95% confidence interval.

Figure 2: \( d = 10, 10^7 \) Monte-Carlo samples, \( T = 10 \). Left: imaginary value of \( \frac{\text{E}[\exp(-\text{Tr}(iv\hat{X}^N_{t,N}))]}{v} \) with \( v = 0.009I_d \) in function of the time-step \( T/N \). Wishart parameters: \( x = 0.4I_d, \alpha = 12.5, b = 0 \) and \( a = I_d \). Exact value: \( -0.361586 \). Right: real value of \( \frac{\text{E}[\exp(-\text{Tr}(iv\hat{X}^N_{t,N}))]}{v} \) with \( v = 0.009I_d \) in function of \( T/N \). Wishart parameters: \( x = 0.41I_d, \alpha = 9.2, b = -0.5I_d \) and \( a = I_d \). Exact value 0.572241. The width of each point represents the 95% confidence interval.

quadratic covariation matrix between the log-prices of the assets is \( X_t \). Last, \( r \) denotes the instantaneous interest rate.

To simulate both assets and the Wishart matrix, we proceed as follows. We observe that the generator of \( (S_t, X_t) \) can be written as

\[
L = L^S + L^X,
\]

where \( L^S = \sum_{i=1}^{d} r S_i \partial S_i + \frac{1}{2} \sum_{i,j=1}^{d} s_{ij} x_{i,j} \partial S_i \partial S_j, \)

and \( L^X \) is the generator of the Wishart process \( \text{WIS} \). The operator \( L^S \) is associated to the SDE \( dS_i^t = r S_i^t + S_i^t (\sqrt{T}dB_t) \) that can be solved explicitly. We have indeed \( \hat{S}_i^t = S_0^t \exp[(r - x_{i,1}/2)t + (\sqrt{T}B_t)] \). Let us also remark that \( \sqrt{T}B_t \) is a centred Gaussian vector with the same covariance matrix. In practice, it is more efficient to use \( \hat{S}_i^t = S_0^t \exp[(r - x_{i,1}/2)t + (cB_t)] \) where \( c \) is computed with an extended Cholesky decomposition of \( x \) rather than calculating \( \sqrt{T} \), which requires a diagonalization. Let us then denote by \( p^S_{(s, x)}(t) \) the exact scheme for \( L^S \) (\( x \) is unchanged) and \( \hat{p}^X_{(s, x)}(t) \) a second order scheme for the Wishart process \( \text{WIS}_{d}(x, \alpha, b, a) \) (\( s \) is unchanged). Then, we consider the following scheme

\[
\frac{1}{2}(\hat{p}^X(t) \circ \hat{p}^S_{(s, x)}(t) + \hat{p}^S(t) \circ \hat{p}^X_{(s, x)}(t)),
\]

i.e. we draw a Bernoulli variable of parameter 1/2 to decide whether we use first \( \hat{p}^X_{(s, x)}(t) \) or \( \hat{p}^S_{(s, x)}(t) \). Under some conditions that we do not check here, this construction is known from Proposition 22 to preserve the second-order convergence. To be consistent with Subsection 4.2, this scheme is denoted by scheme 2 later in this paragraph. To compare this scheme with a more basic one, we consider the Euler-Maruyama scheme defined by \( \hat{S}_i^t \) and

\[
\hat{S}_i^{t,N} = S_0^t, \quad \hat{S}_i^{t+1,N} = \hat{S}_i^{t,N} \left( 1 + r T/N + \frac{\sqrt{X_N}}{\sqrt{T}(B_{i+1}^{N} - B_i^{N})} \right), \quad 0 \leq i \leq N - 1.
\]
Figure 3: \( d = 3 \), \( 10^7 \) Monte-Carlo samples, \( T = 1 \). Wishart parameters \( x = 0.4I_d + 0.2q \) with \( q_{i,j} = 1_{i \neq j} \), \( \alpha = 2.2 \), \( b = 0 \) and \( a = I_d \). Left, \( E[\max_{0 \leq k \leq N} \text{Tr}(X_{k}^N)] \), right: \( E[\max_{0 \leq k \leq N} \text{Tr}(X_{k}^N)] - E[\max_{0 \leq k \leq N} \text{Tr}(\hat{X}_{k}^N)] \) in function of \( T/N \). The width of each point gives the precision up to two standard deviations.

It is denoted by scheme 4 like in Subsection 4.2.

We have plotted in Figure 4.3 the price of a put option on the maximum of two risky assets \( (d = 2) \). The Gourieroux and Sufana model is an affine model, and the characteristic function of \( S_t \) is explicitly known (see [13]). Thus, it is possible to adapt the method proposed by Carr and Madan [5] and to calculate by numerical integration (which is possible for small dimensions) the value of this put option. We have given in Figure 4.3 the exact value obtained by this method. As one might have guessed, we observe a quadratic convergence for scheme 2 and a linear convergence for scheme 4. The benefit of using scheme 2 is clear since it already fits with the exact value from \( N = 5 \) in both cases: its convergence is really satisfactory.

5 Conclusion and prospects

Let us draw a brief summary of this paper. Thanks to a remarkable splitting of the infinitesimal generator of Wishart processes, we have been able to sample exactly any Wishart distribution. We have also proposed a third order scheme for Wishart processes and a second order scheme for general affine diffusions. We have confirmed these rates of convergence with numerical tests and analysed the time complexity of each method. It comes out that we recommend to use the exact scheme to compute expectations that depend on one (or few) times. To calculate pathwise expectations, we instead recommend generally to use discretization schemes. More precisely, the second order scheme given by Lemma 28 and Corollary 31 has to be preferred when \( \alpha \geq d \). Otherwise, we recommend to use the third order scheme given by Theorem 27 for Wishart processes or the second order scheme given by Lemma 28 and Proposition 29 for general affine diffusions.

Let us give now some prospects of this work. As a possible continuation of this paper, it is natural to wonder if it is possible to extend our schemes to affine diffusions on positive semidefinite matrices that include jumps (see Cuchiero et al. [6]). From a modelling point of view, we believe that Wishart processes could be used in a wide range of applications. In fact, they can be used as soon as one has to model dependence. Thus, we hope that the possibility of sampling such processes will stimulate different kinds of dependence models.
Figure 4: $E[e^{-rT}(K - \max(\tilde{S}^{1,N}, \tilde{S}^{2,N}))^+]/$ in function of $T/N$. $d = 2$, $T = 1$, $K = 120$, $S^1_0 = S^2_0 = 100$, and $r = 0.02$. Wishart parameters: $x = 0.04I_d + 0.02q$ with $q_{i,j} = 1_{i \neq j}$, $a = 0.2I_d$, $b = 0.5I_d$ and $\alpha = 4.5$ (left), $\alpha = 1.05$ (right). The width of each point gives the precision up to two standard deviations ($10^6$ Monte-Carlo samples).
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A Notations and some results on matrices

Notations for real matrices :

- For \( d, d' \in \mathbb{N}^* \), \( M_d(\mathbb{R}) \) denotes the real \( d \) square matrices and \( M_{d \times d'}(\mathbb{R}) \) the real matrices with \( d \) rows and \( d' \) columns.
- \( S_d(\mathbb{R}) \), \( S_d^+(\mathbb{R}) \), \( S_d^{++}(\mathbb{R}) \), and \( G_d(\mathbb{R}) \) denote respectively the set of symmetric, symmetric positive semidefinite, symmetric positive definite and non singular matrices.
- For \( x \in M_d(\mathbb{R}) \), \( x^T \), \( \text{adj}(x) \), \( \text{det}(x) \), \( \text{Tr}(x) \) and \( \text{Rk}(x) \) are respectively the transpose, the adjugate, the determinant, the trace and the rank of \( x \).
- For \( x \in S_d^+(\mathbb{R}) \), \( \sqrt{x} \) denotes the unique symmetric positive semidefinite matrix such that \( (\sqrt{x})^2 = x \).
- The identity matrix is denoted by \( I_d \) and we set for \( n \leq d \), \( I_n^d = (\mathbb{1}_{i=j \leq n})_{1 \leq i,j \leq d} \) and \( c_d^n = (\mathbb{1}_{i=j=n})_{1 \leq i,j \leq d} \), so that \( I_n^d = \sum_{i=1}^n e_i^d \). We also set for \( 1 \leq i \leq d \), \( e_i^d = (\mathbb{1}_{k=i, i=j})_{1 \leq k,l \leq d} \).
- For \( x \in S_d(\mathbb{R}) \), we denote by \( x_{(i,j)} \) the value of \( x_{i,j} \), so that \( x = \sum_{1 \leq i \leq j \leq d} x_{(i,j)} (e_i^d + 1_{i<j} e_j^i) \). We use both notations in the paper: notation \((x_{i,j})_{1 \leq i \leq j \leq d}\) is of course more convenient for matrix calculations while \((x_{(i,j)})_{1 \leq i \leq j \leq d}\) is preferred to emphasize that we work on symmetric matrices and that we have \( x_{i,j} = x_{j,i} \).
- For \( \lambda_1, \ldots, \lambda_d \in \mathbb{R} \), \( \text{diag}(\lambda_1, \ldots, \lambda_d) \) denotes the diagonal matrix such that \( \text{diag}(\lambda_1, \ldots, \lambda_d)_{i,i} = \lambda_i \).

Now, we present different results that are used in the paper. We first recall the extended Cholesky decomposition of positive semidefinite matrices which is used intensively and then give two other technical results.

Lemma 33 — Let \( q \in S_d^+(\mathbb{R}) \) be a matrix with rank \( r \). Then there is a permutation matrix \( p \), an invertible lower triangular matrix \( c_r \in G_r(\mathbb{R}) \) and \( k_r \in M_{d-r \times r}(\mathbb{R}) \) such that:

\[
pq \hat{p}^T = cc^T, \quad c = \begin{pmatrix} c_r & 0 \\ k_r & 0 \end{pmatrix}.
\]

The triplet \((c_r, k_r, p)\) is called an extended Cholesky decomposition of \( q \). Besides, \( \hat{c} = \begin{pmatrix} c_r & 0 \\ k_r & I_{d-r} \end{pmatrix} \in G_d(\mathbb{R}) \), and we have:

\[
q = (\hat{c}^T p) I_d^c \hat{c}^T p.
\]

The proof of this result and a numerical procedure to get such a decomposition can be found in Golub and Van Loan (\cite{12}, Algorithm 4.2.4). When \( r = d \), we can take \( p = I_d \), and \( c_r \) is the usual Cholesky decomposition.

Lemma 34 — Let \( b, c \in S_d(\mathbb{R}) \). If either \( b \in S_d^+(\mathbb{R}) \) or \( c \in S_d^+(\mathbb{R}) \), then \( I_d + ibc \) is invertible. In particular, if \( b \in S_d^{++}(\mathbb{R}) \), \( b + ic \) is invertible.

Proof: We start with the first assertion. Since \((I_d + ibc)^T = I_d + icb\), it is sufficient to check the case where \( c \in S_d^+(\mathbb{R}) \). By a way of contradiction, let us assume that there is \( x \in \mathbb{C}^d \setminus \{0\} \) such that \( x + ibcx = 0 \). We respectively denote by \( x_R \in \mathbb{R}^d \) and \( x_I \in \mathbb{R}^d \) the real and imaginary part of \( x \). One gets easily that \( x_R = bcx_I \) and \( x_I = -bcx_R \). Since \( x \neq 0 \), we have necessarily \( x_R \neq 0 \), \( cx_R \neq 0 \), \( bcx_R \neq 0 \) and \( becx_R \neq 0 \). Since \( c \) is nonnegative, we get by decomposing on an orthonormal basis that \( ecx_R x_R > 0 \) and \( becx_R bex_R > 0 \).
Then we get the following formula for the quadratic covariation:

\[ \text{obvious since } b + ic = b(I_d + ib^{-1}c). \]

B Proofs of Section 4

B.1 Proof of Lemma 2

Proof: From the SDE (2), we have

\[
(dY_t)_{i,j} = (C_t)_{i,j}dt + (B_t)dW_t\quad \text{and} \quad \text{Laplace transform can be formulated with ODE solutions. Namely, we will show that}
\]

\[ \text{However, we also have } \exp[\psi(t,v)] \quad \text{by the mean of the following exponential matrix:} \]

\[ \exp[\psi(t,v)] = \exp(\int_0^t \psi(s,t,v)ds) \]

We get the following formula for the quadratic covariation:

\[
d((Y_t)_{i,j}, (Y_t)_{m,n}) = \sum_{k,l}^d ((B_t)_{i,k}(A_t)_{l,j} + (B_t)_{j,k}(A_t)_{l,i})(B_t)_{m,k}(A_t)_{n,l} + (B_t)_{n,k}(A_t)_{m,l})dt
\]

Then we get the following formula for the quadratic covariation:

\[
d((Y_t)_{i,j}, (Y_t)_{m,n}) = \sum_{k,l}^d ((B_t)_{i,k}(A_t)_{l,j} + (B_t)_{j,k}(A_t)_{l,i})(B_t)_{m,k}(A_t)_{n,l} + (B_t)_{n,k}(A_t)_{m,l})dt
\]

\[ = \sum_{k,l}^d (B_t)_{i,k}(B_t)_{m,k}(A_t)_{n,l} + \sum_{l,k}^d (B_t)_{j,k}(B_t)_{t,m,l} + \sum_{k,l}^d (B_t)_{j,k}(B_t)_{l,m,k}(A_t)_{n,l} + \sum_{l,k}^d (B_t)_{j,k}(B_t)_{l,m,k}(A_t)_{t,i}
\]

\[ = (B_t B_t^T)_{i,m}(A_t^T A_t)_{n,j} + (B_t B_t^T)_{j,m}(A_t^T A_t)_{n,i} + (B_t B_t^T)_{j,i}(A_t^T A_t)_{m,i}.
\]

B.2 Proof of Proposition 4

Proof: Let \( v \in S_d(\mathbb{R}) \) such that \( \forall \theta \in [0,t], I_d - 2\theta v \in \mathcal{G}_d(\mathbb{R}) \). As it is usual for affine diffusions, the Laplace transform can be formulated with ODE solutions. Namely, we will show that \( E[\exp(\text{Tr}(vX_t^2))] = \exp[\phi(t,v) + \text{Tr}(\psi(t,v)x)] \), where \( \psi \) and \( \phi \) solve following ODEs (see for example Cuchiero et al. [6]):

\[
\begin{align*}
\dot{\psi}(t,v) &= (\psi(t,v)b + b^T \psi(t,v) + 2\psi(t,v)a^T a\psi(t,v)) ; \quad \psi(0,v) = v \\
\dot{\phi}(t,v) &= \alpha \text{Tr}(\psi(t,v)) ; \quad \phi(0,v) = 0.
\end{align*}
\]

The function \( \psi \) solves an usual matrix Riccati ODE. As shown by Levin [8], \( \psi \) can be obtained explicitly by the mean of the following exponential matrix:

\[
\begin{pmatrix}
A_{1,1}(t) & A_{1,2}(t) \\
A_{2,1}(t) & A_{2,2}(t)
\end{pmatrix} = \exp(t
\begin{pmatrix}
b & -2a^T a \\
0 & -b^T
\end{pmatrix}) = \begin{pmatrix}
\exp(tb) & -2\exp(tb) \int_0^t \exp(-s) a^T a \exp(-s^T) ds \\
0 & \exp(-tb^T)
\end{pmatrix}.
\]

From [8], we obtain that

\[
\psi(t,v) = \begin{pmatrix}
(\psi(0,v)A_{1,2}(t) + A_{2,2}(t))^{-1}(\psi(0,v)A_{1,1}(t) + A_{2,1}(t)) \\
(-2v \exp(tb) \int_0^t \exp(-s) a^T a \exp(-s^T) ds + \exp(-tb^T))^{-1} v \exp(tb)
\end{pmatrix}
\]

provided that \( I_d - 2\theta v \) is invertible for \( s \in [0,t] \), which holds by assumption. Therefore we get for \( x \in \mathcal{S}_d(\mathbb{R}) \),

\[
\text{Tr}(\psi(t,v)x) = \text{Tr}(\exp(tb^T)(I_d - 2vq_0)^{-1} v \exp(tb)x)
\]

\[
= \text{Tr}(\exp(t bq_0)^{-1} v \exp(tb)x \exp(tb^T))
\]

\[
= \text{Tr}(\exp(t v(I_d - 2q_0 v)^{-1} \exp(tb)x \exp(tb^T))
\]
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since $v(I_d - 2q_t)^{-1} = (I_d - 2vq_t)^{-1}v$. As explained by Grasselli and Tebaldi (4, section 4.2), $\phi$ can also be calculated explicitly by the mean of the exponential matrix above, and we get:

$$\phi(t, v) = \frac{-\alpha}{2} \text{Tr} \left( \log[(I_d - 2vq_t) \exp(tb^T)] - t \text{Tr}(b) \right).$$

By using that $\exp(\text{Tr}(\log(A))) = \det(A)$ for $A \in G_d(\mathbb{R})$, we deduce then that

$$\exp(\phi(t, v)) = \exp\left(\frac{-\alpha}{2} \text{Tr}(b) \left( \exp(\text{Tr}(\log((I_d - 2vq_t) \exp(tb^T))) \right) \right)^{\frac{1}{tb}}$$

$$= \exp\left(\frac{-\alpha}{2} \text{Tr}(b) \left( \det((I_d - 2vq_t)) \det(\exp(tb^T)) \right) \right)^{\frac{1}{tb}}$$

$$= \exp\left(\frac{-\alpha}{2} \text{Tr}(b) \left( \det((I_d - 2vq_t)) \right) \right)^{\frac{1}{tb}}$$

$$= \frac{1}{\det(I_d - 2vq_t)^{\frac{1}{tb}}}. $$

For the last equality, we have used that $\det(I_d - 2vq_t) = \det((I_d - 2vq_t)^T) = \det(I_d - 2vq_t)$.

Therefore, (10) holds for $D = \mathbb{R}$, and (10) holds. On the other hand, when $\psi(s) < 0$, we get that $\lambda_s v = 0$, and thus $\text{Tr}(\psi(t - s, v)X_s^+) \leq 0$. In that case, $\exp(\phi(t - s, v) + \text{Tr}(\psi(t - s, v)X_s^+)) \leq 1$ by observing that $\det(I_d - 2vq_t^v) = \det(I_d + 2\sqrt{-vq_t^v} - v) \geq 1$ and $\text{Tr}(\psi(t - s, v)X_s^+) \leq -\text{Tr}(\sqrt{-vq_t^v} - v) \geq 0$. Since both hand sides are analytic functions of $v$, (10) holds.

Let us observe now that $D_{b,a,t}$ is convex. In fact, we have $\det(I_d - 2vq_t) = \det(I_d - 2vq_t)v$, and therefore $D_{b,a,t} = \{ v \in S_d(\mathbb{R}), \forall s \in [0, t], I_d - 2vq_t \in G_d(\mathbb{R}) \}$. The Laplace transform $\mathbb{L}[\exp(\text{Tr}(vX_s^+))])$ is analytic on $D_{b,a,t}$ and coincides with the Laplace transform when $v \in S_d^+(\mathbb{R})$. Therefore, (10) holds for $v \in D_{b,a,t}$ since $D_{b,a,t}$ is convex. Now, we can extend to complex values of $v$. Indeed, the RHS of (10) is well defined for $v = v_R + iv_I$ with $v_R \in D_{b,a,t}$, thanks to Lemma 5. Since both hand sides are analytic functions of $v$, (10) holds for $v = v_R + iv_I$.

Last, we want to show that $D_{b,a,t} = \overline{D_{b,a,t}}$. We first consider the case $b = 0$ and assume by a way of contradiction that there is $v \in \overline{D_{b,a,t}} \setminus D_{b,a,t}$ for some $x, a$ and $t > 0$. Let $t = \min\{s \in [0, t], I_d - 2vq_t \notin G_d(\mathbb{R})\} \in (0, t)$. On the one hand, we have $v \notin D_{b,a,t}$ and $v \in D_{b,a,t}$ for $s \in [0, t]$. On the other hand, we have by Jensen’s inequality:

$$s \in [0, t], \exp((t-s)\text{Tr}(v^T a)) \exp(\text{Tr}(vX_s^+)) \leq \exp(\text{Tr}(vX_s^+)) |_{\mathcal{F}_s},$$

which gives $s \in [0, t] \Rightarrow \exp(-s\text{Tr}(v^T a)) |_{\exp(\text{Tr}(vX_s^+))}$ is nondecreasing and finite. Since (10) holds for $s < t$, we get that $\exp(\text{Tr}(vX_s^+)) = +\infty$, which leads to a contradiction. Let us now consider the case $b \neq 0$. From Proposition 32.1 (which is a consequence of the characteristic function obtained above), we have

$$v \in \overline{D_{b,a,t}} \iff \theta_t^v \theta_t \in D_{0,1}^\mathbb{R} \iff \forall s \in [0, t], \det(I_d - 2(\sqrt{s})^v q_s) \neq 0.$$

In particular, $\overline{D_{b,a,t}}$ is an open set. For $v \in G_d(\mathbb{R})$, we have $\det(I_d - 2(\sqrt{s})^v q_s) \neq 0 \iff \det(v^{-1} - 2(\sqrt{s})^v q_s) \neq 0$ (resp. $\det(I_d - 2q_s) \neq 0 \iff \det(v^{-1} - 2q_s) \neq 0$). Since $s q^s \leq s^q (\text{resp. } s q^s \leq 2q_s)$ for $s \leq s^s$, we know from Theorem 8.15 in [2] that the (real) eigenvalues of $v^{-1} - 2(\sqrt{s})^v q_s$ (resp. $v^{-1} - 2q_s$) are nonincreasing w.r.t. $s$. Since they are also continuous, and $v^{-1} - 2(\sqrt{s})^v q_s = v^{-1} - 2q_s$ for $s \in [0, t]$, we get that $\forall s \in [0, t], \det(v^{-1} - 2(\sqrt{s})^v q_s) \neq 0$ $\iff \forall s \in [0, t], \det(v^{-1} - 2q_s) \neq 0$, and thus $\overline{D_{b,a,t}} \cap G_d(\mathbb{R}) = D_{b,a,t} \cap G_d(\mathbb{R})$. Let $v \in \overline{D_{b,a,t}}$. Since $\overline{D_{b,a,t}}$ is an open set, there is $\varepsilon > 0$ such that $v + \varepsilon I_d \in \overline{D_{b,a,t}} \cap G_d(\mathbb{R})$. Since $D_{b,a,t}$ is convex, $v = (v + \varepsilon I_d + v - \varepsilon I_d)/2 \in D_{b,a,t}$. 

\[\square\]
C Proofs of Section 2

C.1 Proof of Theorem 10

Proof: From (3), we get:

\[ L_i = \alpha \partial_{(i,i)} + 2x_{(i,i)}\partial^2_{(i,i)} + 2 \sum_{1 \leq m \leq d \atop m \neq i} x_{(i,m)} \partial_{(i,m)} \partial_{(i,i)} + \frac{1}{2} \sum_{1 \leq m, j \leq d \atop m \neq i, j \neq i} x_{(m,j)} \partial_{(i,m)} \partial_{(i,j)} \tag{46} \]

We want to show that \( L_i L_j = L_j L_i \) for \( i \neq j \). Up to a permutation of the coordinates, \( L_i \) and \( L_j \) are the same operators as \( L_1 \) and \( L_2 \). It is therefore sufficient to check that \( L_1 L_2 = L_2 L_1 \). By a straightforward but tedious calculation, we get

\[
L_1 L_2 =
\begin{align*}
\frac{1}{2} \alpha^2 \partial_{(1,1)}^2 + 2\alpha x_{(2,2)} \partial_{(1,1)} \partial_{(2,2)}^2 + 2\alpha \sum_{j \neq 2} x_{(2,j)} \partial_{(1,1)} \partial_{(2,2)} \partial_{(2,j)} + \\
\frac{1}{2} \alpha \partial_{(1,2)}^2 + \sum_{j \neq 2, k \neq 2} x_{(j,k)} \partial_{(1,1)} \partial_{(2,2)} \partial_{(2,j)} + 2\alpha x_{(1,1)} \partial_{(1,1)}^2 \partial_{(2,2)} \partial_{(2,2)} + \\
4 \sum_{j \neq 2} x_{(1,1)} x_{(2,j)} \partial_{(1,1)}^2 \partial_{(2,2)} + 4 x_{(1,1)} \partial_{(1,1)}^2 \partial_{(2,2)} \partial_{(1,2)} + 4 x_{(j,k)} \partial_{(1,1)} \partial_{(2,2)} \partial_{(2,j,k)} + \\
2\alpha \sum_{m \neq 1} x_{(1,m)} \partial_{(1,1)} \partial_{(1,m)} \partial_{(2,2)} + 4 \sum_{m \neq 1} x_{(1,m)} x_{(2,2)} \partial_{(1,1)} \partial_{(1,m)} \partial_{(2,2)} + \\
4(\sum_{m \neq 1, j \neq 2} x_{(1,m)} x_{(2,j)} \partial_{(1,1)} \partial_{(1,m)} \partial_{(2,2)} + x_{(1,2)} \partial_{(1,1)} \partial_{(1,2)} \partial_{(2,2)}) + \\
\sum_{m \neq 1, k \neq 2, j \neq 2} x_{(1,m)} x_{(j,k)} \partial_{(1,1)} \partial_{(1,m)} \partial_{(2,2)} \partial_{(2,j)} + \sum_{m \neq 1, m \neq 2} x_{(1,m)} \partial_{(1,2)}^2 \partial_{(1,m)} + \\
+ 2 \sum_{m \neq 1, m \neq 2} x_{(1,m)} \partial_{(1,1)} \partial_{(1,2)} \partial_{(2,m)} + x_{(1,2)} \partial_{(1,2)}^2 + 2 x_{(1,2)} \partial_{(1,1)} \partial_{(1,2)} \partial_{(2,2)} + \\
\frac{1}{2} \alpha \sum_{m \neq 1, l \neq 1} x_{(m,l)} \partial_{(1,m)} \partial_{(1,l)} \partial_{(2,2)} + \sum_{m \neq 1, l \neq 1} x_{(2,2)} x_{(m,l)} \partial_{(1,m)} \partial_{(1,l)} \partial_{(2,2)} + \\
\sum_{m \neq 1, l \neq 1, j \neq 2} x_{(2,j)} x_{(m,l)} \partial_{(1,m)} \partial_{(1,l)} \partial_{(2,2)} \partial_{(2,j)} + 2 \sum_{m \neq 1, m \neq 2} x_{(2,m)} \partial_{(1,2)} \partial_{(1,m)} \partial_{(2,2)} + 2 x_{(2,2)} \partial_{(1,2)}^2 \partial_{(2,2)} + \\
\frac{1}{4} \sum_{m \neq 1, l \neq 1, j \neq 2, k \neq 2} x_{(m,l)} x_{(j,k)} \partial_{(1,m)} \partial_{(1,l)} \partial_{(2,k)} \partial_{(2,j)} + \sum_{m \neq 1, l \neq 1, m \neq 2, l \neq 2} x_{(m,l)} \partial_{(1,1)} \partial_{(1,l)} \partial_{(2,m)} + \sum_{m \neq 1, m \neq 2} x_{(2,m)} \partial_{(1,2)}^2 \partial_{(2,m)}. \tag{47}
\end{align*}

\]
Obviously, we have the same formula for $L_2L_1$ simply by exchanging the index 1 and 2. It is then sufficient to check that the above formula remains unchanged when we exchange the two index. Each term above is marked with a number. If this number is in the form $(\gamma)$, then the associated term is symmetric. Otherwise, there exist in the formula its corresponding symmetric term which is marked with the same number.

\[\text{C.2 Proof of Proposition 11}\]

\textbf{Proof:} Let $X_t^\alpha \sim WIS_d(x, \alpha, 0, P_2^d; t)$. We will check that for any polynomial function $f$ of the matrix elements, we have $E[f(X_t^\alpha)] = E[f(X_t^{n_{x^,1^1},...})]$. Let us consider a polynomial function $f$ of degree $m$:

\[x \in S_d(R), \quad f(x) = \sum_{\gamma \in \mathbb{N}^{d+1/2}, |\gamma| \leq m} a_\gamma \bar{x}^\gamma,\]

where $|\gamma| = \sum_{1 \leq i \leq d} |\gamma_{(i,j)}|$ and $\bar{x}^\gamma = \prod_{1 \leq i \leq d} x_{(i,j)}^{\gamma_{(i,j)}}$. Since the operator are affine, it is easy to check that $Lf(x)$ and $L_1f(x)$ are also polynomial functions of degree $m$. We set:

\[\|f\|_F = \sum_{\gamma \in \mathbb{N}^{d+1/2}, |\gamma| \leq m} |a_\gamma| \quad \text{and} \quad |L| = \max_{\gamma \in \mathbb{N}^{d+1/2}, |\gamma| \leq m} \|Lx^\gamma\|_F,\]

so that $\|L_kf\|_F \leq |L|^k\|f\|_F$ for any $k \in \mathbb{N}$. Therefore, the series $\sum_{k=0}^{\infty} t^kL_kf(x)/k!$ converges absolutely. By using $l+1$ times Itô’s formula, we get:

\[E[f(X_t^\alpha)] = \sum_{k=0}^{l} \frac{t^k}{k!} L_kf(x) + \int_0^t \frac{(t-s)^l}{l!} E[L^{l+1}f(X_s^\alpha)] ds.\]

Wishart processes have bounded moments since the drift and diffusion coefficients have a sublinear growth. Thus, $C = \max_{\gamma \in \mathbb{N}^{d+1/2}, |\gamma| \leq m} \sup_{s \in [0,t]} E[|X_s^\alpha|^{\gamma}] < \infty$ and we obtain that $| \int_0^t \frac{(t-s)^l}{l!} E[L^{l+1}f(X_s^\alpha)] ds | \leq C\|f\|_F (|L|^l+1)/(l+1)! \to 0$ as $t \to +\infty$. Thus, we have $E[f(X_t^\alpha)] = \sum_{k=0}^{\infty} t^kL_kf(x)/k!$ and similarly we get that

\[E \left[ f(X_t^{n_{x^,1^1},...},X_t^{n-1,...,x_{1^1}}) \right] = \sum_{k_n=0}^{\infty} \frac{t^{k_n}}{k_n!} L_n^{k_n} f(X_t^{n-1,...,x_{1^1}}).\]

Now, we remark that $\hat{C} = \max_{\gamma \in \mathbb{N}^{d+1/2}, |\gamma| \leq m} \sup_{s \in [0,t]} \max(E[|X_s^\alpha|^{\gamma}]), \ldots, E[|X_s^{n_{x^,1^1},...}|^{\gamma}]) < \infty$ by using once again that Wishart processes have bounded moments. Since $E[|L_n^{k_n} f(X_t^{n-1,...,x_{1^1}})|] \leq \hat{C}\|f\|_F |L_n|^{k_n}$, we can switch the expectation with the series and get \[\text{[11]}\]. Then, since $L_n^{k_n} f(x)$ are polynomial function of degree $m$, we can iterate this argument and finally get \[\text{[13]}\], which gives the result.

\[\text{C.3 Proof of Theorem 13}\]

The proof is divided into two parts. First, we prove that the SDE \[\text{[2]}\] has a unique strong solution which is given by \[\text{[2]}\] and is well defined on $S_d^3(R)$. Second, we show that its infinitesimal generator is equal to the operator $L_1$ defined in \[\text{[1]}\].
First step. Let us assume that \((X_t^x)_{t \geq 0}\) is a solution to (24). We use the matrix decomposition of \((x_{i,j})_{2 \leq i,j \leq d}\) given by (23) and set:

\[
(U_t)_{(1,j+1)} = \sum_{i=1}^r (c_r^{-1})_{l,i}(X_t^x)_{(1,i+1)}, \quad l \in \{1, \ldots, r\},
\]

\[
(U_t)_{(1,1)} = (X_t^x)_{(1,1)} - \sum_{i=1}^r \left( \sum_{j=1}^r (c_r^{-1})_{l,i}(X_t^x)_{(1,i+1)} \right)^2 = (X_t^x)_{(1,1)} - \sum_{i=1}^r ((U_t)_{(1,i+1)})^2.
\]

We get by using Lemma 35 that:

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & c_r & 0 \\
k_r & I_{d-r-1}
\end{pmatrix}
\begin{pmatrix}
(U_t)_{(1,1)} + \sum_{i=1}^r ((U_t)_{(1,i+1)})^2 \\
(U_t)_{(1,1)} \\
(U_t)_{(1,1)} + \sum_{i=1}^r ((U_t)_{(1,i+1)})^2
\end{pmatrix}
\begin{pmatrix}
I_r \\
k_r & c_r & c_r^T \\
k_r & k_r & k_r^T
\end{pmatrix}
\begin{pmatrix}
(U_t)_{(1,1)} \\
(U_t)_{(1,1)}^T \\
(U_t)_{(1,1)}^T
\end{pmatrix}
\begin{pmatrix}
0 \\
0 \\
k_r^2
\end{pmatrix}
= X_t^x.
\]

Since

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & c_r & 0 \\
k_r & I_{d-r-1}
\end{pmatrix}
\]

is invertible, \((X_t^x)_{t \in S_d^c(R)}\) if, and only if:

\[
\forall z \in R^d, \quad z \left( (U_t)_{(1,1)} + \sum_{i=1}^r ((U_t)_{(1,i+1)})^2 \right) \geq 0, \quad \Longleftrightarrow \quad (U_t)_{(1,1)} \geq 0.
\]

In particular, we get that \((U_0)_{(1,1)} = u_{(1,1)} \geq 0\) since \(x \in S_d^c(R)\). Now, by Itô calculus, we get from (24) that

\[
d(U_t)_{(1,i+1)} = \sum_{i=1}^r \sum_{k=1}^r (c_r^{-1})_{l,i}(c_r^{-1})_{l,k}dt_{k}^i + dZ_{k}^i = dt_{k}^i + c_r^{-1}(c_r^{-1})_{l,i}(c_r^{-1})_{l,k}(X_t^x)_{(1,k+1)}dW_{k}^i.
\]

Thus, the solution \((X_t^x)_{t \geq 0}\) is necessarily the one given by (25) (pathwise uniqueness holds for \((U_t^x)_{(1,i)}\) \(\leq r+1\), and especially for the CIR diffusion \((U_t^x)_{(1,1)}\) since \(\alpha \geq d - 1 \geq r\)). Reciprocally, it is easy to check by Itô calculus that \((25)\) solves (24).

Second step. Now, we want to show that \(L_1\) is the infinitesimal operator associated to the process \((X_t^x)_{t \geq 0}\). It is sufficient to compare the drift and the quadratic covariation of the process \(X_t^x\) with \(L_1\). Since the drift part of \((X_t^x)_{t \geq 0}\) clearly corresponds to the first order of \(L_1\), we study directly the quadratic part. From (24), we have for \(i,j \in \{2, \ldots, d\}^2\):

\[
d((X_t^x)_{(1,1)}, (X_t^x)_{(1,1)}) = 4((X_t^x)_{(1,1)} - \sum_{k=1}^r \sum_{l=1}^r (c_r^{-1})_{l,i}(X_t^x)_{(1,i+1)}^2 + \sum_{k=1}^r \sum_{l=1}^r (c_r^{-1})_{l,i}(X_t^x)_{(1,i+1)}^2)
\]

\[
d((X_t^x)_{(1,i)}, (X_t^x)_{(1,j)}) = \sum_{k=1}^r \sum_{l=1}^r (c_r^{-1})_{l,i}(c_r^{-1})_{l,j}dt_{k}^i \cdot dt_{l}^j = (c_r^{-1})_{l,i}(c_r^{-1})_{l,j}dt_{k}^i \cdot dt_{l}^j,
\]

\[
d((X_t^x)_{(1,i)}, (X_t^x)_{(1,j)}) = 2\sum_{k=1}^r \sum_{l=1}^r (c_r^{-1})_{l,i}(c_r^{-1})_{l,j}dt_{k}^i \cdot dt_{l}^j = 2(X_t^x)_{(1,i)}dt_{k}^i \cdot dt_{l}^j, \quad \text{if } i \leq r + 1,
\]

\[
d((X_t^x)_{(1,i)}, (X_t^x)_{(1,j)}) = 2\sum_{k=1}^r \sum_{l=1}^r (c_r^{-1})_{l,i}(c_r^{-1})_{l,j}dt_{k}^i \cdot dt_{l}^j = 2(X_t^x)_{(1,i)}dt_{k}^i \cdot dt_{l}^j, \quad \text{if } i > r + 1, \quad \text{by Lemma 35}
\]

Thus, we deduce that \(L_1\) is the infinitesimal generator of \((X_t^x)_{t \geq 0}\).
Lemma 35 — Let \( y \in S^+_i(\mathbb{R}) \). We set \( r = \text{Rk}((y_{i,j})_{2 \leq i,j \leq d}) \), \( y^f_i = (y_{i,i+1})_{1 \leq i \leq r} \) and \( y^{r,d}_i = (y_{i,i+1})_{r+1 \leq i \leq d} \). We assume that there are an invertible matrix \( c_r \) and a matrix \( k_r \) defined on \( M_{d-r-1 \times r}(\mathbb{R}) \), such that

\[
(y_{i,j})_{2 \leq i,j \leq d} = \left( \begin{array}{cc}
c_r & 0 \\
k_r & 0 \\
\end{array} \right) \left( \begin{array}{cc}c_r^T & k_r^T \\
0 & 0 \\
\end{array} \right).
\]

Then, we have \( y^{r,d}_i = k_r c_r^{-1} y^f_i \).

Proof: We set \( p = \left( \begin{array}{ccc}1 & 0 & 0 \\
c_r & 0 & 0 \\
k_r & I_{d-r-1} \\
\end{array} \right) \) and have \( p^{-1} = \left( \begin{array}{ccc}1 & 0 & 0 \\
c_r^{-1} & 0 & 0 \\
-k_r c_r^{-1} & I_{d-r-1} \\
0 & 0 & 0 \\
\end{array} \right) \). Since the matrix

\[
p^{-1}y(p^{-1})^T = \left( \begin{array}{ccc}y_{1,1} & (c_r^{-1} y^f_i) & (y^{r,d}_i - k_r c_r^{-1} y^f_i) \\
c_r^{-1} y^f_i & I_r & 0 \\
y^{r,d}_i - k_r c_r^{-1} y^f_i & 0 & 0 \\
\end{array} \right)
\]

is positive semidefinite, we necessarily have \( y^{r,d}_i - k_r c_r^{-1} y^f_i = 0 \).

\(\square\)

D  Proofs of Section 3

Lemma 36 — Let us consider an operator \( L \) on \( \mathbb{D} \) that satisfies the required assumption and such that \( b \) and \( \sigma \) have a sublinear growth, i.e. \( \exists K > 0, ||b(x)||_2 + ||\sigma(x)||_2 \leq K(1 + ||x||_2) \). Let us consider \( \hat{X}^f_i \) a potential \( \nu \)th-order scheme for \( L \), with \( \nu \geq 1 \). Then, condition (31) holds.

Proof: We have \( \mathbb{D} \subset \mathbb{R}^\nu \), and we set for \( p \in \mathbb{N}^\nu \), \( f_p(x) = \left( \sum_{i=1}^\nu x_i^2 \right)^p = (||x||_2)^{2p} \), \( x \in \mathbb{D} \). Clearly, \( f_p \in C^\infty_{\text{pol}}(\mathbb{D}) \), and since \( \hat{X}^f_i \) is a potential \( \nu \)th-order scheme for \( L \), we have

\[
\lim_{t \to 0^+} \left| E[f_p(\hat{X}^f_i)] - f_p(x) \right| / t = L f_p(x). \tag{48}
\]

Since we have \( \partial_x f_p(x) = 2px_i f_{p-1}(x) \) and \( \partial_x \partial_j f_p(x) = 4p(p-1)x_i x_j f_{p-2}(x) + \mathbb{I}_{i=j}(2p f_{p-1}(x)) \), it is easy to check that \( |L f_p(x)| \leq \sum_{i=1}^\nu 2p K(1 + ||x||_2)L_2 ||x||_2^{2p-1} + \sum_{i,j=1}^\nu 4p^2 K^2(1 + ||x||_2)^4 ||x||_2^{2p-2} < C_p(1 + ||x||_2^{2p}) = C_p(1 + f_p(x)) \), for some constant \( C_p > 0 \). From (48), we get that:

\[
\exists \eta > 0, \forall t \in (0, \eta), E[f_p(\hat{X}^f_i)] \leq f_p(x) + t C_p(1 + f_p(x)).
\]

We consider now the scheme \( \hat{X}^N_{i+1} \), \( i = 0, \ldots, N \) with \( N > T/\eta \) that starts from \( x_0 \in \mathbb{D} \). We have

\[
E[f_p(\hat{X}^N_{i+1})] \leq E[f_p(\hat{X}^N_i)] + C_p(T/N)(1 + E[f_p(\hat{X}^N_i)]) \].
\]

Let \( u_0 = f_p(x_0) \) and \( u_{i+1} = u_i(1 + C_p T/N) + C_p T/N \). We have \( E[f_p(\hat{X}^N_{i+1})] \leq u_i \) and \( u_i = (1 + C_p T/N)^i (f_p(x_0) + 1) - 1 \leq e^{C_p T}(f_p(x_0) + 1) \). Therefore we have

\[
\sup_{N > T/\eta} \sup_{0 \leq i \leq N} E[||\hat{X}^N_{i+1}||_2^{2p}] \leq e^{C_p T}(||x_0||_2^{2p} + 1) < \infty,
\]

which gives (31).  \(\square\)
D.1 Proof of Theorem 23

Theorem 23 defines the scheme as \( \pi^T h_r(\hat{U}_r^\nu) \pi \). We can prove (see later) that \( \hat{U}_r^\nu \) is a potential \( \nu \)th-order scheme for some operator, and it would then be easy to analyze the error if \( h_r \) were in \( C^\infty_{\text{pol}}(S^*_d(R)) \). Unfortunately, \( h_r \) is only smooth w.r.t. to the coordinates \( u_{(1,1)}, \ldots u_{(1,d)} \) and is not a priori in \( C^\infty_{\text{pol}}(S^*_d(R)) \).

In fact, this is sufficient to show that \( \pi^T h_r(\hat{U}_r^\nu) \pi \) is a potential \( \nu \)th-order scheme because these coordinates are the only one that are modified by the scheme. This requires however some further analysis which is made below.

Let \( D \subset R^\xi \) be a domain. We introduce for any domain \( \tilde{D} \subset R^\xi, \xi \in N^* \) the set
\[
C^\infty_{\text{pol}}|D = \{ f \in C^\infty(D \times \tilde{D}, R), \forall \gamma \in N^*, \exists C_1 > 0, \exists e_\gamma \in N^*, \forall (x, \tilde{x}) \in D, |\partial^{\gamma}_x f(x, \tilde{x})| \leq C_1(1 + ||x, \tilde{x}||^e_\gamma) \},
\]
where \( ||.|| \) is a norm on \( R^{\xi + \xi} \) and \( \partial^\gamma_x = \partial^\gamma_{x_1}, \ldots, \partial^\gamma_{x_\xi} \) denotes the derivatives w.r.t. the coordinates of \( D \). For \( f \in C^\infty_{\text{pol}}|D \), we will say that \( (C_\gamma, e_\gamma)_{\gamma \in N^\xi} \) is a good sequence for \( f \) if it is such that \( |\partial^{\gamma}_x f(x, \tilde{x})| \leq C_1(1 + ||x, \tilde{x}||^e_\gamma) \) for any \( (x, \tilde{x}) \in D \times \tilde{D} \).

Let us now consider an operator \( L \) that satisfies the required assumption on \( D \). It is easy to check that all the iterated functions \( L^k f \) are well defined and belong to \( C^\infty_{\text{pol}}|D \) as soon as \( f \in C^\infty_{\text{pol}}|D \). Let us fix \( x \in \tilde{D} \) and consider \( \hat{X}_r^\nu \) sampled according to a potential weak \( \nu \)th-order scheme for \( L \). Since \( x \mapsto f(x, \tilde{x}) \) belongs to \( C^\infty_{\text{pol}}|D \), we know by (33) that there are constants \( C_{\tilde{x}}, E_{\tilde{x}}, \eta_{\tilde{x}} \) such that
\[
\forall t \in (0, \eta_{\tilde{x}}), E[f(\hat{X}_r^\nu)] - \sum_{k=0}^{\nu} \frac{1}{k!} t^k L^k f(x, \tilde{x}) \leq C_{\tilde{x}}(1 + ||x, \tilde{x}||^E_{\tilde{x}}).
\]

In practice, one would like instead to get some bounds where the dependence with respect to \( \tilde{x} \) is more tractable. This is why we introduce the following definition.

Definition 37— Let \( L \) be an operator that satisfies the required assumption on \( D \). We will say that a potential weak \( \nu \)th-order scheme for \( L \) satisfies the immersion property if for any \( D \subset R^\xi, \xi \in N^* \) and any function \( f \in C^\infty_{\text{pol}}|D \) with a good sequence \( (C_\gamma, e_\gamma)_{\gamma \in N^\xi} \), there exist positive constants \( C, E, \) and \( \eta \) depending only on \( (C_\gamma, e_\gamma)_{\gamma \in N^\xi} \) such that
\[
\forall t \in (0, \eta), E[f(\hat{X}_r^\nu, \tilde{x})] - \sum_{k=0}^{\nu} \frac{1}{k!} t^k L^k f(x, \tilde{x}) \leq C t^{\nu+1}(1 + ||(x, \tilde{x})||^E).
\]

In practice, most of the usual schemes satisfy this property. In fact, to prove that a scheme is a potential \( \nu \)th-order scheme, it is common to use a Taylor expansion that gives generally at the same time the immersion property. We illustrate this for the exact scheme below.

Proposition 38— Let \( D \subset R^\xi, b : D \rightarrow R^\xi \) and \( \sigma : D \rightarrow M_\xi(R) \) such that \( ||b(x)|| + ||\sigma(x)|| \leq C(1 + ||x||) \) for some \( C > 0 \), and assume that \( L f(x) = \sum_{i=1}^\xi b_i(x) \partial^i f(x) + \frac{1}{2} \sum_{i,j=1}^\xi (\sigma \sigma^T(x))_{i,j} \partial^i \partial^j f(x) \) satisfies the required assumption on \( D \). Then, for any \( \nu \in N \), the exact scheme is a potential weak \( \nu \)th-order scheme for \( L \) and it satisfies the immersion property.

Proof : Let \( f \in C^\infty_{\text{pol}}|D \). We know from the sublinear growth condition that we have bounds on the moments of \( X_t^\nu \) : \( \forall q \in N^*, \exists C_q > 0, \forall t \in [0, 1], E[||X_t^\nu, \tilde{x}||^q] \leq C_q(1 + ||(x, \tilde{x})||^q). \) By iterating Itô’s Formula, we get then easily for \( t \in [0, 1], \)
\[
E[f(X_t^\nu, \tilde{x})] = \sum_{k=0}^{\nu} \frac{t^k}{k!} L^k f(x, \tilde{x}) + \int_0^t \frac{(t-s)^\nu}{\nu!} \mathbb{E}[L^{\nu+1} f(X_s^\nu, \tilde{x})] ds.
\]
Since \( L^{\nu+1} f \in C^\infty_{\text{pol}}(\mathbb{D} \times \tilde{\mathbb{E}}) \), there are constants \( C > 0 \) and \( q \in \mathbb{N}^* \) depending only on a good sequence of \( f \) such that \( \| L^{\nu+1} f(x, \tilde{x}) \| \leq C(1 + \| (x, \tilde{x}) \|^q) \). Thus, we deduce that \( \| E[f(X^\tilde{t}_\nu, \tilde{x})] - \sum_{k=0}^{\nu} \frac{\nu!}{k!} L^k f(x, \tilde{x}) \| \leq \frac{(\nu+1)!}{(\nu+1)!} C(1 + \| (x, \tilde{x}) \|^q) \).

Besides, the immersion property is easily preserved by scheme composition.

**Proposition 39** — Let \( L_1 \) and \( L_2 \) be two operators that satisfy the required assumptions on \( \mathbb{D} \), and assume that \( \tilde{p}_2^1(t)(dz) \) and \( \tilde{p}_2^2(t)(dz) \) are respectively potential weak \( \nu \)-th order discretization schemes on \( \mathbb{D} \) for these operators, that satisfy the immersion property. Let \( \lambda_1, \lambda_2 > 0 \) and \( X^{2\nu+1, \lambda_1} \sim \tilde{p}_2^1(\lambda_2 t) \circ \tilde{p}_2^2(\lambda_1 t)(dz) \). Let \( f \in C^\infty_{\text{pol}}(\mathbb{D} \times \tilde{\mathbb{E}}) \). Then, there are constants \( C, E, \nu \) that only depend on a good sequence of \( f \) such that

\[
\forall t \in (0, \eta), \quad \left| E[f(\tilde{X}_{\lambda_2 t, \lambda_1 t}, \tilde{x})] - \sum_{l_1+l_2 \leq \nu} \frac{\lambda_1^{l_1} \lambda_2^{l_2}}{l_1! l_2!} l_1! l_2! f(x, \tilde{x}) \right| \leq C t^{\nu+1}(1 + \| (x, \tilde{x}) \|^E).
\]

Therefore,

- If \( L_1 L_2 = L_2 L_1 \), \( \tilde{p}_2^1(t) \circ \tilde{p}_2^2(t)(dz) \) is a potential weak \( \nu \)-th order discretization scheme for \( L_1 + L_2 \) satisfying the immersion property.

- If \( \nu \geq 2 \), \( \tilde{p}_2^2(t/2) \circ \tilde{p}_2^1(t/2) \) and \( \frac{1}{2} (\tilde{p}_2^2(t) \circ \tilde{p}_2^1(t) + \tilde{p}_2^1(t) \circ \tilde{p}_2^2(t)) \) are potential weak second order schemes for \( L_1 + L_2 \) satisfying the immersion property.

This proposition is a straightforward extension of Proposition 1.15, Corollary 1.16 and Theorem 1.17 of Alfonsi [1], and we do not repeat the proof here. Thanks to this result, we can prove the immersion property of the schemes that are obtained by splitting. The Ninomiya-Victoir scheme [20] which is obtained by a composition of exact schemes naturally satisfies this property. By looking at the proof of Theorem 1.18 in [1], it still satisfies this property if we replace the Gaussian samples by moment matching variables. Also, we can check that the second and third order schemes for the CIR process presented in Alfonsi [1] satisfy the immersion property.

**Corollary 40** — The Ninomiya-Victoir scheme and the second and third order scheme for the Cox-Ingersoll-Ross process given in [1] satisfy the immersion property.

**Corollary 41** — Let \( L_1 \) (resp. \( L_2 \)) be an operator that satisfies the required assumptions on \( \mathbb{D}_1 \) (resp. \( \mathbb{D}_2 \)). Let \( \tilde{X}^{1, x_1}_t \) and \( \tilde{X}^{2, x_2}_t \) be potential weak \( \nu \)-th order schemes for \( L_1 \) and \( L_2 \) sampled independently. Then, \( (\tilde{X}^{1, x_1}_t, \tilde{X}^{2, x_2}_t) \) is a potential weak \( \nu \)-th order schemes on \( \mathbb{D}_1 \times \mathbb{D}_2 \) that satisfies the immersion property.

**Proof:** From the immersion property, it is easy to check that \( (\tilde{X}^{1, x_1}_t, \tilde{X}^{2, x_2}_t) \) is a potential \( \nu \)-th order scheme for \( L_1 \) (resp. \( L_2 \)) on \( \mathbb{D}_1 \times \mathbb{D}_2 \) that satisfies the immersion property. The composition of these schemes is simply \( (\tilde{X}^{1, x_1}_t, \tilde{X}^{2, x_2}_t) \). Since \( L_1 \) and \( L_2 \) operate on different domains, we have \( L_1 L_2 = L_2 L_1 \), which gives the result. 

**Proof of Theorem [X]**

Let \( x \in S^+_d(\mathbb{R}) \) and \( f \in C^\infty_{\text{pol}}(S^+_d(\mathbb{R})) \) and \( r = \text{Rk}(x_{i,j})_{2 \leq i,j \leq d} \). Since the operator \( L_1 \) satisfies the required
Proposition 43  

Let $\text{AFF}$  

We can check by looking at the proof above that the scheme obtained for $u$  

It is isomorphic to $(\hat{U}^u_{i,j})_{1 \leq i,j \leq d}$ for the other coordinates. We have also $X^x_t = \pi^T h_{\pi}(\hat{U}^u_t)\pi$ by construction, and it is natural to focus on the function $u \mapsto f(\pi^T h_{\pi}(u)^\pi)$.  

Let us consider the set  

$x \in S^u_d(R)$, s.t. $(x_{i,j})_{2 \leq i,j \leq d} \in S^\perp_{d-1}(R), x_{1,1} \geq 0$.  

It is isomorphic to $(R_+ \times R^{d-1}) \times S^\perp_{d-1}(R)$ by the map $x \mapsto ((x_{1,1}, \ldots, x_{1,d}), (x_{i,j})_{2 \leq i,j \leq d})$. We have to notice now that the function $h_{\pi}$ defined by (28) is such that $h_{\pi} \in C^\infty_{\text{pol}}(R_+ \times R^{d-1} \times S^\perp_{d-1}(R))$. It is indeed a polynomial function with respect to $u_{1,1}, \ldots, u_{1,d}$. Then, it is easy to check that $u \mapsto f(\pi^T h_{\pi}(u)^\pi) \in C^\infty_{\text{pol}}(R_+ \times R^{d-1} \times S^\perp_{d-1}(R))$ since $f \in C^\infty_{\text{pol}}(S^\perp_d(R))$. Moreover, by the chain rule, we can get a good sequence for this function that only depend on a good sequence of $f$ since $\pi$ and $h_{\pi}$ are fixed.  

By assumption, $(\hat{U}^u_{i,j})_{1 \leq i \leq j \leq d}$ is a potential $\nu$th-order scheme for the operator $(\alpha - r)\partial_{(1,1)} + 2u_{(1,1)}\partial^2_{(1,1)}$ and satisfy the immersion property. The schemes $(\hat{U}^u_{i,j})_{1 \leq i \leq j \leq d}$ can be seen as a Ninomiya-Victoir scheme with moment matching variables. They are therefore potential $\nu$th-order scheme for the operator $(\alpha - r)\partial_{(1,1)} + 2u_{(1,1)}\partial^2_{(1,1)} + \frac{1}{2}\sum_{k=1}^{d-1}\partial^2_{(k,1)}$ satisfying the immersion property. Thus, there are constants that we still denote by $C, E, \eta > 0$ depending on a good sequence of $f$ such that:  

\[\forall t \in (0, \eta), |E[f(\pi^T h_{\pi}(\hat{U}^u_t)^\pi)] - E[f(\pi^T h_{\pi}(\hat{U}^u_t)^\pi)]| \leq C(1 + \|u\|^E).\]  

Now, one has to notice that $\|u\| \leq C'(1 + \|x\|)$ for some constant $C' > 0$ since we have $u_{(1,1)} + \sum_{k=1}^{d-1}(u_{(1,1+k+1)})^2 = \tilde{x}_{(1,1)}$ and $\tilde{x}$ and $x$ have the same Frobenius norm. We get then the result by gathering (49) and (50).  

Remark 42 — We can check by looking at the proof above that the scheme obtained for $L_1$ also satisfies the immersion property. Since we do not need it for the construction of the further schemes for $W1S_d(x, \alpha, b, a)$ or $\text{AFF}_d(x, \alpha, B, a)$, we will no longer mention it.  

D.2 Proof of the third condition of Theorem [21] for Wishart processes  

The scope of this part is to show the following result.  

Proposition 43 — Let $(X^x_t)_{t \geq 0} \sim W1S_d(x, \alpha, b, a)$, $f \in C^\infty_{\text{pol}}(S^u_d(R))$, $x \in S^+_{d}(R)$ and $T > 0$. Then, $\tilde{u}(t, x) = E[f(X_t^u)]$ is $C^\infty$ on $[0, T] \times S^+_{d}(R)$, solves $\partial_t \tilde{u}(t, x) = L\tilde{u}(t, x)$ and its derivatives satisfy  

\[\forall t \in \mathbb{N}, \forall n \in \mathbb{N}, \exists C_{t,n}, c_{t,n} > 0, \forall x \in S^+_{d}(R), \forall t \in [0, T], \left| \partial_{(1,1)}^n \tilde{u}(t, x) \right| \leq C_{t,n}(1 + \|x\|^{c_{t,n}}).\]
For technical reasons on the boundary of $S^+_d(R)$, it is convenient here to work with $f \in C^\infty(S_d(R))$ rather than $f \in C^\infty(S^+_d(R))$. The proof of Proposition 43 is based on a remarkable identity on the derivatives of the Laplace transform which is stated below.

**Lemma 44** — Let $(X^\tau_t)_{t \geq 0} \sim W1S_d(x,\alpha,b,a)$ and $v = v_R + iv_I$ such that $v_R \in D_{b,a,T}$ and $v_I \in S_d(R)$. We denote by $\phi(t,\alpha,x,v)$ the Laplace transform of $X^\tau_t$ given by (10), the other parameters $a, b$ being fixed. Then, the derivative w.r.t $x_{(k,l)}$ satisfies the following equality

$$\partial_{(k,l)} \phi(t,\alpha,x,v) = \phi(t,\alpha+2,x,v)p_2^{(k,l)}(v),$$

where $p_2^{(k,l)}$ is a polynomial function of the matrix elements of degree $d$ defined by:

$$p_2^{(k,l)}(v) = \text{Tr}\left[\text{adj}(I_d - 2qv)m_t(e_d^{k,l} + \mathbb{1}_{k\neq l}e_d^{l,k})m_t^T\right] = \sum_{\gamma \in \mathbb{N}^{d(d+1)}} a_t^{\gamma, (k,l)} \gamma, \text{ where } \gamma = \prod_{(i,j)} v_i^{(i,j)}.$$

Moreover, its coefficients are bounded uniformly in time:

$$\exists K_t > 0, \forall s \in [0,t], \max_{\gamma \in \mathbb{N}^{d(d+1)}, |\gamma| \leq d} \left|a_t^{\gamma, (k,l)}\right| \leq K_t.$$

**Proof:** We get from (10).

$$\partial_{(k,l)} \phi(t,\alpha,x,v) = \frac{\text{Tr}\left[\text{adj}(I_d - 2qv)m_t(e_d^{k,l} + \mathbb{1}_{k\neq l}e_d^{l,k})m_t^T\right]}{\det(I_d - 2qv)} \times \frac{\exp\left(\text{Tr}\left[v(I_d - 2qv)^{-1}m_t x m_t^T\right]\right)}{\det(I_d - 2qv)}.$$

Since $s \to \|m_s\|$ and $s \to \|q_s\|$ are continuous functions on $[0,t]$, we obtain the bounds on the polynomial coefficients.

**Proof of Proposition 43:** Let $f \in C^\infty(S_d(R))$. First, let us observe that (51) is obvious when $l = |n| = 0$. Since we have $\forall \ell \in \mathbb{N}, L^\ell f \in C^\infty(S_d(R))$, and $\partial^\ell \phi(t,x) = E(L^\ell f(X^\tau_t))$, it is sufficient to prove (51) only for the derivatives w.r.t. $x$.

We first focus on the case $|n| = 1$ and want to show that $\partial_{(k,l)} \phi(t,x)$ satisfies (52). The sketch of this proof is to write $f$ as the inverse Fourier transform of its Fourier transform and then use Lemma 44. Unfortunately, $f$ has not a priori the required integrability to do that, and we have to introduce an auxiliary function $f_\rho$.

**Definition of the new function $f_\rho$.** Since $D_{b,a,T}$ given by (1) is an open set and $0 \in D_{b,a,T}$, there is $\rho > 0$ such that $\rho I_d \in D_{b,a,T}$. Let $\mu : R \to R$ be the function such that $\mu(x) = 0$ if $x \leq -1$ or $x \geq 0$, $\mu(x) = \exp(\frac{1}{x+1})$ if $-1 < x < 0$. We have $\mu \in C^\infty(R)$. We consider then the cutoff function $\zeta : R \to R \in C^\infty(R)$ defined as $\forall x \in R$, $\zeta(x) = \frac{\int_{|y| \leq \rho} \mu(y)dy}{\int_{|y| \leq \rho} \mu(y)dy}$. It is nondecreasing, such that $0 \leq \zeta(x) \leq 1$, $\zeta(x) = 0$ if $x \leq -1$ and $\zeta(x) = 1$ if $x \geq 0$. Besides, we have $\zeta \in C^\infty(S_d(R))$ since all its derivatives have a compact support. Now, we define a $\theta \in C^\infty(S_d(R))$ as

$$\theta : S_d(R) \times R \to \prod_{i=1}^d \zeta(x_{(i,i)}) \prod_{i \neq j} \zeta(x_{(j,j)} x_{(i,i)} - x_{(i,j)}^2).$$
It is important to notice that $0 \leq \vartheta \leq 1$, $\vartheta(x) = 1$ if $x \in S_d(\mathbb{R})$ and $\vartheta(x) = 0$ if there is $i \in \{1, \ldots, d\}$ such that $x_{(i)} < -1$ or $i < j \in \{1, \ldots, d\}$ such that $x_{(i,j)}^2 > 1 + x_{(j)} x_{(i)}$. Let $\gamma \in \mathbb{N}^{d(d-1)/2}$. Since $f \in C_0(\mathbb{R}^d)$, there are constants $K, E > 0$ and $K', E' > 0$ such that, for all $x \in S_d(\mathbb{R})$

$$|\partial^\gamma(\vartheta f)(x)| \leq K(1 + \|x\|^E) \prod_{i=1}^d \left(1 \{x_{(i)} > 1\} \prod_{1 \leq i < j \leq d} \left(2 \{x_{(i,j)}^2 \leq 1 + x_{(i)} x_{(j)}\}\right) \right) \leq K'(1 + \|x\|^{E+1}) \prod_{i=1}^d \left(1 \{x_{(i)} > 1\} \prod_{1 \leq i < j \leq d} \left(2 \{x_{(i,j)}^2 \leq 1 + x_{(i)} x_{(j)}\}\right) \right).$$

Here, the upper bound only involves the diagonal coefficients. We define

$$x \in S_d(\mathbb{R}), \quad f_\rho(x) := \vartheta(x)f(x) \exp(-\text{Tr}(\rho x)),$$

and obtain from the last inequality that $f_\rho$ belongs to the Schwartz space of rapidly decreasing functions since $\rho > 0$. Thus, its Fourier transform also belongs to the Schwartz space and we have

$$f_\rho(x) = \frac{1}{(2\pi)^{d(d+1)/2}} \int_{\mathbb{R}^{d(d+1)}} \exp(-\text{Tr}(ivx))F(f_\rho(v))dv,$$

where $F(f_\rho)(v) = \int_{\mathbb{R}^{d(d+1)}} \exp(\text{Tr}(ivx))f_\rho(x)dx$, and in particular $f_\rho, F(f_\rho) \in L^1(S_d(\mathbb{R})) \cap L^\infty(S_d(\mathbb{R})).$

**A new representation of $\tilde{u}(t, x)$**. We have $f(x) = \exp(\rho \text{Tr}(x))f_\rho(x)$ for $x \in S_d^+(\mathbb{R})$, and therefore

$$\tilde{u}(t, x) = \mathbb{E}[\exp(\text{Tr}(\rho X_t^x))]F(f_\rho)(X_t^x)$$

$$= \frac{1}{(2\pi)^{d(d+1)/2}} \mathbb{E}\left[\int_{\mathbb{R}^{d(d+1)}} \exp[\text{Tr}(-iv + \rho I_d)x^x]F(f_\rho)(v)dv\right]$$

$$= \frac{1}{(2\pi)^{d(d+1)/2}} \int_{\mathbb{R}^{d(d+1)}} \mathbb{E}[\exp[\text{Tr}(-iv + \rho I_d)x^x]]F(f_\rho)(v)dv.$$

The last equality holds since $\int_{\mathbb{R}^{d(d+1)}} |E[\exp(\text{Tr}(-iv + \rho I_d)x^x)]| \times |F(f_\rho)(v)|dv \leq \phi(t,\alpha, x, \rho I_d)|F(f_\rho)|_1 < \infty$. Here, we have used that $\rho I_d \in D_{b,a,T}$ to get $\phi(t,\alpha, x, \rho I_d) < \infty$.

**Derivation with respect to $x_{(k,l)}$, $k, l \in \{1, \ldots, d\}$.** From Lemma 44, we have by Lebesgue’s theorem

$$\partial_{(k,l)} \tilde{u}(t, x) = \frac{1}{(2\pi)^{d(d+1)/2}} \int_{\mathbb{R}^{d(d+1)}} \vartheta(t,\alpha + 2, x, -iv + \rho I_d)p^{(k,l)}_t(\rho I_d - iv)F(f_\rho)(v)dv$$

(52)

since $|\partial_{(k,l)}^\gamma \vartheta(t,\alpha, x, -iv + \rho I_d)F(f_\rho)(v)| \leq |\vartheta(t,\alpha + 2, x, \rho I_d)p^{(k,l)}_t(\rho I_d - iv)F(f_\rho)(v)|$ and $p^{(k,l)}(\rho I_d - iv)F(f_\rho)(v)$ is a rapidly decreasing function.

Let $1 \leq k', l' \leq d$. An integration by part gives $\int_{\mathbb{R}^{d(d+1)}} [\mathbb{E}[\exp(\text{Tr}(-iv + \rho I_d)x^x)] \vartheta(x)f(x)dx]_{k', l'} = \left(\frac{\mathbb{E}^\gamma}{2} + \mathbb{1}_{k' = l'}\right) \int_{\mathbb{R}^{d(d+1)}} \text{Tr}[\rho I_d - iv] \mathbb{1}_{k' = l'} \vartheta(x)f(x)dx.$

(53)

We set $\varphi(\gamma) = \prod_{1 \leq k' \leq l' \leq d} \left(\mathbb{E}^\gamma + \mathbb{1}_{k' = l'}\right) \gamma_{(k', l')}$, for $\gamma \in \mathbb{N}^{d(d+1)/2}$ and get by iterating the argument that:

$$\prod_{1 \leq k' \leq l' \leq d} (\rho I_d - iv)_{k', l'} F(f_\rho)(v) = \varphi(\gamma) F(\exp[\rho \text{Tr}(x)] \vartheta(x)f(x)(v)).$$

(54)

Since $p^{(k,l)}(\rho I_d - iv) = \sum_{\gamma \in \mathbb{N}^{d(d+1)/2}} a^{(k,l)} \mathbb{E}^\gamma \prod_{1 \leq k' \leq l' \leq d} (\rho I_d - iv)_{k', l'}$, we get from (2) and (3):

$$\partial_{(k,l)} u(t, x) = \sum_{|\gamma| \leq d} a^{(k,l)} \mathbb{E}^\gamma \vartheta(f \times \vartheta)(Y_t^x) = \sum_{|\gamma| \leq d} a^{(k,l)} \varphi(\gamma)\mathbb{E} (\partial f(Y_t^x)).$$

(54)
where \((Y^x_t)_{t \geq 0} \overset{\text{Law}}{\sim} \text{WIS}_d(x, \alpha + 2, b, a)\). Here, we have used that \(\partial_\gamma (\partial \times f)(y) = \partial_\gamma f(y)\) for \(y \in \mathcal{S}_d^+(R)\). From Lemma 44 \((a^{\gamma,(k,l)}_t)_{\gamma \in \mathbb{N}, \min(\gamma,k,l) \leq d}\) is bounded for \(t \in [0,T]\), and we get (53) when \(|n| = 1\) since \(\partial_\gamma f \in C_\text{pol}^\infty(\mathcal{S}_d(R))\). Thanks to (54), a derivative of order \(|n|\), can be seen as a (bounded) linear combination of derivatives of order \(|n| - 1\), and we easily get (51) by an induction on \(|n|\).

It remains to check that we have indeed \(\partial_t \tilde{u}(t,x) = Lu(t,x)\). Let \(t, h > 0\). By the Markov property, we have \(\tilde{u}(t+h,x) = E[\tilde{u}(t,X^x_h)|\mathcal{F}_t]\). From (51) and Itô’s formula, we get \([\tilde{u}(t+h,x) - u(t,x)]/h \to Lu(t,x)\). □

**Lemma 45** — Let \(\alpha, x \in \mathcal{S}_d^+(R), \ B \in \mathcal{L}(\mathcal{S}_d^+(R))\) that satisfies (4), and \(x(t)\) be the solution of the following ODE

\[
x(t) = x + \int_0^t (\alpha + B(x(s))) ds. \tag{55}
\]

Then, we have \(x(t) \in \mathcal{S}_d^+(R)\) for \(t \geq 0\).

**Proof:** The ODE (55) is affine and has unique solution on \(\mathcal{S}_d^+(R)\) which is given by

\[
t \geq 0, \ x(t) = \exp(tB)(x) + \int_0^t \exp(sB)(\alpha) ds, \tag{56}
\]

where \(\forall t \in \mathbb{R}^+, \forall x \in \mathcal{S}_d(R), \exp(tB)(x) = \sum_{k=0}^{\infty} \frac{t^k B^k(x)}{k!}, \ B^k(x) = B \circ \ldots \circ B(x)\) such that \(B^0(x) = x\).

We assume first that \(\alpha, x \in \mathcal{S}_d^{+,*}(R)\) and consider \(\tau = \inf\{ t \geq 0, x(t) \not\in \mathcal{S}_d^+(R)\}\), with the convention \(\inf\emptyset = +\infty\). We have \(\tau > 0\). Let us assume by a way of contradiction that \(\tau < \infty\). Then, \(x(\tau)\) cannot be invertible and there is \(y \in \mathcal{S}_d^+(R)\) such that \(y \neq 0\) and \(\text{Tr}(y x(\tau)) = 0\). From (56) and (4), we get

\[
\text{Tr}(x'(\tau)y) = \text{Tr}((B(x(\tau)) + \alpha)y) > 0,
\]

since \(\alpha\) is positive definite. Therefore, there is \(\epsilon \in (0, \tau)\) such that \(\text{Tr}(y x(\tau - \epsilon)) < 0\). Let us recall now that \(z \in \mathcal{S}_d^+(R) \iff \forall y \in \mathcal{S}_d^+(R), \text{Tr}(yz) \geq 0\). Thus, \(x(\tau - \epsilon) \not\in \mathcal{S}_d^+(R)\), which contradicts the definition of \(\tau\).

In the general case \(\alpha, x \in \mathcal{S}_d^{+,*}(R)\), we observe that the solution (56) is continuous w.r.t. \(x\) and \(\alpha\), and thus \(\forall t \geq 0, x(t) \in \mathcal{S}_d^+(R)\) since \(\mathcal{S}_d^+(R)\) is a closed set. □