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Local Optima Networks

of NK Landscapes with Neutrality

Sébastien Verel, Gabriela Ochoa, Marco Tomassini

Abstract

In previous work, we have introduced a network-based mdul abstracts
many details of the underlying landscape and compressdartiiecape informa-
tion into a weighted, oriented graph which we call theal optima network The
vertices of this graph are the local optima of the given fisnlesidscape, while
the arcs are transition probabilities between local optiasins. Here, we extend
this formalism to neutral fitness landscapes, which are comim difficult com-
binatorial search spaces. By using two known neutral vegiahthe N K family
(i.e. NK, and N K,) in which the amount of neutrality can be tuned by a param-
eter, we show that our new definitions of the optima networid the associated
basins are consistent with the previous definitions for e meutral case. More-
over, our empirical study and statistical analysis show tifva features of neutral
landscapes interpolate smoothly between landscapes w&itimmam neutrality and
non-neutral ones. We found some unknown structural diffeze between the two
studied families of neutral landscapes. But overall, thevaek features studied
confirmed that neutrality, in landscapes with percolatiegtral networks, may
enhance heuristic search. Our current methodology rexjthiee exhaustive enu-

meration of the underlying search space. Therefore, samptichniques should
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be developed before this analysis can have practical iatpdics. We argue, how-
ever, that the proposed model offers a new perspective let@itoblem difficulty
of combinatorial optimization problems and may inspiredksign of more effec-

tive search heuristics.

1 Introduction

Studying the distribution of local optima in a search spacefiutmost importance
for understanding the search difficulty of the correspogdandscape. This under-
standing may eventually be exploited when designing efficsearch algorithms. For
example, it has been observed in many combinatorial lapescthat local optima are
not randomly distributed, rather they tend to be clustemeal’icentral massif” (or "big
valley” if we are minimizing). This globally convex landgmastructure has been ob-
served in theV K family of landscapes [1, 2], and in many combinatorial ojtetion
problems, such as the traveling salesman problem [3], gogpdrtitioning [4], and
flowshop scheduling [5]. Algorithms that exploit this glds&ucture have, in conse-
quence, been proposed [3, 5].

Combinatorial landscapes can be seen as a graph whoseeseati the possible
configurations. If two configurations can be transformed #dch other by a suitable
operator move, then we can trace an edge between them. Theénggraph, with an
indication of the fithess at each vertex, is a representafitime given problem fitness
landscape. A useful simplification of the graphs for the gndasindscapes of atomic
clusters was introduced in [6, 7]. The idea consists of @kis vertices of the graph
not all the possible configurations, but only those thatepond to energy minima.
For atomic clusters these are well-known, at least for ikelgt small assemblages.
Two minima are considered connected, and thus an edge edttztween them, if
the energy barrier separating them is sufficiently low. lis ttase there is a transition
state, meaning that the system can jump from one minimumemther by thermal
fluctuations going through a saddle point in the energy hygpeface. The values of
these activation energies are mostly known experimentaliyan be determined by

simulation. In this way, a network can be built which is cdltbe "inherent structure”



or "inherent network” in [6].

In [8, 9, 10], we proposed a network characterization of ciororial fithess land-
scapes by adapting the notion of inherent networks degtebeve. We used the well-
known family of N K landscapes as an example. In our case, the inherent netwasrk w
the graph where the vertices are all the local maxima, obteéxhaustively by running
a best-improvement (steepest-ascent) local search thgofiom every configuration
of the search space. The edges accounted for the notionaifeantjy between basins.
In our work we call this graph thiecal optima networlor since it also represents the
interaction between the landscape’s basintthgin adjacency networki\e proposed
two alternative definitions of edges. In the first definiti8f fwo maximai and; were
connected (with an undirected edge without weight), if ¢hexists at least one pair
of directly connected solutions ands;, one in each basin of attractiod; (andb;)
(Fig. 1, top). The second, more accurate definition, astatiaeights to the edges
that account for the transition probabilities between tagits of attraction of the local
optima (Fig. 1, bottom). More details on the relevant alponis and formal definitions
are given in section 3. This characterization of landscapertworks has brought new
insights into the global structure of the landscapes stlgtiarticularly into the distri-
bution of their local optima. Therefore, the applicationtieése techniques to more
realistic and complex landscapes, is a research directwthwexploring.

The fitness landscape metaphor [11] has been a standardtodsfializing bio-
logical evolution and speciation. It has also been usefusfodying the dynamics of
evolutionary and heuristic search algorithms applied tiintpation and design prob-
lems. Traditionally, fitness landscapes are often depiatettugged’ surfaces with
many local ‘peaks’ of different heights flanked by ‘valleyd different depth [1, 2].
This view is now acknowledged to be only part of the story. tnhbnatural and ar-
tificial systems a picture is emerging of populations endags in hill-climbing, but
rather drifting along connected networks of genotypes abéfpr quasi equal) fithess,
with sporadic jumps between these so caltedi¢ral networks. The importance of
selective neutralityas a significant factor in evolution was stressed by KimuBj i
the context of evolutionary theory, and by Eigen et al. [IBthe context of molec-

ular biology. Interest in selective neutrality was re-gairin the 90s by the identifi-



arbitrary configuration
® local maximum

Figure 1: A diagram of théocal optimaor basin adjacencynetworks. The dark

nodes correspond to the local optima in the landscape, whéhe edges represent the
notion of adjacency among basins. Dashed lines separatmtiies. Two alternative
definitions of edges are sketched as undirected (top plat)d&ected weighted arcs

(bottom).

cation of neutral networks in models for bio-polymer sequgeto structure mappings
[14, 15, 16, 17, 18, 19, 20]. It has also been observed thdiube dimensionality of
biologically interesting fitness landscapes, considdtiegedundancy in the genotype-
fithess map, brings naturally the existence of neutral amdyeeutral networks [21].
In this context, the metaphor of ‘holey adaptive landscdpesbeen put forward as an
alternative to the conventionally view of rugged adaptaredscapes, to model macro-
evolution and speciation in nature [21, 22, 23]. The releesand benefits of neutrality
for the robustness and evolvability in living systems hasrbeecently discussed in
[24].

There is growing evidence that such large-scale neutialitiso present in artificial
landscapes. Not only in combinatorial fithess landscapels as randomly generated
SAT instances [25], cellular automata rules [26] and mahgis, but also in complex
real-world design and engineering applications such alkigonary robotics [27, 28],

evolvable hardware [29, 30, 31], genetic programming [3233, 35] and grammatical



evolution [36].

Not only the structure of interesting natural and artifitéaddscapes, as discussed
above, is different from the conventional view of ruggeddseapes; the evidence also
suggests that thdynamicsof evolutionary (or more generally search) processes on
fithess landscapes with neutrality are qualitatively veffgtent from the dynamics on
rugged landscapes [17, 29, 37, 38, 39, 40, 41, 42]. As a caeseq, techniques for
effective evolutionary search on landscapes with netyraday be quite different from
more traditional approaches to evolutionary search [4D, 43

In this paper, we apply our previous network definitions andlgsis of combi-
natorial search spaces to landscapes with selective tigutda particular, it is our
intention to investigate whether our graph-based apprsastill adequate when neu-
trality is present. This is apparently simple but, in rgaliequires a careful redefinition
of the concept of a basin of attraction. The new notions véllpbesented in the next
section. We also study how neutrality affects the landscgaph structure and statis-
tics, and discuss the implications for the dynamic of héigrisearch on these land-
scapes. Following our previous work MK landscapes [8, 9, 10], we selected two
extensions of thevV K family as example landscapes with synthetic neutralitynelg:
the N K, (‘probabilistic’ N K) [39], and N K, (‘quantized’ N K) [44] families. The
N K, landscape introduces neutrality by setting a certain pitapop of the entries in
a genotypes fitness tables to 0; whilst kg, landscape does so by transforming the
genotype fitness entries from real numbers to integer véiadise range [0, q)). These
landscapes posses two statistical features: fitness atioreland selective neutrality,
which are relevant to combinatorial optimization.

The paper begins by describing in more detail the neutralliissrof landscapes
under study (section 2). Thereafter, section 3 includesd¢fevant definitions and
algorithms used. The empirical network analysis of ourctelbneutral landscape in-
stances is presented next (section 4), followed by a sumaratgiscussion (section 5)

and our conclusions and ideas for future work (section 6).



2 NK landscapes with neutrality

The N K family of landscapes [2] is a problem-independent modelcfmmstructing
multimodal landscapes that can gradually be tuned from #mtmorugged. In the
model, N refers to the number of (binary) genes in the genotype @iestring length)
and K to the number of genes that influence a particular gene (tistatip interac-
tions). By increasing the value & from 0 to N — 1, NK landscapes can be tuned
from smooth to rugged.

The fitness function of & K-landscapefyx : {0,1}Y — [0,1) is defined on
binary strings with/V bits. An ‘atom’ with fixed epistasis level is represented by a
fitness component; : {0, 1}%+! — [0,1) associated to each hit Its value depends
on the allele at bit and also on the alleles at tii€ other epistatic positionsA must
fall between0 and N — 1). The fitnessfyx (s) of s € {0,1}" is the average of the

values of thelV fithess components:

L X
fnw(s) =+ D filsirSis s Six)
i=1

where{iy,...,ix} C{1,...,i—1,i+1,..., N}. Several ways have been proposed
to choose thd< other bits from/V bits in the bit string. Two possibilities are mainly
used: adjacent and random neighborhoods. With an adjaegghborhood, the<
bits nearest to the bitare chosen (the genotype is taken to have periodic boursjlarie
With a random neighborhood, thé bits are chosen randomly on the bit string. Each

. from [0,1)

781

fitness component; is specified by extensiong. a numbe@;,%
is associated with each elemést, s;, , . . ., si,. ) from {0, 1}5+1. Those numbers are
uniformly distributed in the rang@, 1).

The two variants ofV K landscapes are representative of the way to obtain neu-
trality in additive fitness landscapes. Indeed, for the tamifies, the fitness value of a
solution is computed as a sum. Modifying a term in the sum dalier the probability
to get the same fitness value.

The N K, landscapesiave been introduced by Barnett [39]. In this variant, one
term of the sum is null with probability. Formally, the fithess components are mod-

ified and tuned by the parameterc [0, 1] which controls the neutrality of the land-



scape. The fitness compongm - is null with probabilityp, i.e. P(y;, =

SiqreenSi SigseenrSige
0) = p. The probability that two neighboring solutions have theeditness value in-
creases with the parameter

The N K, landscapesiave been introduced by Newmanal [44]. For these land-
scapes, the terms of the sum are integer numbers betvardq — 1. Thus, when
some terms are modified, it is possible to get the same sumrmahyr as for VK,
landscapes, the fithess components are defined with a parameétich tunes the neu-

i

trality. Parametey is an integer number above or equathdEachy‘i,i7Si1 s, IS ONE

of the fractions’qﬁ wherek is an integer number randomly choserjlng — 1].
Neutrality is maximal whef is equal to2, and decreases wherincreases. This

family of landscapes was shown to model the properties afakevolution of molec-

ular species [44].

3 Definitions and Algorithms

We include the relevant definitions and algorithms to obttaérlocal optima network in
landscapes with neutrality. For completeness, we alsadgcsome relevant definitions
that apply to non-neutral landscapes [9, 10].

Fitness landscape:

A landscape is a tripletS, V, f) where S is a set of admissible solutions i.e. a
search spacd/ : S — 2/8I, a neighborhood structure, is a function that assigns to
everys € S a set of neighbor¥'(s), andf : S — R is a fitness function that can be
pictured as théaeightof the corresponding solutions.

In our study, the search space is composed of binary striflgegth N, therefore
its size is2™V. The neighborhood is defined by the minimum possible movelsinary
search space, that is, the 1-move or bit-flip operation. hsequence, for any given
string s of length IV, the neighborhood size |¥ (s)| = N.

Neutral neighbor: A neutral neighbor of is a neighbor configuration with the

same fitnesg(s).

Va(s) ={z e V(s) | f(z) = f(s)}



The neutral degree of a solution is the number of its neutjhbors.

A fitness landscape is neutral if there are many solutions kigh neutral degree.
The landscape is then composed of- several sub-graphsfigaations with the same
fithess value. Sometimes, another definition of neutralhi®gis used in which the
fithess values are allowed to differ by a small amount. Herestiek to the strict
definitions given above.

Neutral network: A neutral network, denoted a@§ N, is a connected sub-graph
whose vertices are configurations with the same fitness vdlwe vertices in aV N
are connected if they are neutral neighbors.

With the bit-flip mutation operator, for all solutionsandy, if z € V(y) then
y € V(z). Soin this case, the neutral networks are the equivalessetaof the
relationR(z,y) iff (z € V(y) andf(x) = f(y))*.

We denote the neutral network of a configuratidoy N N (s).

3.1 Definition of basins of attraction

In this section, we define the notion of a basin of attractmmldndscapes with neu-
trality. The analogous notion for non-neutral landsca@sstieen given in [10].

First let us define the standard notion of a local optimum, ism@xtension for
landscapes with neutral networks.

Local optimum: A local optimum, which is taken to be a maximum here, is a so-

lution s* such that's € V (s), f(s) < f(s*).

Notice that the inequality is not strict, in order to allovettieatment of the neutral

landscape case.

Local optimum neutral network (LONN): A neutral network is a local optimum

if all the configurations of the neutral network are localioyat.

1our definition of neutrality is strict. It also possible tofitie a concept ofjuasi-neutrality[26] but we

do not use it in this work.



To extract the basins of attraction of the local optima redunetworks, the "Stochas-
tic Hill Climbing” algorithm is used. In this algorithm (iistrated below) one neigh-
bour solution with maximum fitness is randomly chosen, ardtiems with equal or

improved fitness are accepted.

Algorithm 1 Stochastic Hill Climbing
Choose initial solution € S

repeat
randomly choose’ from {z € V (s)|f(z) = maz{f(z)|z € V(s)}}
if f(s) < f(s)then
S < S/
end if
until sisinaLONN

Let us denote by, the stochastic operator which associates to each solstion
the solution obtained after applying the Stochastic Hillr@®ling algorithm for a suffi-
ciently large number of iterations to converge to a soluiioa LONN.

The size of the landscape is finite, so we can denot€ by, NNy, NN3 ..., NN,
the local optima neutral networks. These LONNSs are the aestof thelocal optima
networkin the neutral case. So, in this scenario, we have an inhastnork whose

nodes are themselves networks.

Now, we introduce the concept of basin of attraction to ddfieeedges and weights
of our inherent network. Note that for each solutigthere is a probability thdt(s) €
NN;. We denotep;(s) the probabilityP(h(s) € NN;). We have for each solution
s€8, 3 pi(s) =1

In non-neutral fitness landscapes where the size of eachaheetwork is1, for
each solutiors, there exists only one neutral network (in fact one solgtiviV; such
thatp,(s) = 1. In this case, the basin of attraction of a local optimum reduietwork:
isthe seb; = {s € S| p;(s) = 1} which exactly correspond to our previous definition
in [10]. We cannot use this definition in neutral fithess larages, but we can extend

it in the following way:



Basin of attraction: The basin of attraction of the local optimum neutral network
iis the set; = {s € S | p;(s) > 0}. This definition is consistent with our previous

definition [8, 9] for the non-neutral case.

The size of each basin of attraction can now be defined asfgllo
Size of a basin of attraction: The size of the basin of attraction of a local optimum

neutral network is ) - __ ¢ pi(s).

We are ready now to define the landscape’s local optima n&twor
Local optima network: The local optima networks = (N, E) is the graph where
the nodes are the local optim&N and there is an edge between nodes; and N N;

when there are two solutions € b; ands; € b; such thats; € V (s;).

Edge weight:

We first reproduce the definition of edge weights for the neatral landscape [9]:
For each solutions ands’, letp(s — s/) denote the probability that is a neighbor
of s,ie. s € V(s). The probability that a configuration< S has a neighbor in a

basinb;, is therefore:

pls b)) =Y pls—s)

s’ Eb]‘
The total probability of going from bastn to basinb; is the average over all € b; of

the transition probabilities to solutiors € b;:

1
p(bi — bj) = o > p(s = b))
v s€Eb;

Figure 2 illustrates the complete network of a small nontraéuV K landscape
(N = 6, K = 2). The circles represent the local optima basins (with ditansendi-
cating the size of basins), and the weighted edges theticamprobabilities as defined
above.

For landscapes with neutrality, we have defined the proitabil(s) that a solution

s belongs to a basin So, we can modify the previous definitions to consider rautr
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landscapes:

and in the same way :

p(bi — bj) = ﬂ% ZI%(S)P(S — bj)
v seb;

wherefb; is the size of the basity.

In the non-neutral case, we hawpg(s) = 1 for all the configurations in the basin
br. Therefore, the definition of weights for the non-neutraleces consistent with the
previous definition. Now, we are in a position to define theghted local optima

network:

fit=0.7046)

0.33
Figure 2: Visualization of the weighted local optima netlwof a smallV K landscape
(N = 6, K = 2). The nodes correspond to the local optima basins (with id@eter
indicating the size of basins, and the label "fit", the fithe$she local optima). The

edges depict the transition probabilities between basimefined in the text.

Weighted local optima network: The weighted local optima network,, =
(N, E) is the graph where the nodes are the local optima neutralonkswand there
is an edgez;; € E with the weightw;; = p(b; — b;) between two nodesandj if
p(bi — bj) > 0.
According to our definition of edge weights,; = p(b; — b;) may be different
thanw;; = p(b; — b;). Thus, two weights are needed in general, and we have an

oriented transition graph.

11



4 Analysis of the local optima networks

4.1 Experimental setting

In order to minimize the influence of the random creation nfilscapes, we considered
30 different and independent landscapes for each paraswtaérinations:N, K and

q or p. The measures reported, are the average of these 30 lardséalp conducted
our empirical study fofvV = 18, which is the largest possible value/étthat allows the
exhaustive extraction af.herent networks. The remaining set of parameters explored
are: K € {2,4,6,8,10,12,14,16,17}, for NK, landscapeg € {2,4,10}, and for
NK, landscapeg; € {0.5,0.8,0.9}.

4.2 General Network Features

This section describes some standard network featuressuble number of nodes and
edges, and the weight distribution of the edges. For all thelnations of landscape
type and parameters, the measurements are the averagerafeg@ndent landscape
instances. When possible, we have also reported the datiagf@orresponding stan-
dard N K landscape [9, 10] in order to facilitate the comparison.hifigures, if not

explicitly stated, the thick curves label@dK stand for the standard, non-neutral case.

4.2.1 Number of nodes

Figure 3 shows the average of the number of nodes in the optatvaorks of both
the N K, (top) andN K, (bottom) landscapes with all the combinations of pararseter
studied. Notice that the number of nodes increases rap@lly ancreases. Clearly,
for given N and K, the standardV K landscape always has more nodes than the cor-
responding neutral version because the probability of gimgnfitness in non-neutral
landscapes is higher than in neutral ones. Therefore, favemd<, the nhumber of
nodes decreases with increasing neutrality. All othergbibeing equal, it is reason-
able to assume that the search will be more difficult the tatige number of nodes.
Therefore, as it is well known, the search is more difficultasncreases, and for a

given K, it will be more difficult when neutrality is low. In other wds, an easier
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search will be expected for loi and high neutrality.
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Figure 3: Average number of nodes in the networks for all #melscape parameters
combinationsN K, landscapes (top), amdl K, landscapes (bottom). Averages on 30
independent landscapes. Results for the stan¥dtdcase are also shown for compar-

ison (thick lines).

4.2.2 Number of edges

Similarly, Figure 4 illustrates the average number of edgebe networks for both
the NK, and NK, families of landscapes. Notice that the number of connestio
increases exponentially with increasifig For theN K, landscape (Figure 4, bottom),
the number of edges decreases with increasing neutrafigllfés; whereas fotV K,
landscapes, this is true only féf < 8. In this case wherX > 8 the trend is the
opposite, that is the number of edges increases with inagagutrality. The weight

distribution results in the next subsection may help toifgldhis finding.

4.2.3 Weight Distribution

For weighted networks, the weights are characterized by thatweight distribution

p(w) that any given edge has weight and the average of this distribution. In our

13
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Figure 4: Average number of edges with weight greater thdorGall the landscape
parameters combinationd/ K, landscapes (top) an K, landscapes (bottom). Av-
erages on 30 independent landscapes. The staidArdlata are also reported (thick

lines). Note the different scales on the y-axis.

study, for each nodé the total sum of weights fromis equal tol. Therefore, an
important measure is the weigtt; of self-connecting edges (i.e. configurations re-
maining in the same node). We have the relatiop:+ s; = 1. s;, the vertexstrength
is defined as; = 3_ v ;)\ ;) Wiy Where the sum is over the sE(i) \ {i} of neigh-
bors ofi [45]. The strength of a node is a generalization of the nodefmectivity
giving information about the number and importance of thgesd

Figure 5 shows the averages, over all the nodes in the netwbtlke weightsw;;
(i.e. the probabilities of remaining in the same basin &dthill-climbing from a muta-
tion of one configuration in the basin). On the other handyFE® shows the empirical
average of weights;; with 7 # j. Itis clear from these results that jumping into an-
other basin is much less likely than walking around in theesa@asin (approximately
by an order of magnitude). Notice that for both types of redléndscapes, the weights
to remain in the same basia;; (fig. 5), decrease with increasitg, which is also the

trend followed in standar®/ K landscapes. The weights to get to another basins (fig. 6)

14



also decrease with increasidgup to K’ = 8, thereafter they seem to remain constant
orincrease slightly. This can be explained as follows, asitimber of basins increases
non-linearly with increasinds, the probability to get to one particular basin decreases.
The trend with regards to neutrality is more complex, and itlifferent for the
two families of neutral landscapes. On thek, landscape, for a fixed’, the aver-
age weight to stay in the same basin decreases with incgeasirtrality (fig. 5, top);
whereas the opposite happens onhk, landscape, that is, the average weight to stay
in the same basin increases with neutrality (fig. 5, bottofie trend of the weights
to get to another basin (fig. 6) is similar for both familieslafidscapes. It changes
whenK = 8: for K < 8 it increase with neutrality, while foK" > 8 it is nearly con-
stant. Therefore, neutrality increases the probabiliéy ghgiven configuration escapes
its basin and gets to another basin; but neutrality als@as®s the number of basins to

which the current configuration is linked.

0.55

Average Wi

Average Wii
°
&

Figure 5: Average weight;; according to the parameters fdrK, landscapes (top)

andN K, landscapes (bottom). Averages on 30 independent landscape

The general network features discussed in this sectioretated to the search dif-

ficulty on the corresponding landscafesince they reflect both the number of basins,

2The Appendix reports an empirical study exploring the éftémeutrality on the search difficulty for a

15
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Figure 6: Average of the outgoing weights; wherei # j, for N K, landscapes (top)

andN K, landscapes (bottom). Averages on 30 independent landscape

P(Wij=w)

0 SR
0.0001 0001 001 01 1

TR
Sooz
©wonX

P(Wij=w)

o %
0.0001 0.001 0.01 0.1 1

Figure 7: Probability distribution of the network weights; for outgoing edges with
J # 4 inlogscale on x-axis, foN K, landscapes (top) andl K, landscapes (bottom).

Averages on 30 independent landscapes.

standard evolutionary algorithm.
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and the ability to navigate the landscapes.

4.3 Basins of attraction

Besides the local optima networks, it is useful to descritee associated basins of
attraction as they play a key role in heuristic search allgors. Furthermore, some
characteristics of the basins can be related to the locahaptetwork features. The
notion of the basin of attraction of a local maximum has be@sented in section 3.
We have exhaustively computed the size and number of thedasiall the neutral

landscapes under study.

4.3.1 Number of basins of a given size

Fig. 8 shows the average size (left) and standard deviatight) of the basins for
all the studied landscapes (averaged over the 30 indepemdtamces in each case).
Notice that size of basins decreases exponentially witreaging/x’. They also de-
crease when neutrality decreases, being smallest for aotral V K landscapes, as
one would expect intuitively. The standard deviations sliwsvsame behaviour as the
average. It decreases exponentially with increadingnd also decreases when the
neutrality decreases.

Using the Shapiro-Wilk normality test [46] we confirmed tlsaime distributions
of basin’s sizes can be fitted by a log-normal law whéris low. Fig 9 shows the
number of landscape instances where the size distribugioibe fitted by a log-normal
distribution according to the statistical test at levell&f. The numbeB0 on the y-
axis means that for all the instances studied the size ldigiton can be fitted by a
log-normal. For the non-neutr&¥ K landscapes whe®k < 6, nearly all the size
distribution are log-normal.

For K > 4, the neutrality increases the number of log-normal distidms. Again
the influence of neutrality on the two types of landscapesistime same: forV K,
landscapes, the number of log-normal distributions ire@eavhen there is more neu-
trality whereas, the number of log-distribution is not nmaal for the more neutral

N K, landscapes. For largk, the average size of basins is very small (Fig. 8 left).
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In this case, the size distributions are not log-normal, la@cbme very narrow. Few
different sizes exist and those are very small. This confittmesruggedness of the
landscape whel is very large even when there is some neutrality. The lograbr

distribution implies that the majority of basins have a silese to average; and that
there are few basins with larger than average size. We véltisat this may be related

to the search difficulty on the underlying landscape.
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Figure 8: Average (left) and standard deviation (right)istribution of sizes forV K,
landscaped{ = 4 (top) and forN K, landscapedd = 4 (bottom). Averages on 30

independent landscapes.

4.3.2 Fitness of local optima

The scatter-plots in Fig. 10 (left) illustrate the corredatbetween the basin sizes (in
logarithmic scale) and their fitness values, for two repnesé/e landscape instances
(with K = 6, ¢ = 3 andp = 0.8). Fig. 10 (right) reports the correlation coefficiepts
for all combinations of landscape types and its parameitce that the correlations
are positive and high, which implies that the larger basaghhe higher fitness value.

Therefore, the most interesting basins are also the larges!drhis may be surprising,
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Figure 9: Number of landscape instances (over the 30 indkgr#instances) where the
size distribution is a log-normal distribution accordimgthe Shapiro-Wilk normality

test at level oft % for N K, landscapes (top) and fé¥ i, landscapes (bottom).

but consider that our results on basin sizes show that teelfferences between large
and small decreases with increasing epistases. In consegweith increasing rugged-
ness the difficulty to find the basin with higher fithess, afsréases. Notice also that
the correlations increase wiili, up to X' = 8 and then they decrease. Fig. 10, also
illustrates that neutrality decreases the correlatiowben basin sizes and their fithess
values. In other words, the size of basins is less relatetidditness of their local
optima when neutrality is present. But, as we have discusstxte, basins are larger

in size and smaller in number with increasing neutrality.

4.3.3 Global optimum basin size

In Fig. 11 we plot the average size of the basin corresportditige global maximum
for all combinations of landscape types and its paramefEng. results clearly show
that the size exponentially decreases wheimcreases. This agrees with our previous

results on standard’ K landscapes [8, 9]. With respect to neutrality the size of the
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representative instances with = 6, ¢ = 4 andp = 0.8 (left) and the average of corre-
lation coefficient or80 independent landscapes for each parameters (right). desra

on 30 independent landscapes.

global maximum basin increases with increasing neutrality

4.4 Advanced network features

In this section, we study the weighted clustering coeffiGime average path length
between nodes, and the disparity of the local optima netsvork

4.4.1 Clustering Coefficient

The standard clustering coefficient [47] does not considaglted edges. We thus use
the weighted clusteringneasure proposed by [45], which combines the topological

information with the weight distribution of the network:
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For each triple formed in the neighborhood of the veiteX’ (i) counts the weight
of the two participating edges of the vertexC" is defined as the weighted clustering
coefficient averaged over all vertices of the network.

Figure 12 shows the average values of the weighted clugtedefficients for all
the combinations of landscape parameters. On botlVtg and N K, landscapes, the
coefficient decreases with the degree of epistasis andaisesewith the degree of neu-
trality. The decrease in the clustering coefficients withr@asing epistasis is consistent
with our previous results on standard NK-landscapes [9}. High epistasis and low
neutrality, there are fewer transitions between adjacasins, and/or the transitions

are less likely to occur.
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4.4.2 Disparity

Thedisparitymeasure proposed in [45]; (i), gauges the heterogeneity of the contri-

butions of the edges of noddo the total weight (strength):

2
. Wi
Ya(i) = ; ( . )
Figure 13 depicts the disparity coefficients as defined abAgain the measures
are consistent with our previous study on stand¥ifd landscapes [9]. Some interest-
ing results with regards to neutrality can also be obseriedlow values ofi(, a high
degree of neutrality increases the average disparity. V8p&stasis is high and regard-
less of the neutrality degree, the basins are more unifoocmihnected, and therefore

we can picture the local optima network as more "rand@e’more uniform, which

has implications on the search difficulty of the underlyiagdscape.
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4.4.3 Shortest Path

Finally, as in [9, 10], in order to compute the shortest distabetween two nodes on
the local optima network of a given landscape, we considéredexpected number
of bit-flip mutations to go from one basin to the other. Thipested number can
be computed by considering the inverse of the transitiobaidities between basins
(defined in 3). In other words, if we attach to the edges thersw of the transition
probabilities, this value would represent the average rarrnbrandom mutations to
pass from one basin to another. More formally, the distaretevden two nodes is
defined byd,; = 1/w;; wherew;; = p(b; — b;). Now, the length of a path between
two nodes is defined as being the sum of these distances dlerggiges that connect
the respective basins. Tlawverage path lengtlof the whole network is the average
value of all the possible shortest paths.

Fig. 14 is a graphical illustration of the average shorteh length between basins
for all the neutral landscapes studied. The epistasis lmsdme influence on the

results whatever the family of landscapes and the level ofrakty. This path length
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increases untiK = 12 and decreases thereafter. However, the degree of negtralit
introduces some differences between the families; whareae neutrality decreases
the shortest path length for thé X, family (bottom plot, Fig. 14); the minimal path
length is obtained for the intermediate neutrality degeges 4 for N K, family (top
plot, Fig. 14). The longest path length, in this case, isiokthfor the largest degree
of neutrality § = 2). So, even though neutrality is high, the basins are motantis
This confirms that there are structural differences on thetypes of landscapes that
include neutrality, and some of these structural diffeesnare captured by the local
optima networks.

Some paths are more relevant than others from the point @f ofea stochastic
local search algorithm following a trajectory over the lboptima network. In order
to better illustrate the relationship of this network prapevith the search difficulty
by heuristic methods such as stochastic local search, bighaws the shortest path
length to the global optimum from all the other basins in thediscape. The trend is
clear, the path lengths to the optimum increase steadily wireasing in all cases.
With regards to neutrality, in both types of neutral langhesa the higher the degree of
neutrality, the shortest the path length to the global optim This suggest, therefore,
that the kind of neutrality introduced in th¥ K, and N K, landscapes could be a

positive factor in the search of the global optimtm

5 Discussion

The fithess landscape concept has proved extremely usefodiy fields, and it is
especially valuable for the description of the configuratipaces generated by dif-
ficult combinatorial optimization problems. In previousnkpwe have introduced a
network-based model that abstracts many details of therlyiugglandscape and com-
presses the landscape information into a gréhwhich we have named thecal

optima networK9, 10]. The vertices of this weighted oriented graph areldical op-

3The empirical evaluation of search difficulty MK, and N K4 landscapes for a standard EA is studied
in the Appendix. It shows that the landscapes with more aBwtr(search space size and paramet&rs

being equal) are easier to solve for the EA.
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tima of a given fithess landscape, while the arcs are transfirobabilities between
optima. The same graph also describes the basins of attmdntithe landscape and
the adjacency relationship among them. While previous vdait with non-neutral
landscapes, the present paper treats the case of fitnessdped where neutrality, i.e.
groups of configurations with the same fithess are presenttrligy is a common
feature of many landscapes generated by important conaviagproblems, including
real-world problems and it is, thus, fundamental to be ablese the network descrip-
tion also in this case. The most difficult aspect is how to @efiasins of attraction
when there are neutral networks in the landscape and howsitiars take place be-
tween these basins. Our definition in Sect. 3 deals with tlesses successfully and
it is consistent, both conceptually and mathematicallyhwhe previous definition for
non-neutral landscapes.

In order to study the applicability of our methodology, wevdaised synthetic
landscapes where the amount of neutrality can be contrbljeal parameter. These
landscapes, callely K, and N K, are neutral variants of the well knownx family
of landscapes. This choice also has the advantage of peigrattomparison between
neutral and non-neutral variants of the same family of laades. We have measured
a set of network and basin properties for these three claskeggeneral observation is
that there is a smooth variation with respect to standakdlandscapes when neutrality
is gradually introduced. This outcome was somewhat exgestd it confirms that our
definitions for neutral landscapes are adequate.

Our analysis of the local optima networks concentrates enrtherent structure
of the studied landscapes rather than on the dynamics ofrehsalgorithm on such
landscapes. However, our findings, summarized below, stfigoview that neutrality
may enhance evolutionary search [17, 24, 29, 37, 38, 39,8049]. The empirical
study reported in the Appendix further corroborates theswi As discussed in [50],
there is considerable controversy on whether neutralitysher hinders evolutionary
search. This is so, because many studies emphasize alggrétformance, instead
of providing an in-depth investigation of the search dynzniMoreover, there is not
a single definition of neutrality, nor an unified approach ddiag redundancy to an

encoding [50]. Our study, however, concentrates on speuifidel landscapes which
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posses fithess correlation and selective neutrality. Threxiel landscapes have been
found to resemble the properties of biological RNA-foldiagdscapes. In particular,
they feature neutral networks which have the “constantyation” property [17]. This
property raises the possibility that (given enough timejadt any possible fithess value
can ultimately be attained by the population. The scendrapppulation trapped on
a local optima vanishes [39]. The detailed study by Barrdt B9], illustrates the
dynamics of a simple evolutionary algorithm on several taages featuring neutral
networks, and compares it with the dynamics on rugged lapiscwithout neutrality.
The dynamics on both cases are strikingly different (Figand 5 in [39]). On the
non-neutral landscape, the population climbs rapidly edahdscape until it reaches a
local optimum, at which higher optima are difficult to reagimbutation; the population
is effectively trapped. In the presence of percolating rautetworks, the scenario
of entrapment by local optima is evaded; adaptation is cbarzed by neutral drift
punctuated by transitions to higher fithess networks.

We argue that our results are only relevant to optimizatimblgems that feature
percolating neutral networks with similar statistical pecties than those present in
the model landscapes studied. It is not possible to dirgatlge the impact of the
results for more realistic optimization problems. Therefdt is important to analyze
more complex genotype-phenotype mappings in future waris. worth noticing that
massively redundant genotype-phenotype mappings, suttfoas used in Cartesian
Genetic Programming [35], have been found to be beneficial/tdutionary search.
The application of the local optima network model in suchnse®s is, therefore, a
research direction worth exploring.

Our results, which were at least partly unknown to our knolgts can be summa-
rized as follows.

The optima networks for neutrdl K landscapes are smaller, in terms of the num-
ber of nodes, with respect to standa¥ds<. Since the number of maxima (nodes) in
the landscape increases withand K, search difficulty in general also increases. But
for the sameV, K pair, the search should be easier in neulfd& landscapes, and the
difficulty should decrease with increasing neutrality.

The number of edges in the networks gives the average nurfipessible transi-

27



tions between maxima. However, it is more interesting tceolesthe average proba-
bilities, which can be computed from the empirical disttibo of the weights for the

outgoing edges. It is seen that neutrality increases thegfibty that a given local op-

timal configuration escapes its present basin under theteffa stochastic local search
operator. This observation supports the idea that a heusisarch algorithm with an

adequately set mutation rate could be more effective whatraléy is present, as the
opportunity of finding a promising (adaptive) search patinéseased [40].

The statistics on the basins of attraction of the landscapeparticularly interest-
ing. The trend is similar to what has been previously regbibe the authors [9, 10]
for the standaradv K family, but the size of the basins is larger the higher theelegf
neutrality, and it decreases exponentially with increggin Similarly, and as an im-
portant particular case, the size of the global maximumrbdscreases exponentially
with K, and increases with increasing neutrality.

The analysis of the clustering coefficient and the dispasity useful local features
of the optima networks, show that the clustering decreastbstine degree of epistasis
K while, for a fixedK, it tends to increase with increasing locality. This is agiiact
topological indication of the fact that maxima are more éinsonnected in the neutral
case, which again confirms the easier heuristic search efttiesponding landscapes.
The disparity coefficient, on the other hand, says that fgh % the basins tend to be
randomly connected, independent of the degree of neytralinown result confirmed
here from the purely network point of view.

Finally, we have statistically analyzed the average skbpaths between nodes in
the maxima networks. This is an important characterizatibthe landscape which
is easy to obtain from our maxima networks. It is relevantaose it gives useful
indications on the average number of transitions that ahstste local searcher will do
between two maxima. In all cases the path length increagbgivup to K = 12 and
then stays almost constant or decreases slightly. Neytddicreases the mean path
length in theN K, case, while it increases it for th§ K, family. The same trend is
observed for the particular average path length from anyimmamx to the optimum.
This last measure gives a rough approximation of the averag®er of steps a local

searcher would perform in the landscape to reach the optifmermany starting local
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optimal configuration, if it were “well-informed”, i.e. iftiknew what would be the

average best local optimum hop at each step.

6 Conclusions

We have found that the topological observation of the locakima networks of a
given fitness landscapes gives both useful information erptioblem difficulty and
may suggest improved ways of searching them.

However, although we think that our network methodologyrisnpising as a de-
scription of both neutral and non-neutral combinatoriatiscapes, several issues must
be addressed before it acquires practical usefulness. Xaonme, we have limited
ourselves to landscape sizes that can be fully enumerateggonable time by using
relatively low values ofV. Of course, this is not going to be possible for bigger spaces
Work is thus ongoing to sample the landscapes in a staligtgignificant way, a step
that will allow us to extend the analysis to more interesfingblem instances. Sec-
ond, we plan to extend the present type of analysis to morgfisignt combinatorial
optimization problems such as the TSP, SAT, knapsack pmehland several others in
order to better understand the relationships between gmodifficulty and topological
structure of the corresponding networks. Additionallg #nalysis of problems with
more complex genotype-phenotype mappings, would helprtbduenlighten the role
of neutrality in evolutionary search. A further step wouéltb incorporate and analyze
the dynamic aspects of search heuristics operating on taedecapes. The ultimate
goal would be to try to improve the design of stochastic Isearch heuristics by using
the information gathered in the present and future work erldhal optima and basin

networks of several problem classes.
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Assessing the impact of neutrality on evolutionary search

Table 1: Evolutionary algorithm component choices and patar settings.

Component Choice Parameter value(s)

Population random initialisation size =100

Mutation bit-flip mutation rates ={0.01/N,0.1/N,0.5/N,1/N,1.5/N,2/N}
Recombination | 1-point crossover rates ={0.0,0.2,0.4,0.6,0.8,1.0}

Selection tournament size=2

Stopping criteria| fixed number of evaluations 10% of search space size (26215 evaluations)
Replacement generational with elitism

This appendix compares the search performance of a staedalationary algo-
rithm (EA) running onN K landscapes of equal size and ruggedness (epistasis) level
but with different degrees of neutrality. The goal is to asatether the presence of
neutrality in a landscape would enhance evolutionary seaiven that the fithess
value of the global optimum in & K landscape depends on its parametafsk, p or
q), a comparison based on the average best fitness of a nunibArahs is not possi-
ble. Therefore, we resort to the success rate as a perfoema@asure. This is possible
on the small landscapes explored here as the global optimlkndwn after the ex-
haustive exploration for extracting the optima networker &ur empirical study we
chose the same landscape parameters as those used in theentiins of the article.
Namely, NK landscapes wittv. = 18 and K = {2,4,6,8,10,12,14, 16,17} with
and without neutrality, with three levels of (increasingutrality: ¢ = {10,4, 2} and
p = {0.5,0.8,0.9} for the NK, and N K, models, respectively. Table 1 summarizes
the evolutionary algorithm operator choices and paransetitings employed.

A preliminary study was carried out to select the optimal baration of mutation
and recombination rates for eadhX’ model and neutrality level. The study explored
the performance of th& possible mutation and recombination rate pairs (see Table 1
on 30 independent randomly generated landscape instaheastotype. The ‘optimal’

combination was the one achieving the highest average ssicate, which is simply
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Figure 16: Average (top) and standard deviation (bottonthefsuccess rate of a stan-
dard EA searching on th&/ K, landscapes. See table 1 for EA parameter settings.

Averages on 100 independent landscapes.

defined as the number of runs where the global optimum wasdfdisnded by the
total number of runs. We found that the ‘optimal’ crossowtes were low (on average
0.1523 over all landscape types) and the mutation rates per bit arenend the well-
known figurel /N [51] (on averagd.317/N).

To compute the search difficulty on each landscape type viiage and standard
deviation of success rates 00 runs were computed ovéd0 independent landscape
instances with the'optimal’ parameter setting found aswlised above. Figures 16
and 17show the average success rates and their standaatiates/for theN K, and
the N K, models, respectively. As it is already known, the succetes raere found
to decrease with increasing epistasi$ Yalues) in all the studied landscapes. Most
interestingly, for a given ruggedness level (valud©f the average success rates were
found to increase with the degree of neutrality (figures 16 &R, top plots). The
success rate standard deviations (figures 16 and 17, botts) pre higher fork

values around 6 except for thékK, model withg = 2, for which the standard deviation
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Averages on 100 independent landscapes.

was found to increase steadily with increasiigralues.

Since the distribution of success rates is not Normal, welgoted a Mann-Whitney
test to asses the statistical significance of the differ&et@een the averages (see fig-
ure 18). We compared the averages for various neutralitye@sgvith the same epis-
tasis (K value). A thick line between two neutral parameter valueamsethat the
difference is significant with a p-value 6%; whereas a thin line indicates that the
difference between the averages are not statisticallyfgignt. For/V K, landscapes,
the average differences are nearly always significant éxgween some non-neutral
N K landscapes anfy K, with low neutrality ¢ = 10). Similar results are found for
the N K, model, with the exception the highest epistasis values evtiere is nearly
no difference between the averages. Our results clearlyestghat, for the landscape
models studied, neutrality increase the evolvability ajged landscapes. More pre-
cisely, N K landscapes of equal size and epistasis level, are easearichsfor a simple

EA when neutrality is higher.
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Figure 18: Mann-Whitney test to compare the success ratages of simple EA on
N K, landscapes (top), amdl K, landscapes (bottom). A thick line indicates that the

equality of average success rates can be rejected with va&up-0f0.05 according to

the test. Otherwise the line is thin.
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