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A stability criterion for two-fluid interfaces and
applications

David Lannes*

Abstract

We derive here a new stability criterion for two-fluid interfaces. This
criterion ensures the existence of “stable” local solutions that do no break
down too fast due to Kelvin-Helmholtz instabilities. It can be seen both
as a two-fluid generalization of the Rayleigh-Taylor criterion and as a
nonlinear version of the Kelvin stability condition. We show that gravity
can control the inertial effects of the shear up to frequencies that are
high enough for the surface tension to play a relevant role. This explains
why surface tension is a necessary condition for well-posedness while the
(low frequency) main dynamics of interfacial waves is unaffected by it.
In order to derive a practical version of this criterion, we work with a
nondimensionalized version of the equations and allow for the possibility
of various asymptotic regimes, such as the shallow water limit. This limit
being singular, we have to derive a new symbolic analysis of the Dirichlet-
Neumann operator that includes an infinitely smoothing “tail” accounting
for the contribution of the bottom. We then validate our criterion by
comparison with experimental data in two important settings: air-water
interfaces and internal waves. The good agreement we observe allows us
to discuss the scenario of wave breaking and the behavior of water-brine
interfaces. We also show how to rigorously justify two-fluid asymptotic
models used for applications and how to relate some of their properties to
Kelvin-Helmholtz instabilities.

1 Introduction

1.1 General setting and overview of the results

We are interested here in the motion of the interface between two incompressible
fluids of different densities p™ > p~, with vorticity concentrated at the interface,
and at rest at infinity. This problem is sometimes called the Rayleigh-Taylor
problem; the limit cases p™ = p~ and p~ = 0 are also known as the Kelvin-
Helmholtz and water waves problems respectively (see [§] for a recent review).

The mathematical analysis of the stability issue of such interfaces has raised

a lot of interest. The particular case of the water waves problem is certainly
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the best understood. Following the pioneer works of [@, @, @, @, E], S.
Wu established the well posedness of the water waves equation for 1D and 2D
surface waves @, @] in infinite depth, and without surface tension, provided
that the Rayleigh-Taylor criterion is satisfied,
(Rayleigh-Taylor) -0, P lsurface 0,

where z is the vertical coordinate and P the pressure (she also established that
this condition is satisfied as long as the wave does not self-intersect). It is in-
structive to remark that the linearized version of this criterion (around the rest
state) is simply pTg > 0, where g is the (vertical) acceleration of gravity — in
other words, water must stands below the interface. Other approaches have
also been developed, such as ] (finite depth, Eulerian framework), [@, @, B]
(fluid droplet in zero gravity, Lagrangian framework, irrotationality assumption
removed), [@] (weak solutions in the whole space with density discontinuity at
the surface), etc. More recently, various works gave some additional information
on the solution. It was shown in [E, @] that the existence time is uniform with
respect to the shallowness parameter (among others), allowing for the justifica-
tion of various models used in coastal oceanography. In another direction, Wu
[F9, B0 and Germain-Masmoudi-Shatah [RH| showed almost global (2D) and
global (3D) existence results under smallness conditions.

In presence of surface tension, the analysis is technically more difficult, but
there is no striking difference for the behavior of the solution. Local well-
posedness remains true and the solution of the water waves problem with surface
tension converges to the solution of the water waves problem without surface
tension when the surface tension coefficient goes to zero [@, E, E, @] It is
not known however whether this zero surface tension limit is compatible with
the shallow water limit; the justification proposed in [@, , @] for instance of
some shallow water models in presence of surface tension is relevant for large
values of the surface tension (more precisely, for Bond numbers of order O(1))
but provide an existence time extremely short when the Bond number is large
(small surface tension), which is the case in coastal oceanography for instance.

For the Rayleigh-Taylor problem (p~ > 0) the picture is completely different.
It is known, at least for 1D interfaces, that, outside the analytic framework
of [p5, , the evolution equations are ill-posed in absence of surface tension
B3, B3, B4) — see also [Bg, B for the related Kelvin-Helmholtz problem where
pT = p~ — even in very low regularity (C't* in [B4, and chord-arc in
[BY]). The reason of this ill-posedness is that the nonlinearity creates locally
a discontinuity of the tangential velocity at the interface that induces Kelvin-
Helmholtz instabilities.

More recently, it has been proved that taking into account the surface tension
restores the local well-posedness of the equations [E, E, @, E] However, the
existence time of the solution provided by these results is very small when the
surface tension is small. The fact that the role of gravity (or gravity itself)
is not considered in these references suggests that these general results can be
improved in the “stable” configuration where the heavier fluid is placed below



the lighter one. In particular, we would like to explain two physical phenomena

#1 Air-water interface. In coastal areas, for instance, waves propagate over
several wavelength (depending on various physical parameters introduced
below). This observation is consistent with the results obtained in [J
where the air density is neglected (p~ = 0). If this density, which is small
but non zero, is taken into account, the existence results of [E, ﬂ, @, B]
ensure that surface tension can prevent Kelvin-Helmholtz instabilities, but
for times that allow the wave to propagate over a few millimeters only.
We therefore want to understand the mechanism that controls Kelvin-
Helmholtz instabilities for time scales consistent with the observations.

§2 Internal waves. Waves at the interface of two immiscible fluids of pos-
sibly very similar densities have been widely investigated in the physics
literature. Waves at the interface of two layers of water of different den-
sities in the ocean are also commonly described with this formalism. As
for the case of the air-water interface above, the known results only pro-
vide an existence time smaller by many orders of magnitude than what is
observed.

These two phenomena raise an apparent paradox:

83 The asymptotic models describing waves in coastal areas or internal waves,
and which provide very accurate results, all neglect surface tension. On
the other hand, the analysis of the full equations tells us that surface
tension is crucial for the existence of a solution. In other words, surface
tension allows interfacial waves to exist but does not play any role in their
dynamics.

Very recently, some progress has been made to understand f1. It has been proved
in , @] that, the surface tension coefficient being kept fixed, the solution of
the two-fluid system converges to the solution of the water waves problem (with
surface tension) as the density p~ goes to zero. In [@], the following important
result was proved: the solution of the two-fluid system converges to the solution
of the water waves equations (without surface tension) when both the density p~
and the surface tension go to zero. It is just required that (p~)? < ¢”/3, where
o is the surface tension coefficient. A corollary of the result presented here is
a slight improvement of this condition, showing that the result holds under the
weaker condition (p~)% = o(c) as suggested by the linear analysis. However, in
physical applications, the ratio (p~)%/o cannot be made arbitrarily small, and
it would be interesting to have at our disposal a criterion to check whether a
given interfacial wave will be “stable” (in the sense of “observable on a relevant
time scale”) or will almost instantaneously break down due to Kelvin-Helmholtz
instabilities.

The need for such a criterion is also crucial to explain f2. Indeed, the small-
ness of the ratio (p~)2 /o obviously cannot be invoked to explain the observation
of such phenomena as internal waves since the relative density of the upper fluid
is not small in that case (while o remains very small), and a better understand-
ing of the formation of Kelvin-Helmholtz instabilities is required.



A hint of what such a criterion should look like can be obtained by consid-
ering the related problem of the linear stability of two fluid layers moving with
constant horizontal velocities ¢t # ¢~ (with ¢t € R? d = 1,2). It is known
since Kelvin that small perturbations of the interface are linearly stable if the
following criterion is satisfied (see for instance [[[Z)

oL (ptp)?
T—pT)> Emc(0)|ﬂciﬂ|4,

(Kelvin) g(p
where [¢*] = ¢ — ¢~ and ¢(0) is a constant taking into account the geometry
of the problemﬂ. The equivalent of this linear criterion in the water waves case
is the linear Rayleigh-Taylor criterion already mentioned, namely, p*¢g > 0. In
the problem we investigate here both fluids are at rest at infinity, but there is is
a local discontinuity of the horizontal velocity created by the nonlinear motion
of the interfacial waves. We can therefore expect that a local version of the
Kelvin criterion may be derived to assess the local linear stability of interface
perturbations. A natural question is then: is there a nonlinear generalization
of this expected local Kelvin criterion? Or equivalently, is there a generalization
to two-fluids interfaces of the Rayleigh-Taylor criterion?

The first main result of this paper is to show that such a nonlinear criterion
exists. It can be stated as

1L (ptp)?
—9.P*t SO A 4 1.1
[ =] To(pt + )2 ¢(Q) w5 (1.1)
where ( is the interface parametrization, w = [V l._c] is the jump of the

horizontal velocity at the interface, and ¢(¢) is a constant that depends on the
geometry of the problem (two layers of finite depth in this paper) and that can
be estimated quite preciselyt].

The question is now to check whether the criterion ([.1)) can explain (for
instance) the observation of the phenomena #1 and #2 mentioned above.

For #1 (air-water interface), it is likely that the relative density p~ = p~/(p™ +
p~) is small enough to make the r.h.s. of (L) smaller than the Lh.s. even
though o is small. This is at least the case if we consider the limit (p~)? /o — 0
as in -

For 42 (internal waves), the relative density p~ is close to 1/2 and cannot be used
to explain why (EI) should be satisfied in that case. Therefore, the smallness of
the discontinuity on the horizontal velocity is the only reason that could explain
#2.

The main idea behind the stability criterion ([L.1)) is the following expla-
nation of the apparent paradox #3, that we can state in rough mathematical
terms as follows: the Kelvin-Helmholtz instabilities appear above the frequency
threshold for which surface tension is relevant, while the main (observable) part

1¢(0) = 1 for the case of two layers of infinite depth considered in [@]; see Remark @ for
an explicit expression in the case of two layers of finite depth
2for a flat interface ¢ = 0, this constant is the same as in the linear Kelvin criterion



of the wave involves low frequencies located below this frequency threshold; con-
sequently, the Kelvin-Helmholtz instabilities are regularized by surface tension,
while the main part of the wave is unaffected by it. The role of criterion ([L.])) is
to ensure that the frequency threshold mentioned above is high enough. For low
frequencies, we show that gravity can stabilize the inertial effects of the shear.
The main task in this paper is to prove rigorously this scenario.

Remark 1.1 (Rayleigh-Taylor stability vs. Kelvin-Helmholtz instability). As al-
ready mentioned, surface tension has been shown to regularize Kelvin-Helmholtz
instabilities (that are due to the shear). As a matter of fact, it also stabilizes
Rayleigh-Taylor instability in the sense that it allows for a local solution even if
the heavier fluid is placed above the lighter one. Such a solution is an example
of what would be an unstable solution for us: even though the initial value
problem is locally well-posed, it does not satisfy (B) and the existence time is
very small. In the stable configuration (heavier fluid below), we said that we use
gravity to control the destabilizing effects of the shear; equivalently, Rayleigh-
Taylor stability controls the Kelvin-Helmholtz instabilities at low frequencies.

Having proved that ([L.1) determines the stability of interfacial waves (and
constructed such solutions to the two-fluid equations), one practical question
arises: how can we have access to the quantities [0, P*] and |w|. that we
need to know to determine whether (E) is satisfied or not? Indeed, one would
like to use this criterion to assess the stability of some given configuration: for
instance, knowing the depth and density of both fluid layers, is it possible to
have a stable perturbation of the interface of amplitude a and wavelength A?
It is quite difficult to know [—d, P*] and |w|s experimentally (see however [R7]
for measurements of w). A useful approach is therefore to perform an asymptotic
analysis of the problem. Of particular importance for applications is the shallow
water regime (the wave length of the perturbation is large compared to the
depths HT™ and H~ of the fluid layers). In this regime, the pressure satisfies the
hydrostatic approximation with a fairly good precision, and one has therefore
[-0.P*] ~ (pt — p7)g, it is also possible to show that w has a typical size

. _ +- .
of order £+/¢’H (with ¢’ = (p* — p7)g and H = %), a prediction

that is consistent with the measurements of [@] for instance. Plugging these
approximations into ) shows the relevance of the dimensionless parameter
T defined as ‘s Ny
T = (p+p7>2_(p +p )g
==/ H? 4o ’
and suggests a very simple practical stability criterion in shallow water

T <« 1: Stable configuration; Y > 1: Unstable configuration. (1.2)

When T ~ 1, stability/instability is critical and it is necessary to look at the
exact criterion (JL.1).

In order to prove rigorously the relevance of the practical criterion (E),
one must be able to handle the shallow water limit in the construction of the
stable solutions allowed by ([1)). Unfortunately, this limit is singular, which



complicates the proof. In particular, it restricts the number of tools at our dis-
posal since standard symbolic analysis is not adapted to shallow water regimes.
Roughly speaking, symbolic analysis neglects the information coming from the
bottom since it is infinitely smoothing (this is the argument used in [EI] to prove
local well posedness of the water waves equations over very exotic bottoms).
However, in the shallow limit, the influence of the bottom is the main factor in
the evolution of the wave: though infinitely smooth, its contribution becomes
quantitatively very large. In the water waves case, various techniques allow one
to bypass symbolic analysis and justify some shallow water models [E, @] In the
two-fluid case under investigation here, it is not clear whether these techniques
can be adapted. We therefore appealed to a technical result of independent
interest, namely, a symbolic analysis “with tail” of the Dirichlet-Neumann op-
erator, the tail corresponding to the infinitely smoothing component of this
operator taking into account the influence of the bottom. This allows us to use
some (rudimentary) symbolic analysis without suffering from the shallow water
singularity.

Once this analysis is done, we know that interfacial wave are well behaved
in the shallow water limit when the stability criterion ([L.1) — or its practi-
cal version (@) — is satisfied. We then turn to apply this result to the two
phenomena #1 and #2 described above. The good agreement with experimen-
tal data allow us to confirm the relevance of one-fluid asymptotic models for
air-water interfaces, and to give the first rigorous justification (on the relevant
time scale) of two-fluid asymptotic models commonly used to describe internal
waves. We also indicate how some singularities of these models can be related
to Kelvin-Helmholtz instabilities. We finally discuss two phenomena:

#1 Air-Water interfaces. Simple physical examples show that close to wave
breaking, it is likely that ([L.I]) fails to be satisfied for certain configura-
tions. This would mean that the first singularity observed in wave breaking
may not always be a singularity of the water waves equations, but some-
times a two-fluid singularity.

#2 The description of water-brine interfaces (as for oceanic internal waves)
does not fall into the range of equations ([L3)-([.§) because water and
brine are not immiscible. We use the stability criterion(s) derived in this
paper to propose a two-fluid description of the water-brine interface that
includes an artificial surface tension ¢. Using comparison with laboratory
experiments we are able to propose a numerical value for o.

In order to make a more detailed description of the results described above,
we first need to write the equations, and to derive their nondimensionalized
version. This is done in the following two subsections.

1.2 The equations

We assume that the interface is parametrized by a function ((t, X) (X € R%)
and denote by Q; and Q; the volume occupied by the lower and upper fluids



respectively at time t. Choosing the origin of the vertical axis to correspond
with the interface between the two fluids at rest, we assume that Q; (resp. ;)
is bounded below (resp. above) by an horizontal wall located at z = —H™ (resp.
z = H~). We also denote by T'; the interface I'; = {(X, 2),z = ((¢, X)} and by
I'* the upper and lower boundaries T+ = {z = FH*}.

((t, X)
X eR?

___________________ _————

H+

Finally, we denote by U the velocity field in Qti; the horizontal component
of U* is written V* and its vertical one w*. The pressure is denoted by P*.
For the sake of clarity, it is also convenient to introduce some notation to express
the difference and average of these quantity across the interface.

Notation 1.2. If AT and A~ are two quantities (real numbers, functions, etc.),
the notations [A*] and (A*) stand for

AT+ A™
[A*] = A* — A~ and (A%) = +
We can now state the equations of motion.

e Equations in the fluid layers. In both fluid layers, the velocity field U+
and the pressure P* satisfy the equations

div U%(t,) =0, curl U%(t,-) =0, inQf (t>0), (1.3

which express the incompressibility and irrotationality assumptions, and

p* (0 UF+(U* V. )UF) = —Vx .P¥—ge, in QF (t>0), (1.4)
which expresses the conservation of momentum (Euler equation).

e Boundary conditions at the rigid bottom and lid. Impermeability of these
two boundaries is classically rendered by

w(t,)., =0, (t >0). (1.5)



e Boundary conditions at the moving interface. The fact that the interface is
a bounding surface (the fluid particles do not cross it) yields the equations

8¢ — 1+ [VCPU,; =0, (t>0), (1.6)

where Ut := Ui‘rt -n, n being the upward unit normal vector to the
interface I'y. A direct consequence of ) is that there is mo jump of the
normal component of the velocity at the interface. Finally, the continuity
of the stress tensor at the interface gives in our particular case

[Pt )i ] =0k (C),  (t20), (1.7)

where o is the surface tension coefficient and £ (¢) denotes the mean cur-
vature of the interface,

V¢

VI+IVEP

It is quite convenient for the mathematical analysis of the equations (E)—
(m) to transform them into a set of scalar equations on the interface. From the
irrotationality assumption, we can write the velocities U* in terms of velocity
potentials ®*, namely,

£(C) =-V-( )-

U*(t,-) = Vx,.®%(t,) in QFf (t>0).
Defining the trace of ®* at the interface by
lﬁi (ta ) = (I)i(ta ')Irt (t > 0)’

we can now reduce the equations ([.3)-([L.7) to a set of equations on ¢ and ¥,
namely,

¢ —gT[wt =0,  (L8)
GTlWr=¢"lcv™, (1.9

2 (6w +vc-wi>2) _ _pt
2(1+[V¢]?) Ire”

[PE(t ), ] = 0k (C),  (1.11)

o (0% + 9+ 51V (1.10)

where G*[(] are the Dirichlet-Neumann operators corresponding to the two
fluid layers and defined (under reasonable assumptions on ¢ and *) by

G = V1 +V(20,9T
where &+ solve N N
AX Z(I) =0 in Qt ,

’ 1.12

{ o* I, :l/Jia az(I)i |r+ =0 ( )

and a,@‘ir stands for the upward partial derivative of ®* at the interface.
t



We now showﬁ that it is possible to reduce the two-fluid equations to a set
of two equations on the surface elevation ¢ and of the quantity 1 defined as

Yi=ptYt —pTyT,

/7% (in particular, p*4+p~ =1
and p* — p~ is the Atwood number). Defining the operator G [(] by

where Bi stands for the relative density, Bi =

Gl =610 61— p 6767 LCl, (1.13)
one can write G T[]t = ¢ 7[¢]Yy™ in terms of ¢ and ¢ only,
Gl =67 [Cv" =G [Cly~ (1.14)
and one can also get 1)* in terms of ¢ and v,
=G o Gy (1.15)

A formulation of the two-fluid equations as a system of two scalar evolution
equations on ¢ and v can then be given,

1
o +gc  + Flot|Ver[
N S i N 0
2 1+ Ve BT
(1.16)

where Y = G*[¢(]7' o G[¢]¥ and ¢’ stands for the reduced gravity,

g =" —p)y

Remark 1.3. In the case p~ = 0, one has v = 4T and G[(]y = ¢ T[¢]™ and
(L.16)) reduces to the formulation of the water waves equations in terms of the
surface elevation ¢ and the velocity potential at the surface 1™ due to Zakharov
[63] and Craig-Sulem [RI). In the case p~ # 0, ¢ and ¢ are the two canonical
variables of the Hamiltonian formulation exhibited by Benjamin and Bridges [E]

(see also [R0])

1.3 Nondimensionalized equations

The order of magnitude of the existence time of the solution is our main concern
in this paper. It is therefore crucial to get some information on the size of the
different quantities appearing in the equation, and in particular of those that
play a role in our stability criterion ([L.1]). These informations can be obtained
by experimental measurements, but it is of course preferable to now them a
priori in terms of the physical characteristics of the flow under consideration,

3We do not justify the different steps of the derivation here; this will be done in Section E



namely,
- The typical size a of the interfacial waves
- The typical wavelength \ of these waves
- The depth H* of the upper and lower fluid layers at rest
- The value of the surface tension coefficient o
- The densities p* of the two fluids

We show in Appendix @ how the linear theory can be used to obtain such an
a priori estimate of the order of magnitude of the different unknowns. The best
way to exploit this information is to nondimensionalize the equations, that is, to
perform a linear change of unknowns and variables such that all the unknowns
are now dimensionless and of size O(1) for typical configurations.

Writing ([L.16)) in such a dimensionless form requires the introduction of
various parameters; the first two are given by

a o2 4 H HTH-
£ = — = — w1 e S
Ha M )\25 £+H_+£_H+a
in the water waves configuration, i.e. when p~ = 0, ¢ is called the amplitude or

nonlinearity parameter and u the shallowness parameter. Throughout this arti-
cle, i is assumed to remain bounded, as well as €. For notational convenience,
and without loss of generality, we take

0<u<l, 0<e<l.

The above definition of € and u takes into account both fluid layers at the same
time. For a more specific description of each fluid layer, it is convenient to

introduce 4o
H

o ’ ut = (H*)
o=+ A2

We also need to define the relative depth H* and the Bond numberﬁ Bo as

H* = H_Jr, Bo = M
H o

Remark 1.4. In full generality, one should allow H* to be much larger or much

smaller than H~ (as in [[LI] for instance). For the sake of clarity, we assume

throughout this paper that H* and H™~ are of same order (so that e™ ~ e~ ~ ¢

and ut ~ p~ ~ p). There does not seem to be any obstruction other than

technical to generalize our method to more general configurations.

The next step is to introduce dimensionless Dirichlet-Neumann operators,

Gy leC HF [ = 1+ [eV(20, 97,

4The Bond number measures the ratio of gravity forces over capillary forces. For some
reason, it often appears as the inverse of this quantity in the mathematics literature
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where ®* solve

2Nt .
{(MA+3Z)<I) =0 in —H" <z+z<=+e(, (1.17)

q):t |2=c¢ = 1/}:ta azq):t | = 05

z=FHE

and 0,0% | __ . stands for the upward conormal derivative of ®* at the interface
(that is, g;[sg]wi =0, 0% loeec —euV(-Vot ._..)- The operator G [(] defined
in ([.13) has similarly a dimensionless version given by

6101 = 6, 1eC H) (96, e H) — 5 6,1 T HY) G,F ¢, ). (118)

We show in Appendix @ that the equations (|l.16) can then be written in
dimensionless form as

0~ - GuleClv =0,
0 +C -+ 5 |Vl

1e [p* (G, B W  +enve-vo®)] 1 1
75; - 1+ e2u|V([? **B_OJEK(E\/EC%
(1.19)

with = = G Fe¢, HT]7" o G[eC]y.

1.4 Description of the results and organization of the pa-
per

We give in Section E some preliminary results that give a rigorous basis to
the manipulations performed in §§@ and B above to derive the equations
(L16) and ([.19). General notations and definitions are given in §2.1] and the
Dirichlet-Neumann operators G ¢, H j[] are studied in §E Their invertibility
properties are investigated in (é‘@), a technical difficulty is that the inverse
of the DN operator takes values in Beppo-Levi spaces (i.e. functions with gra-
dient in Sobolev spaces, but not necessarily in L? since we consider unbounded
domains). The structure of the shape derivatives of the DN operators are then
discussed in §. We are then able to address in §E a transmission problem
that is crucial to derive rigorously the two-fluid equations () since it states
that the trace of the potential at the upper and lower part of the interface, ¥~
and ¢, are fully determined by ¢ and v = pT¢+ — p~¢~. This allows us
to give a rigorous definition to the operator G = G,[e(] introduced in ([L.1§).
Since we want to be able to handle the shallow water limit, we need to give two
versions for (almost) all the estimates given in this section: one that is sharp
with respect to regularity but not optimal with respect to the dependence on
i, and one that is sharp with respect to p but not optimal with respect to
regularity. For instance, G ;f[eg , H*] has an operator norm of size O(y/p) if it is
seen, as usual, as a first order operator; but if we consider it as a second order
operator, we get a better control of size O(p) on its operator norm (see Remark

E below).

11



Section E is devoted to the symbolic analysis of the Dirichlet-Neumann op-
erator G = ﬂ*gj[a@ﬂ*]. It is standard [5(, Bd, [4, [] that the principal
symbol of G T can be written in terms of the Laplace-Beltrami associated to the
surface. More precisely, if we define the symbol g(X,¢) as

9(x, ) = VIR + 2u(|VEPIER — (V¢ - €)?),

then the following holds,
VOS S S to, |g+,¢7 ,LL+g(ZE,D)1/)|Hs+1/2 S M(to+3)|V’l/)|Hsf1/2, (120)

where to > d/2 and M (to + 3) is a constant depending on ||g++s and the
minimal depth of the lower fluid. Since G T and g(z, D) are first order operator,
this identity shows that G+ can be replaced by g(z, D) up to a more regular
(zero order) operator. Unfortunately, such a substitution is not possible in the
shallow water limit since this zero order operator is of size O(1) with respect
to u, while both G and g(x, D) have operator norms of size O(,/i). Using
symbolic analysis induces therefore a singularity of order O(,u_l/ 2) when the
shallow water limit is considered. The explanation of this behavior is that the
shallow water regime corresponds to configurations where the bottom plays a
very important role; however, the contribution of the bottom to the Dirichlet-
Neumann operator is analytic and therefore neglected (at any order) by symbolic
analysis. In order to handle this difficulty, we propose a symbolic analysis “with
tail” of the DN operator, that takes into account the infinitely smoothing (but
very large) contribution of the bottom. This leads us to replace the symbol
9(X, &) by g(X, )t (X, €), where

_ O VIEP + e2uz + 1)2([VCPPIEP? — (VC-6)?)
#H(X,€) = (1 +e¢) /_1 T dz

o arctan(e /10 ()
when d = 1, this simplifies into t* (x,£) = (1 + e7() ————t—"%
( (@6 = (1 +7 T e

then show in Theorem that () can be improved into

€l)- We

|Gty — /utOplgtanh (vt tH) 9] yuir)e < e/EM (to + 3)| V| goi/2.

The cost in terms of derivatives of ¢ is the same as in (), but the behavior
with respect to the parameters ¢ and g is much better since there is a gain
of size O(e\/i). This allows us to handle the shallow water limit. We also
give in Section ] the symbolic analysis (with tail) of (¢ ~)"'6*, (¢ ~)~'G and
G (G 7)1, that are needed for the analysis of the two-fluid equations.

In Section E, we show that it is possible to quasilinearize the two-fluid equa-
tions ([L.1d) by differentiating them and writing them in terms of the relevant
unknowns. We first introduce and study in §@ some new operators that are
needed to write the quasilinearized equations. An important step is a lineariza-
tion formula for the operator G that is given in §@; the main step to establish
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this linearization formula is an explicit formula for the derivatives of the map-
ping ¢ — G.[eC]y (shape derivative). This linearization formula also suggests
what the good unknown should be. More precisely, the equations ([.19) differ-
entiated a-times should not be written in terms of 9“¢ and 9% but in terms
of ((o) and () defined as

() = 0% oy = [pF00*] — [prw*]0%¢,

where w™ is the vertical component of the velocity at the interface in the +
fluid, while % is as in ([[.19). When p~ = 0, these unknowns coincide of course
with the ones used in [B4, b9 to write the quasilinearized water waves equations.
The quasilinearized equations are then derived in . Differentiating « times
the second equation of () and rewriting it in terms of ((,) and 94y, one gets
(without surface tension)

+

Orth(a) + 80°C + £(VF) - Vi) +[VE] - V(g 9(,)) ~ 0

(the symbol ~ 0 means that harmless terms are omitted); in this expression, a
can be related to the (dimensionless) jump of the vertical derivative of the pres-
sure at the interface, and V* stands for the horizontal velocity at the interface
in the fluid +. In order to write this equation in terms of the good unknowns
C(a) and 9 (4, it is necessary to write <£i¢(ia)> in terms of [[Biw(ia)]] = (o) and
C(a)- This is completely trivial in the water waves case p~ = 0. The depen-
dence of this term on ((4) is therefore specific to the two-fluid system, and it is
responsible for the Kelvin-Helmholtz instabilities — through the operator £ [(]
in the quasilinear system given in Proposition @

The main existence and stability results are then given in Section ﬂ We first
state in § several versions of the stability criterion. The first one (see §)
differs slightly from ([L.]) because it also involves the L*°-norm of first order
space-time derivatives of the jump of the horizontal velocity. In §, we show
how to recover ) when the jump of velocity is nonzero. The practical criterion
(.9) is then derived in §5.1.3. After some considerations on the conditions
we impose on the initial data (see §6.9), we state in §5.9 the main results of
this paper, which show that “stable” solutions exist under the criterion given
in §§5.1.1 and (we give two versions of the theorem). By stable, we
mean that the existence time depends on the surface tension ¢ through the
stability criterion (@) only. In particular, it is not necessarily small if o is
small. We want to emphasize on the fact that the theorems are given under a
nondimensionalized form and that the existence time is uniform with respect
to the parameters € and p. In particular, this allows one to handle the shallow
water limit (or other regimes) straightforwardly. Other kinds of limits (zero
density and zero surface tension) are also direct corollaries. We then prove in
§5.4 that these stable solutions persist over large times (i.e. of size O(1/¢)) if a
stronger version of the stability criterions is satisfied.

The proofs of the theorems are then given in §E The stability criterion appears
in the key Lemma where it is used to control the destabilizing effects of
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the shear by the surface tension and gravity terms. As in the water waves case,
some technical difficulties arise because of the second order surface tension term
that requires special care in the treatment of the subprincipal terms in the
symmetrization process. We chose to adapt the technique introduced in [@]
(see also @] for a synthetic presentation), which is probably not the sharpest
one in terms of regularity (see for instance [@, E, ﬂ, @, ﬂ, E] for alternatives
methods) but seems to be the most robust with respect to the shallow water
limit, in particular because it does not require symbolic analysis. This technique
requires that time derivative be treated as space derivatives, and this is the
reason why this is done throughout this paper.

We finally sketch in Section&some applications for the stability criterion
(IL1) and its practical version ([.4). We consider in §p.1] the case of air-water
interfaces characterized by a very small density of the upper fluid. We first
confirm in § that the density of the air can be neglected in the asymp-
totic models used in coastal oceanography to describe the propagation of waves
(we consider here the example of a so called long wave). For waves close to
the breaking point, we show in § that this might not be true anymore and
that Kelvin-Helmholtz instabilities may appear. We therefore suggest that wave
breaking may sometimes be a two-fluid singularity rather than a singularity of
the water waves (one-fluid) equations. Links with physical phenomena such as
spilling breakers and white caps are also commented.

We then consider in §@ the case of internal waves at the interface of two fluids
of comparable density (stability of the fluid is therefore ensured by a small shear
velocity). We first check that some “stable” configurations reported in exper-
imantal works do satisfy our stability criterion. We then consider the case of
water-brine interfaces, of interest for the study of oceanographic internal waves.
There is no natural value for the surface tension for such interface (water and
brine are not immiscible), but investigating the occurrence of Kelvin-Helmholtz
instabilities thanks to the experiments of @], we show how to use our stabiliy
criterion to propose a value for the artificial surface tension that must be intro-
duced to use the two-fluid formalism.

We end this section by showing how to justify rigorously the two-fluid asymp-
totic models used in applications, and on a time scale consitent with the observa-
tions. We give the details for a shallow-water/shallow-water model and explain
how one of its singularities can be related to Kelvin-Helmholtz instabilities.

1.5 Basic notations

- We denote by C (A1, Az, ...) a constant depending on the parameters i, Az, . ..
and whose dependence on the \; is always assumed to be nondecreasing.

- We denote by X = (X1,...,X4) € R? the horizontal variables, by z the verti-
cal one, and by t the time variable.

- We denote by 9; (1 < j < d) partial differentiation with respect to X;; partial
differentiation with respect to ¢ and z is denoted by 0; and 0,.

- We denote by V and A the standard gradient and Laplace operators in the
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horizontal coordinates. These operators are denoted by Vx . and Ax , when
they also take into account the vertical variable.

- We denote by V#* = (,/uV7,9.)T, that is V# corresponds to Vx . with a
factor /i in front of each horizontal derivative.

- We denote A := (1 — A)/2 and H*(R%) (s € R) the usual Sobolev space
H*RY) = {u € S'(R?Y), |u|gs < oo}, where |u|gs = |[A%u|z2. We keep this
notation if u is a vector or matrix with coefficients in H*(R%).

- We denote by (-, -) the standard L?-scalar product.

- The notation a V b stands for max{a, b}.

- We denote by Op(c) or o(xz,D the pseudodifferential operator of symbol

S(r,€),
Op(o)u(z) = (2m) / ¢ oz, O)(E)de.

Rd
2 Preliminary results

2.1 Notations and definitions
2.1.1 General notations

Throughout this section, we always assume that the interface deformation ¢ €
H%t(R?) (ty > d/2) does not touch the bottom nor the lid. In dimensionless
variables, this condition reads

Jpt

min

>0, inf (1+e5¢(X)) > h: (2.1)

XeRd min®
We also denote by QF the domains

QO = {(X,2)eR¥ 1 <z<ef¢(X)})
Q0 = {(X,2) eRI (X)) <2< 1}

We finally introduce, for notational convenience, a constant M defined asEl

1 Ht H-
M= C(%a?ama|C|Hfo+2), (2.2)
as well as
M(s) = C(M,[¢|u=), (2.3)

where we recall that C() denotes generically a nondecreasing, positive, function
of its arguments.

5the dependence on Ht/H~ and H~/H™ is harmless because we assumed that H+ and
H~ are of same order (see Remark [l.4)). For more general configurations, a finer analysis on
the dependence on H¥ of the solution is needed
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2.1.2 Diffeomorphisms

It is often convenient to transform boundary value problems on the fluid domains
Q% into boundary value problems on the flat strips S* defined as

StT={(X,2),-1<2<0} and S ={(X,2),0<z<1},

so that ST correspond do the two fluid domains at rest. Various diffeomorphisms
can be used for such domain transformations. We only use here admissible
diffeomorphisms in the following sense:

Definition 2.1 (Admissible diffeomorphisms). Let ¢y > d/2 and ( € H"**t2(R%)
be such that (R.1) is satisfied.
We say that ©* : ST — QF is an admissible diffeomorphism if

1. % can be extended to the boundaries in such a way that
SF({e=0) ={s=¢"¢} and TF({z=7F1})={(=7F1}.

2. The coefficients of the Jacobian matrix Jy+ are bounded on S*, and
|JZ:E|LOO(S:E) S M.

3. The determinant |det Jy+| is uniformly bounded from below on ST by a
nonnegative constant ¢t such that C% < M.

If ®* is defined on Q*, then one can define ¢= = &+ o * on S*; a direct
application of the chain rule shows that

VAo o xE = T ()T (M) TR gt

where T#* is the (d+1) x (d + 1) diagonal matrix with entries 1/ on the
d-first diagonal coefficients, and 1 on the last one.

In particular, the (variational formulation of the) equation (92 4+ u*A)®* =0
in OF is transformed by X7 into the (variational formulation of the) following
variable coefficient elliptic equation on ST,

VL PER)VE YT =0 i SE, (2.4)
where . . .
P(5%) = [ det Jux |(I") 7 g (1) (Jgi) T (1) 7 (2.5)
it is easy to check (Prop. 2.3 of [B]) that the matrix P(X%) is uniformly coercive
with coercivity constant k(X*). We assume further that

1

P+ <M
H ( )Hoo = and k(Ei)

< M. (2.6)

It is also convenient to assume that P(X%) is a Sobolev perturbation of the
identity matrix (this is in general a direct consequence of the fact that ¢ has
Sobolev regularity) in the sense that

AT Id — P(S%))lprg < M. (2.7)
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Let us also mention that we use the notation 9, for the transformed equations
to denote the upward conormal derivative naturally associated to any elliptic
equation. For instance, the upward conormal derivative associated to (@) is

O™ = e, - P(SF)VH 7. (2.8)

&

We now introduce as in [Bf (see also [[L0]) a very useful class of admissible
diffeomorphisms called reqularizing diffeomorphisms.

Definition 2.2 (Regularizing diffeomorphisms). Let to > d/2, s > 0 and ¢ €
H'*+2 0 H*(R?) be such that (R.1)) is satisfied.
We say that an admissible diffeomorphism ©¥F : S* — QF is regularizing if it is
of the form ©*(X, 2) = (X, z + 0% (X, 2)) with

||A5V“ai||Lz(5i) + ||As_1avaUi||L2(si) S M(S + 1/2) (29)
Note that if £* is regularizing, then one automatically has from (R.5) that
[A*(P(S%) = 1d )| p2(s%) < M (s +1/2). (2.10)

Ezample 2.3. The most simple example of admissible diffeomorphism is given
by

YE(X, 2) = (X,eF(1 £ 2)¢(X) + 2).
It satisfies (2.4) and (.7), but not (£.9) (the r.h.s. should be M (s 4 1) in this
inequality).

Ezample 2.4. For small enough 6 > 0 (and with x : R — R a smooth, positive,
compactly supported function such that x(0) = 1), the functions ¥F defined as

YEX,2) = (X,z+07(X,2)) with o5(-,2) =e5(1 £ 2)x(62|D|)¢

are regularizing diffeomorphisms (see [Bf]) also satisfying (P.) and (R.7).

2.1.3 Functional spaces

We introduce here two functional spaces that are closely related to the energy
norm. The space HYT1(R?) is introduced to measure the extra-control (with
respect to the H™V-norm) provided by the surface tension term and is defined
for N € N as

1

N+1 d_u N (mpd
H0'+(R)_{ EH (R),\/B_O

Vu € HY (R4}, (2.11)
: 2 2 1 2

endowed with the norm |u|H‘JI\,+1 = |ulf~ + §|VU|HN.

Since the velocity potential does not necessary decay at infinity (while the veloc-

ity does), we have to work in Beppo-Levi spaces [@] on open subsets 2 C R4+!
defined for N > 0 as

HNYY Q) = {u e L}, (), Vx..u € HN(Q)H1},

loc
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endowed with the (semi)-norm |Ju|l yvs: = [[Vul|gy. We also define similar
spaces over R?,

HHPRY) = {u € L}, (RY), Vu e H 2R} (seR),

loc

endowed with the (semi)-norm |u|j.i1/2 = |Vu|gs-1/2. In order to capture the
shallow-water dynamics, it is convenient to introduce a variant of this space
that depends on the shallowness parameter p,

HZ“/Q(Rd) = HTY/2(R?)  endowed with |U|HZ+1/2 = [Pulp:, (2.12)

where P is the nonhomogeneous Fourier multiplier of order 1/2 defined as

D]

P =TT Aoy

(2.13)

2.2 A few results on Dirichlet-Neumann operators
2.2.1 Two equivalent definitions

If ( € HOP2(R) (to > d/2) satisfies (R.1]) then it is well known that for all
Yt € H3?(R?), there exists a unique solution ®* € H?(Q*) to the elliptic
boundary value problem

ot =t az(plz:p =0 (2.14)

l—cte

{ (02 + pEA)dE =0 in QF,

(since the interface is a graph, it is possible to view the trace of ®* on the
interface as a function defined on R%) so that the following definition of the
Dirichlet-Neumann operators g,fi [e¥¢, 1] makes sense,

R HB/Q(RCI) N Hl/Q(Rd)
g#:t [5 ¢, 1] : 1/):i: s /1 + |€ivc|2anq)‘i L
z=eLT(

where ®F solves (R.14) and 9,, denotes the upwards conormal derivative.

Remark 2.5. The operators g;f[sg,ﬂi] that appear in the introduction are
related to G :i [e%¢, 1] through the scaling law

1
GE[e¢, H] = Eg;‘; [e%¢, 1] (2.15)
Notation 2.6. For the sake of simplicity, we simply write

gﬂ: = gui:t [€i<7 1]7

when no confusion is possible.
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From the discussion in §, G T1p* can be equivalently defined as

GEPT = 0,0% | _, (2.16)

where 0, now stands for the upwards conormal derivative associated to the
elliptic operator in the flat strip (see (2.§)) solved by ¢+,

+ + .
{w -P(ZF)VH gt =0 in ST, (2.17)

¢i|z:0 =3, 3n¢i\z:;l =0
(X* being an admissible diffeomorphism in the sense of Definition P.1]).

2.2.2 Basic estimates

Let to > d/2 and ¢ € H'"?(R%). If ¥* is an admissible diffeomorphism in
the sense of Definition R.1] then for all ¥* € H3/2(R?), there exists a unique
solution ¢ € H2(S8%) to (2.17). Moreover, one has (see [Bd, BF),

VO<s<to+1,  [JAVH ¢F|Last < MR oo, (2.18)

where M is as in (£.9) and H ;+1/ >(R%) as in (R.19)). The reverse inequality also
holds (see Appendix [B.1.1]),

+
VIE| e < MASVE 6% || p2(st). (2.19)
1

For all ¢ € H"*2(RY) (s > 0), (2.16) and (R.1§) allow one to extend G * as

a mapping
VO<s<to+1, GT:HTV2RY — g~ Y2RY.

Moreover, the following estimates hold (they correspond to the particular case

7 =0 of (£-31)-(R-39) below)

VO<s<to+1, |GTU|gerse < p/*MIPY|se, (2.20)
YO0 <s< to + 1/2, |g:t,l/)|H371/2 < /LM|m’l/)|Hs+1/2. (221)

Remark 2.7. From the definition (R.13) of 9B, it follows easily that ﬁgi re-
mains uniformly bounded as a first order operator as u — 0. However, the
quantity %g * involved in the first equation of ([.19) remains bounded only if
we consider G* as a second order operator. This fact makes the shallow limit
singular and requires some specific attention.

It also follows upon integrating by parts in () that for all ¥1,vs €
Hl/Q(Rd)

)

VI G P(SE)VR g = i/ $1(G 1), (2:22)
S+ R?
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where ¢7 and ¢3 the (variational) solutions to (B.17) with Dirichlet condition
11 and 9. This identity is the key ingredient to prove the following estimate

(see Appendix [B.1.9),
V0 <s<to+1, [(A°G Fahr, A¥eho)| < Mpln] ez 2] ez, (2:23)
for all 11,1y € H¥T1/2(R%). Finally, we will also need the following commutator

estimate (see Appendix for a proof)
W0 <s<torl (A% G on A%)| < pMpil o vss il i, (224)
and the inequality (see Proposition 3.7 of [E]),
(V- Vu, G ) < pM v [Pul3, (2.25)
that holds for all v € W1 (R and u € HY/*(RY).

2.2.3 Invertibility

It follows quite easily from (R.29) that G * (resp. G ~) is a symmetric, positive
(resp. negative) operator. We can also deduce that they are injective (up to
constants of course) so that the inverse (G*)~! is well defined on the range of
G * and with values in H'/2(R%). The next proposition states that (G =)~ 'og*

is well defined and uniformly bounded (with respect to € and p) as a family of

operators mapping H EH/ 2(R?) into itself.

Proposition 2.8. Let to > d/2 and ¢ € H 2(R?) be such that (B14) is satis-
fied. For all0 < s <ty+ 1, the mapping

(G)togr: HITP®RY 5 HITPRY
V¥ = (67)7HGTY)
1s well defined and one has, for all ¢ € Hﬁ+1/2(Rd),
l(G7)to §+¢|Hz+1/2 < M|¢|gz+1/2,
where M is as defined in @) Moreover, one also has the estimate

V0 < s <tg+1/2, IV(G7) oG |lg: < M|VY|g-.

Remark 2.9. It is straightforward to check that the proposition still holds if one
switches the + and — signs everywhere.

Remark 2.10. Let A : H5t1/2(R?) s H*~1/2(R%) be a linear operator such that

V0 <s<to+1, (A Apr, Aa) < pMa (1) |Y2] gravr/e,
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for some positive constant M4(11). Replacing ) by this inequality every-
where in the proof of the Proposition shows that (G ~)~lo A : H3¥1/2 — FiT/2
is well defined and

V0§8§t0+1, |(g7>710A’l/)|Hz+1/2 SMMA(’I/))

For instance, one has, for all 1 < j < d,
N 1
WSa<to+ L 1(G7) 00yl < SMIL+VED)Y 2l

Remark 2.11. With a little more work, it is possible to show (using regularizing
diffeomorphisms in the proof) that for all s > 0, the mapping (G ") 1o g™ :

H? 5 HPY? s well defined and that
(677 0 G ¥ e < Mls+ 1/2) Wl o2,
P I

with M (s+41/2) as in (.3), but since we do not need such a high order estimate
here, we do not prove it.

Proof. Let us prove that (G ~)~'G T4 is well defined in H'/2(R%). We first prove
that there exists a unique variational solution ®~ € H'(Q~) to the boundary
value problem

{ @24+~ A" =0 in Q,

V14 |€7V<|28n@7‘z:57< = g+1/}, 8Z<I)*|z:1 =0, (2.26)

or equivalently (by §R.1.9), we seek a unique variational solution ¢~ € H*(S™)
to

{ VH .P(XT)VH ¢~ =0 in &7, (2.27)

5n¢_\z:0 = g+1/’a an(b_‘z:l = Oa

where ¥~ is an admissible diffeomorphism in the sense of Definition @ and

satisfying (R.7). _.
For all p € C*(S§~) N H*(S™), one deduces from (P.23) that

(67,01 20) < Mul izl /-

Since moreover [ _y| ;12 S p= 2|V || 2 (s-y (this is a variant of the trace
n

lemma, see the proof of Proposition 3.4 of [E]), one has
(640, 91._) < MR |V lliags .

The linear form ¢ — (G119, ¢ _,) is thus continuous on H'(S™); moreover,

VE .P(X7)V# is obviously coercive on this space, so that existence/uniqueness
of a variational solution to () follows classically from Lax-Milgram theorem.
We can thus define ¢y~ = ¢7|__ so that one obviously has G "¢~ = G T and
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%~ = (G~)" ' o GTy. Since such a solution is obviously unique, the operator
(G7)"to g™ is well defined.
We now turn to prove the estimates given in the statement of the proposition.
Remarking that [(G7)™" o G 9| yer1/2 = [T |er1/2, with ¥~ = ¢7 | _ as
" " =
constructed above, we deduce from (R.19) that

VAIGT) 0 6 Ul jerun < MY 67 s . (2.28)

In order to get an estimate on the r.h.s. of this inequality, let us apply A® to
the Lh.s. of (), multiply it by A®¢~ and integrate by parts, to get

/ P(XT)VA A%¢™ -VH A%¢p™ = —/ A (G TNy
_ iy
+ /jAS,P(Z*)]qur SV SO

We can therefore deduce from the coercivity of P(X7), (P-2d) and Cauchy-
Schwarz inequality that

BEOIAY 6 Rasy < Mulb] gorasslt | or
+ A% PENVE 67 2 1AV 67 [z

Since /[t~ | e+ < MAVH 67| L2(s-) by (B-19), one can deduce, recalling
I
that k(X ) satisfies (2.4), that

IA*T# 67 laas-) < MyRR] ernss + MIA% PEDITF 67 oo,
Using the classical commutator estimate
V0 <s<to+1, I[A%, flgle < 1 flato+11glms-1,
it is easy to deduce from @) that
I[A, PE7)VH ¢ lr2s-) < MIATIVE 6712 (2.29)
and therefore
AV ¢ || 2(s-) < M(\/ﬁ|¢|gz+l/2 + ATV 97 ]l).

The first estimate of the proposition follows therefore from a continuous induc-
tion on s and () The second estimate is then a direct consequence of the
following lemma.

Lemma 2.12. Let A be a linear operator mapping Hﬁ+1/2 into itself for all
0 < s <to+1 and such that ||Al| jes1/2_, ges1/2 < M. Then one has
w w

VO<s<to+1/2,  |V(AY)|lm: < M[VY

Hs -
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Proof of the lemma. From the definition of 3, one deduces that

IV(A) e = [(1+ /ulD)Y P me
|§B(A1/}>|HS + M1/4|§B(A1/}>|Hs+l/2.

Using the assumption made on A, we then get

VA < MR+ i )
1+M1/4|D|1/2

< Migs mpye P

14u!/4|D|V/?

(1+ymlD])/?
(as a zero order operator) for u € (0,1). O

IN

and the result follows from the observation that is uniformly bounded

O

2.2.4 Shape derivatives

It is known (e.g. [B6, BZ) that for all 0 < s < to 41 and ¥+ € Ht/2(R?), the
mapping

Ht0+2(Rd) N Hsfl/Q(Rd)

¢ = GEUE =GR

is smooth in a neighborhood of any ¢ € H*+2(R?) satisfying (R.1)). Let us denote
by & G*(h)y* (j € N*, h = (hy,...,hj) € H*3(R?)7) its j-th derivative
at ¢ and in the direction h = (hq,...,h;). Such derivatives are called shape
derwatives.

A first important result is that there exists an exact formula for the first
order shape derivative (Theorem 3.20 of [B6]),

dG = (h)y* = —eG* (hw®) — e p*V - (WVF), (2.30)
where

1 1
o - (_gEyTE . + + _ + +

Remark 2.13. Consistently with the notations used in the introduction, V* and
w? stand for the horizontal and vertical components of the (nondimensionalized)
velocity fields in the two layers, evaluated at the interface.

The formula (R.30)) is not convenient to give control of the operator norm
of the shape derivatives of G¥ because it looks more singular than expected
(in fact, the identity eG*[e¢jw® = —e*p*V - V* [, []] shows that the most
singular terms cancel one each other). Using direct methods, it is however
possible to obtain some estimates. Let us first set some notation.
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Notation 2.14. For all h = (hq,...,h;) € X7 (X Banach space), and 1 <1 < j,
we write

J J
(h)x = [ Ihylx and  (h)x = [ Ihylx
m=1 m##l
The first estimates are given by (see Proposition 3.3 of [E] or adapt the proof
of (£:33) given in the Appendix)

VO<s<to+1, |dGTM)y|ge< Maju3/4(h>Hsvt0+1|1/J|HZ+1/2, (2.31)
and (see Remark 3.3 of [ or adapt the proof of (2.34) given in the Appendix)
VO < s <to+1/2, |dGE(h)Y] gz < Me? ) reosirmvion 9] govr. (2.32)

For small values of s, (2:31)) and (2.39) require much more regularity on the h;
than on 1. This is the reason why we also need the following two estimates,
where the s-depending norm in the r.h.s. is on one of the h; rather than on Pt
(Appendix [B.3 for a proof): for all 1 <1 < j,

| G (W) gre-1/2 < MEjM3/4|hl|Hs+1/2<f1l>Hsvto+S/2|¢|H;vfo+la (2.33)
for all 0 < s <ty +1/2, and
|’ G i(h)1/1|H571/2 < Mée7 by gresn <Bl>H(s+1/2)vt0+3/2 |7/)|H‘(Ls+1/2)vto+1, (2.34)

for all 0 < s < tg.

Remark 2.15. Formulas (R.31)) and (2.33) require less regularity on ¢ or h than

(B:39) and (R.34) respectively, but they give a control of size O(1*/*) while (.39)
and (P.34) give a O(u) control. This is reminiscent of the comments made in
Remark R.7.

In the same spirit, is also possible to give two generalizations of () to
shape derivatives (see Appendix @ for a proof). One has

’(Asdjgi(h)i/)h A51/)2)’ < MEjM|1/)1|Hz+1/2 |1/}2|Hi+1/2 <h>Hsvt0+1, (235)
forall0 <s<ty+1,and, for 1 <I<j,
(A& G = (), A*o)| < Me? plhyprasase <Bl>H5W0+3/2|"/)1|H;W0+1|"/}2|Hi+1/27

forall 0 < s <ity+1/2.

Remark 2.16. A consequence of these estimates is that one can use Remark

to prove that (G =)~ ! o d’G*(h) is well defined and give some estimate on its

operator norm. For instance, one gets with (R.36

|(g —)—1dj G +(h)w|H3+1/z < Elehl|HS+1/2 |’L/J|szt0+1 <fll>H5th+3/2.
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2.3 A transmission problem

Attention is given here to the following transmission problem, whose resolution
ensures that the velocity potentials in both fluid layers can be recovered from
the knowledge of ¢ (i.e. the shape of the interface) and ).

(02 + uA)d*t =0 for — H' <z <&,
(02 + uA)d~ =0 fore( <z< H,
(7" —pme)

On®t| . = 0,97 _. =0, R =0.

s=FHE

From the discussion in §, we can equivalently investigate the following
straightened version,

+

VAL P(EE) VR T =0 in 87,

PO T = s (2.36)
— _ 4+ _

Fanqj-’_‘zzo - Fanqﬁ |z=0 — 0) a’n¢ lz=F1 — 0)

where 8, denotes as usual the upwards conormal derivative (see (R.8)).
Transmission problems of this kind are usually studied with harmonic analysis
tools and the solution is then given in terms of the single and double layer poten-
tials (see for instance @]) Such an approach gives very sharp results in terms
of regularity but is not adapted to our problem (influence of the boundaries,
asymptotics, ...). We thus propose an another approach, more elementary, but
more robust with respect to the applications we have in mind.

Proposition 2.17. Letto > d/2,0 < s < to+1 and ¢ € H *(R?) be such that
(B-1) is satisfied. Then for all b € H*TY/2(R%), there exists a unique solution
ot € H'(S%) to ([2.34) such that ASVRE gt € L*(S*) and

s +
IATVH 6 | 2(sy < M/l o/

Remark 2.18. As with Proposition @ it is possible to extend the result to all

s > 0 in Proposition above, and Lemma and Corollaries and

below. The estimates given in the statement of these results still hold for all
s > 0 provided that M is replaced by M (s + 1/2) in the right-hand-side.

Proof. If the result of the proposition holds true, then, denoting ¢+ = qﬁi‘zzo,
one has

1 1
Foht e — d + - o,
pPYT —p YT =9 an ﬂ+g Y+ ﬂ,g (0
and thus ¢~ = Z-(g~)~1g+y+ (well defined in H**'/2 by Proposition P.§)
and -
+ o)yt - =1t 4

We now need the following lemma.
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Lemma 2.19. For all 0 < s <ty + 1, the mapping

HP(RY) - HT R

¥ = (Pt —piE(GT) g )Y
is one-to-one and onto; moreover, one has

|‘][<]71"/)|Hi+1/2 < M|1/}|Hz+1/2.

JIC]

Proof. Let us first consider the case s = 0. For all ¥* € H:/Q (RY), let ~ =
T(G7)togtyt e H:/Q (R?) (as provided by Proposition R.§), and let ¢* €
H'(S%) be the unique solution of (B:17). Let us now multiply (R-29) by ﬁ/_fr,
(:29)_ by #=p~ and sum up the two identities to get (with P* = P(2%))

a8
H' Js+

P+V”¢+ V“q§+ + p_ pvu¢ LV T

/ (Gt (@)

Using the coercivity of PT (with coercivity constants k* = k(XF) as in
(B-4)) to get a lower bound on the Lh.s., and (.23) to derive an upper bound
for the r.h.s., one obtains

Jr
M
H—k+||V“ ¢+|\Lz(s+)+ Lk IV* ¢ II72s-) < +u|1/) |22 1S | e

Now, since 9T = (g+)—1 o G~%¢~, we can deduce from Remark P.g that
[t a2 < M|~ /25 using (.6) and (R.19) we then deduce
w w

|w+|ffﬁ/2 < M|J[C]¢+|Hi/2-

This tells us that for all 0 < p™ < 1and p~ = 1—p*, J[(] is a closed, one-to-one
operator; it is thus semi-Fredholm. Since moreover J [€] is clearly invertible (by
a Neumann series expansion) for small enough values of p~, we deduce from
the homotopic invariance of the index that it is Fredholm of index zero, and
thus invertible (since it is one-to-one). We now turn to prove the Lemma for
the general case 0 < s < tg + 1. It is easy to deduce from (.17) the following

generalization of (P-23),
/ PivMiAs(bi 'V”iAs(bi — i/ (ASGiwi)Aswi
S+ Rd
- / [A%, PE]VHT g% . A5V g*,
S+
Proceeding as for the case s = 0, one gets
P IAT 6 sy + o IATTH 67 | agsmy < MR ovr

M (g A%, PYITH ¥ sty + o7 AT PIVY 6 lags )
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Using (R:29) and a continuous induction as in the proof of Proposition P.§, we
then get

s + — s o=
PNV 6T [ 2(s+y + p 7 IATVH 67 [lL2(s-) < M\/l7|J[C]¢+|H;+1/2a
and the result follows from (R.19) as in the case s = 0. O

Thanks to the lemma (and Proposition E), one can define ¥+, ¢~ € Hﬁ+1/2
by
+ -1 - _HT
v =JIAT, 0T =T (6T) gt (2.38)
Taking ¢* as the solution to (R.17) with ¢+ as above concludes the proof. [

As a first corollary to Proposition , we can prove that the quantities that
appear in the equations () are well defined.

Corollary 2.20. Under the assumptions of Proposition , and denoting by
YT the trace of ¢F at the interface {z = 0}, the mappings

Hs+1/2(Rd) N H571/2(Rd)

Vi ) -
and
HoH2RY) o Fe-12(RY)
wi[gdi 1 1 L. .
v ~ W(EG YE 4+ epv( - VYT

are well defined and one has,
VO<s<to+1/2, |V [e]dlm < M|VY|m,
VO<s<to+l,  [w eCylgee < pP M| geire,
VO<s<to+1/2,  |wT[elger/> < uMp| .

Proof. This is an immediate consequence of (.3§), Lemma , Proposition
and Lemma (and of (R.20)-(R.21)) for the estimate on w *[e¢]v)). O

A second important corollary to Proposition concerns the operator
G leC] defined in ([L.1§).

Corollary 2.21. Under the assumptions of Proposition , the mapping

Hs+1/2(Rd) N Hsfl/Q(Rd)

Gulecl W = G (pTH G —p H GY) gt
is well defined for all 0 < s < tg+1/2 and one has
v e HP2RY),  (Guleldlne < VEM VY k.

27



Proof. Let us check first that (pt HTG~ — H p~g*+)™!

o G is well defined.
We can deduce from the positivity of ()7 HTG~ —p " H G+

) and the identity
(pPTH G —p H GT)o(G ) ogTol[(]t =H"G"
that (ptHTG~ —p H GT) ' oG™ is well defined and given by the formula
L _ 1 \ _
(pTH G —p H GT) oG = 2x(g7) g o ]

The estimate given in the statement of the corollary is thus a direct consequence

of (£-2(J) and Lemmas and p.13. O

Remark 2.22. Proceeding as in the proof of Corollary , one can derive several
equivalent expressions for G,[e¢], for instance,

Gule() = =Gt ol
1
(4o H Gulele(67) )6 ™

£+gu[5<]

Remark 2.23. In the undisturbed case (¢ = 0), it is easy to check by Fourier
analysis that G * = ig,fi [0,1] = £+/u*|D]| tanh(/p*|D|). It follows therefore

that
| tanh(y/u*|D|) tanh(y/pu~|D]) _
pT tanh(y/u~|D|) + p~ tanh(y/p*| D))

Some important features of the operator G, [e(] are gathered in the following
proposition.

Gul0] = /u|D

Proposition 2.24. Let to > d/2 and ¢ € H"2(R?) satisfying (2.1). Then

(1) The operator %gu[sd is positive and uniformly coercive on H;/2(Rd),
. 1
Vo e HPRY, Pl < M4, 2 Gulecly).
(2) The bilinear form (%gu[sd-, \) is symmetric on H;/Q X H:/Q,

vwlva S H1/2(Rd>a (GH[EC]wlaw2> = (gu[edi/}%l/}l)-
(8) For all0 < s<ty+1 and 1,99 € Hﬁ+1/2, one has

[(A®° G uleClibr, APibe)| < M oy

e |12 |H,i“/2 .

Proof. Thanks to Remark P.23, one has (G, [eC],v) = ﬁ(gﬂpﬂj[g]zﬁ),
with o+ = J[¢]7%. Tt follows therefore from (R.37) and (R.19) that one has
Bt < M(G[eC]w, ). Since moreover [Pep| < M|Pypt| by Proposition R.§,
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the first point of the proposition is proved.
To prove the second point, we proceed as for () to get

+ -

p + + p _ - —

(GuleClpn, ib2) = _—+/ PTVH ¢ - VM o3 + =— P™V* ¢ -V* ¢7,
H™ Jst H™ Js-

with obvious notations for qﬁjF (j = 1,2). The symmetry of G follows from the

symmetry of P*.
The last point of the proposition follows from the first equivalent expression of

G [eC] given in Remark .29, together with (R.23) and Lemma p.19 O

3 Symbolic analysis “with tail” of the Dirichlet-
Neumann operator and consequences

3.1 Symbolic analysis of G+

It is known that the principal symbol of the Dirichlet-Neumann operator can be
expressed in terms of the Laplace-Beltrami operator associated to the surface.
More precisely, if G T[¢] denotes the Dirichlet-Neumann on the original (without
nondimensionalization) problem (|1.19), one has typically

16T — VDR + (IDPIVC2 = (D - VO jasae < O(s,owwmm/(z, :
3.1

where C(s, ) depends on the norm of ¢ in some Sobolev space depending on s.
We refer for instance to [@, for a proof with PDE tools, to [@] for a more
geometric approach, and to [[] for an interesting paradifferential extension.
The question that interests us here is the way this identity behaves asymptot-
ically in the shallow water regime. Since this regime physically corresponds to
configurations where the effect of the bottom is “felt” at the surface, it is possi-
ble to guess without computation that (@) becomes singular in shallow water;
indeed, the influence of the bottom on G T[¢] is analytic (by standard elliptic
theory) and thus not taken into account in the symbolic expansion of G *[¢]w
(even at the next orders).
In order to make more precise this singular behavior, let us look at the form
taken by (B.I]) in the nondimensionalized setting, and in the case ¢ = 0. We
recall that in this case, one has GF[0] = +/uE| D] tanh(y/pu*| D), whose prin-

cipal symbol is ++/p*|D|. It is thus straightforward to check that

|G E (01 F V/uE| Dl gosisz S VY| goi/e. (3.2)

Since gf[()] and \/uE|D| are both of size O(y/u) (as first order operators)
while the residual is of size O(1), the singularity of the symbolic approximation
of the DN operator is of order O(1/+/u=). This is the reason why one cannot
use standard symbolic analysis in a shallow water regime (though this is of
course legitimate in other regimes, as in [[i§, i, ).
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Our purpose here is to show that it is however possible to adapt the symbolic
analysis approach to the present case. As said previously, it is necessary to take
into account the information coming from the bottom, that is, to include the
smooth “tail” of the symbol that is neglected in any expansion into homogeneous
symbols. In the flat case, this “tail” corresponds to (1 — tanh(y/p%[D])). In
order to describe the general case, it is necessary to define the usual principal
symbol g(X, £) and another symbol t* (X, £) associated to its tail; more precisely,

we define
SE(X,€) = Vit g(X, &) tanh(v/uF (X, €)), (3.3)
with
9(z,§) =

VIER 4+ 2u([VCPIER - (V- €)?),
2

0
+ _ + VIEP +2u(z + 1)2(VCPIEP — (V¢ €)%
@8 = (ke O/_1 T+ 2u(z + 12VCP dz.

We can then state the main result of this section.

Theorem 3.1. Let to > d/2 and ( € H" 3(R?) be such that is satisfied.
Then for all 0 < s < to and ¢ € Ht1/2(RY), one has

’gil/’ + Si(‘ra D)w‘Hs+1/2 < €M3/4M(t0 + 3)|¢|Hﬁ+1/2-
The following inequality also holds
|65 F S (2, D)y < ep (o + 3) |l yovre.

Remark 3.2. In the case d = 1, one has g(z,£) = || and one can compute
. arctan(e./p0z()
explicitly ¢ (xz, &) = (1 £ et() ——=—X 22 ¢].
(@:6) = (150 = Pl
Remark 3.3. One readily deduces from the theorem the following estimate for
the standard symbolic approximation,

|gi’l/) + v uig(va)w|H5+1/2 S M(tO + 3)|V1/)|H3*1/27

which is the nondimensionalized version of @) generalizing (B.2) to the nonflat
case. The interest of the new symbolic expansion of Theorem B.1|is that it gives
a control of order O(e\/fi) of |[V¢)|g-1/> (deduced from the O(ep®/*) control
of || Hi+1/z); it is therefore more precise in its dependence on p and . Even

outside the shallow water regime (ie if 4 = O(1)), the estimate of the theorem
is more precise than the standard expansion if ¢ is small. In particular, the
formula is exact in the flat case (¢ = 0). Note also that the improvement factor,
namely e,/p = et \/,uTE , is the typical slope of the wave, a quantity that plays
an important role in many asymptotic expansions. In the second estimate of
the theorem, we have a better control of order O(en) but in terms of regularity,
it is half-a-derivative worse (|7,/1|Hz+1/2 instead of |7/’|H5>'
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3.2 Proof of Theorem B.1|

Since the proof of the result for G = follows exactly the same lines as for G T,
we only do it in the latter case.
We also assume throughout this proof that (X, z2) = (X, 2z + o(X, z)) is the
trivial diffeomorphism given in Example E; in particular, 1 + 8,0 = 1 +¢7¢
does not depend on z.

Let us denote by P = P(X, 2,V,9,) the elliptic operator

+ +

p=v . pEve.
From the explicit expression of P(X) given in ([B.7), we can decompose P into

P=P;+ectutPyy,

with
1+ ptVel + +
P; = T+ 0.0 0; —2u"Vo VO, + u" (1+ 0,0)A,
_ 1 1 2

The strategy to prove Theorem @ is the following. Since by definition

Py =0,

L :
G =0ng._,, Wwith { Yoo =%, Ond.__, =0

(recall that 9, stands for the upward conormal derivative, see (@)), we expect
that at leading order, G T ~ 0y, Papp l.—o if Papp solves the same boundary value
problem as ¢ up to lower order terms. This is the approach used in , E] and
which leads to the standard symbolic analysis of G *[¢]i). The difference here
is that we want the approximation ¢,p, to be nonsingular with respect to pt.
This is this extra constraint which imposes the presence of the “tail” in the
symbolic analysis of the DN operator.

Since P = P up to first order terms that are also of size O(u™), the idea is
to look for an explicit function @qp, satistfying Proep, = 0 (up to lower order
terms). In order to construct such a ¢qpp, we first remark that if we freeze the
coefficients of P; and take the Fourier transform with respect to the horizontal
variables, P; becomes a second order differential equation with respect to z,
with characteristic polynomial

L+ pt|Vol? 5 . | + 2
T1o.0 |~ 2mNo G —p (1+0:.0)[¢]".

The roots of this polynomial are given by

(X, 2,€) = £/ pta(X, 2,€) +intb(X, 2,8),

31



with

1+ 0.0

o(X.28) = e VI F i (VoPIP — (Vo 97
140,
b(X,Z,&) = ﬁVU&

We then define ¢, as the inverse Fourier transform of the solution of this frozen
coefficient differential operator satisfying the boundary conditions at z = 0 and
z = —1, namely,

¢GPP(X7 Z) = E(Xa Za D)’l/)v
where the symbol of the pseudodifferential operator Z(X, z, D) is given by

cosh(\/ut [7, a(X, 2',€)dz")
cosh\/u_Jrf a(X,2',€)dz")

The following lemma quantifies the accuracy of the approximation of ¢ by ¢app.

E(X,z,8) =

0
exp(—ip™ / b(X, 2 €)dz").

Lemma 3.4. The approximation ¢qupp of ¢ solves

{ P¢app = E+M+h,
Papp l[z=0 — v, OnPapp l[e=—1 — 0,

where, for all 0 < s < ty, h satisfies
IA"ll2 < M(to + 3|l yevo
"
Proof. One can decompose P¢gp, under the form

P¢GPP = PI¢G;D;D + €+M+P11¢app; (34)

we now analyze the two components of the right-hand-side separately.
- Analysis of P¢gpp. From the relations

Vo :-V0.¢apy = Vo -VOp(d.E)y
= Op(Vo - VO,E)Y + Op(i(Vo - £)0.E)y,
(14 0:0)Adapy, = —Op((1+9.0)Z*)v + (1 + 8.0)[A, Op(E)]Y,

we deduce that
P¢app = Op(P1(X, 2,i€,0.)E)1p—2u0p(Vo-VO.E) Y+ u(1+0.0)[A, Op(E)].

From the definition of =, it is also easy to check that

) _ 14+ pt|Vol|? , 0
P;(X,2,i§,0,)E = +u+#a||exp(—m+/ b)

( d.a  sinh(y/p* [Z)a) L D=beosh(Vit 5 “))
7 ;
ety/ut cosh(y/ut ffl a) et cosh(y/pu+ f21 a)
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since moreover
(1+0,0)[A,0p(2)] = Op((1 + 9.0)AZE)) 4+ 20p(i(1 + 0,0)VE - ),

one easily gets that

A=
P1¢app = 5+M+OP(R1 + R2)¢ + €+:U’+(1 + azU)Op(E_Jr)'l/}; (35)

with
1+ u™|Vol? , 0
+ _ +

eTR1(X,2,§) = 0.0 exp(ip /Z b)

0,a sinh(y/pt [T a) _ cosh(y/ut [7, a)
X ( 5 +140.b 5 ),

Vit cosh(y/put [2) a) cosh(y/u* [~ a)

eTRy(X,2,6) = 2i(140,0)VE-£—2Vo-VI,E.

We now turn to control all the components of (B.9):
- Control of Op(R;)¥, (j = 1,2). Let us remark that

Op(R;)¢ = Op(R;) - Vy! (5 =1,2,3),

with ¥ = exp(co/put 2| D)y and

ﬁj(Xa Zag) = 7’LM£ eXp(*Co\//FZ|§|),

SN
and where ¢g > 0 is such that % > 2¢ for all (X,z) € S (and thus

a(X, z,€) > 2¢l¢]). It follows from the definition of R; and co that ﬁj is a
pseudo-differential operator of order zero, whose coefficients depends on second
and lower order derivatives of ¢ (through o). Using Theorem 1 of [B7], which
gives precise estimates of the operator norm of pseudo-differential estimates, we
then get that

VO<s<ty, Vzel-1,0], |R;(X,z D)flgs <M|f|u-

(it is easy to check that the possibly singular terms 1/e™ in the definition of R;
are compensated by the e contained in o = e¥(z + 1)¢). We thus deduce that

[A*Op(Ry + Ra) |2 M| A*VH|2,

MY oo (36)

<
<

the last inequality following from an easy computation (recall that z < 0), as in
Proposition 2.2 of [ for instance.
- One can prove along the same lines that

—_
—
i

A
1A°Op((1 + 0:0)—)¥ll2 < M(to +3)l¢

H5+1/2 (37)

(there is M (to + 3) rather than M in the r.h.s. because AE involves third order
derivatives of ).
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From (B.), (B-4) and (B.7), we get that
Proapp = hy  with  [|[Ahq]l2 < M(to +3)|y

JARTEE (3.8)
- Analysis of Prr¢app. From the definition of Py and ¢qpp, one gets easily

. 1 1
Plld)app = OP(RB)w; with Rg(X,Z,&) = €_+(1 +o.0

9.|Vo|* — Ac)0.E.

Proceeding as in the previous point, we get, for all 0 < s < ¢,
||Pll¢app||2 < M|1/’|Hz+1/2- (3-9)

- End of the proof. The result follows directly from (B.4), (B.§) and (B.9), with
h = h14+Prroap (it is straightforward to check that ¢gp, satisfies the boundary
conditions). O

It follows from the lemma that the difference u = ¢ — ¢q4pp solves

{ \v/al -f(()Ei)V‘ﬁu = —etuth (3.10)

’LL|Z:0 8nu‘z:71 =0.
The following lemma allows some control on w.

Lemma 3.5. Let u € H'(S) and h € L*(S) be such that

{ v P(ET)VE = h,

Then, for all 0 < s < ty,

1 -
A9 ully < —=MIAHlz

Proof. Let us first remark that h = V#' - g, with g = ()7

h) e, and we thus
deduce from Lemma, @ that

1

s + s s7
[A*VH ull < M[|A%gll2 < M|A®A]2. (3.11)
For 1 < j < d, one remarks further that v = 9;u solves

{ v PR Ve =V g,
0,

U, = a"u|z:71 = =€ 8|.__;

with g = —0, P(SH)VH u + ﬁﬁej. We thus deduce from (B.]) that

——
1A%,V ull

IN

M|[Agllo

A

M(1+ %)HASM, (3.12)

where we used (B.11) and (B.9) for the second inequality. The lemma is thus
proved. o
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Applying Lemma B.j to (B.1() with h = —etpth, we get (replacing et and
put by € and p since the ratios HY/H~ and H~ /H™" are controlled by M),
eVIM AR
E\//_LM(to +3)|’I/J|HZ+1/2, (3.13)

where the last inequality follows from Lemma @
In order to prove the theorem, let us now remark that

AT ]y <
<

n
g+w - an(bapp |2=0 = a"u\zzo =€z P(Z+)VU U|,—o-
By Green’s formula, we get therefore, for all ¢ € L?(R%),
/]Rd AT (679 — Ondapp |._o) ¥
- / P(EH)VH u - v AT 20 ot / hAS T2t
S S
= /AS+1P(E+>V'“+U'A71/2V“+QOT 75+u+/ AShAl/QcpT,
S S

where ¢ is defined as

' (-, 2) = x(Vutz|Dl)g,
(x being a smooth compactly supported function equal to 1 in a neighborhood of
the origin). Since [[A=Y/2V4 o [l5 < (1) /4|5 and A2t |2 S (uF) gl
(see Prop. 2.2 of [{]), we get therefore

/]Rd AT (g T~ OnPapp Iz:o)sa

IN

S + S
M (AT g+ e AR 2) o2

IN

ep®* M (to + Dl ez lele,

the last line being a consequence of (B.1) and Lemma B.4. Since moreover one
computes easily that

n
OnPapp ..o = €2 'P(ZJF)V# Papp |.—o
0

Vi VG i VEPTER — (VC -7 tanh( | a),

-1

the first estimate of the theorem follows from a standard duality argument.
For the second estimate, we proceed as above to get

/Rd A (G = OnBapp |._) P = /SAS“P(WWM-A*W*w*—mﬁ /S A*h'.

Since HA*1V“+¢TH2 < Valel2 and [ofll2 < |pl2, we deduce as above by a
duality argument that

S + S
1676 = Oy ke S VEMIATIV ully + gl A%
< enM(to+ 3l e,
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where we used Lemma B.J (with h = —etpth) and Lemma B-4 to get the second
inequality. The end of the proof is then exactly as for the first estimate.

3.3 Symbolic analysis of (G ~)"'g ™"

Theorem B.J] shows that Op(S¥), with S* as given by (B.3), provides a good
description of G *. It is thus natural to expect that a good symbolic description
of the operator (G ~)~*G* (which exists by Proposition P.§) is given by

Nl St B H_+tanh(\//Ft+)
(67)716% ~ On(z=) = On( - = ).

with t*(X, &) as in Theorem @ The following corollary shows that this is
indeed the case.

Corollary 3.6. Let to > d/2 and ¢ € H'3(R?) be such that (1) is satisfied.
Then for all 0 < s <ty and ¢ € H*~Y?(R%), one has, with k= 0,1,

S+
| [(g7)71g+ - OP(F)}“/’}H;H/Z < EHik/éljw(to + 3|V /2.

Remark 3.7. As for the symbolic analysis of G *, it is crucial to take into account
the nonhomogeneous tail of the symbol. A simple look at the flat case shows
indeed that one cannot expect an estimate better than O(1/ w3/ 4) if the principal
symbol (constant equal to —H™/H™ here) is used instead of S+ /S~. In the
case k = 1, e have the same O(e,/i) improvement as in Theorem B Note
also that the ;=14 in the r.h.s. of the estimate given in the corollary is not
singular since it corresponds to the fact that the H, ﬁﬂ/ *_norm (rather than the
H**+'/2.norm) is considered in the Lh.s. In the case k = 0, there is a further
gain of u!/* in the estimate, but a loss of half-a-derivative, as in Theorem @

Remark 3.8. Contrary to Proposition @ for instance, Corollary E requires
that ¢ belongs to a standard Sobolev space rather than a homogeneous one.

Proof. Denoting by S*(X, &) the symbol of the DN operator G+ as given by
Theorem @, we define J* = Op(g—t)w. We also denote by 55* the solution of
(R.17)_ with Dirichlet condition ¢~ at z = 0. Then, by definition of G ~, one
has 5n¢~5|::0 =G Y. If §~ is asin (27, the quantity u = ¢~ — ¢~ solves
therefore

Ve P(ST) VR u=0,

a"u|z:0 = g_w_ - g_l/]_a anu|z:—1 =0.
Proceeding as in the proof of Proposition @, we get that
/ P(E)VH Au-VH Ay = —/ A (6T — G797 ) A
_ Rd

+ / [A5, P(X7)]V* w-V* Ay,

where ug stands for u|__,. Let us now state the following lemma.
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Lemma 3.9. One has, with k =0,1,

[(A*(6 0 — G707, Auo)| < e M 4M(to + 3)|v

Hs—k/2 |U0 H5+1/2.

Proof of the lemma. We first consider the case k = 1. Let us remarkﬂ that

.
(A*G+4, A*up) = (O (Q;Q)Aéw A*P2u0) + Ry + Ro,

with

Ry = ([A°, 6T, Auo)
Ry = (A2, AY2(G+ — Op(ST))A%uo).

Remarking that p'/4|B|ge—1 < [¢|gs-1/2, we can use (:24) and Theorem
to get

9 .
Byl < nM g Wl fuol e (5= 1,2).

Recalling that ¢~ = Op(S*/87)1, we write similarly

(A*G 707, Auo) = (O (iﬂ) (S JA*, A*Rug) + R} + R,
with
Ry = (A% 670, A%u)
Ry = (AS‘”W‘,A”Q(G‘—Op(S—))Asuo),
Ry, = (VA 0p(S A 20p(3) A ).

Remarking (this is a consequence of Theorem 1 and Corollary 30 of [@]) that
|Op(ST/S™) | ge-1/2ypga—1/2 < M (0 < s < tg), we get as above that R} and
R) satisfy the same estimates as Ry and Ry respectively. Using Theorems 1 and
8 of [B7], we also get that

A%, Op(S™/ST) ]l < eMp|ge-ry2
|Op(S™ /BN BPuol -2 < pM[Puo

since pu|P2uo| gre—1/2 < “3/4|UO|H3“/2’ this allows us to conclude that Rj satisfies

Hs—1/2;

the same estimate as I; and R} (j = 1,2).
We thus have

(A*(GHy — G 797), Aup) = R1 + Ry + R, + Ry + R}

St St
+ (A2(Op(5)" - ( 5)0 (g =AY, AT ERR)  (3.14)

B> B2

6We use the same notation P for the operator

D]
(1 +vEI D)/

€]
(1+y/mlent/2

and its symbol
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We then deduce from the above estimates on the residual terms that
[(A*(GF 0 — 6 707), Auo) | < [l g1/l Buo| e
3/4 ~1/4 St S™ St
X (ep® M+ p ||OP(@) - OP(@)OP(S—_>HH4/2—>H1/2)-

The result follows therefore from the observation that

St ., S~ S+
HOP(@) - Op(@>OP(F)”H*1/2—>H1/2 < ep,
which is a consequence of the composition estimate of Theorem 8 of ] and
of the estimatef] HOp(%)* - Op(%‘;)HH—l/Q*}Hl/Q <euM.
We now briefly indicate the modifications to be performed in the case k = 0.
For the estimate of Ry, we just replace the control u*|Be|pge1 < |]ge-1/2
by |PB|gs-1 < |¢|gs. For Ry, we rather write

Ry = (MY, (6T — Op(ST))A%up),

and use Cauchy-Schwarz inequality and the second estimate of Theorem @
The same modifications must be done for R} and R} respectively. For R}, we
write

o ST S
Ry = (A[A ,OP(S—,)W,A 1Op(@)/\ Puo).
and use the estimates
[A*,Op(ST/ST) Yl < eM[y|ns
Op(S™ /BN R uolp— < pM[Puglpe—r < MM|UO|H;+1/2-
The control of the last term in (B.14) is modified along the same lines as R and
the result follows. U

Thanks to the lemma, one can proceed as in the proof of Proposition E to
get (in the case k = 1, the modifications for the case k = 0 are straightforward),

[AVH ulla < eM (to + 3) (1! *|¢|ga-rs2 + [|ATIV* 67 12),
and thus, after a continuous induction on s,
|‘ASV“7U|‘2 < €/L1/4M(t0 + 3)|¢|H5*1/2'

The result follows therefore from (R.19) and the fact that ug = (67)tg* -
Op(ST/S7))¢. O

"Theorem 8 of @} deals with commutator rather than composition estimates. However,
the commutator estimates of Theorem 8 follows from a composition estimate, exactly in the
same way as Theorem 7(iii) follows from Theorem 7(i).

8This estimate on the adjoint is not stated in [@] However it can classically be derived
with the same techniques as the commutator estimates of Theorem 8 of that reference. See
also Proposition 1.8 of [@] and Chapter 13, §9 of @}
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3.4 Symbolic analysis of (G ) *G,[(]

The following corollary shows that the asymptotic description of (G ~)~1 G, [e(]
that one naturally expects from the definition of G,[e(] in Corollary and
Theorem @ is correct. In order to state the corollary, it is convenient to
introduce the zero-th order symbol

Sy(X, &) =pt —p et (3.15)

Corollary 3.10. Letty > d/2 and ¢ € H't3(RY) be such that (21) is satisfied.
Then for all 0 < s <ty and ¢ € H>"1/2(R%), one has, with k = 0,1,

S+
1[(67) " Gule¢] - ;Jr p(S S, )M|Hz+1/zSEM_k/4M(t0+3)|¢

Hs—k/2.
Proof. Thanks to Remark , we can write

(67 Guled) = (6 )16 I
It is a direct consequence of Corollary @ that Op(S;) provides a good approx-
imation of J[¢]. The following lemma shows a corresponding property for its
inverse. Throughout this proof, we only consider the case k = 1; the modifica-
tions that must be performed in the case kK = 0 are absolutely similar to those
made in the proof of Corollary @

Lemma 3.11. Under the assumptions of the corollary, one has, for all0 < s <
to and k =0,1,

[(J1¢]™" — On( )w\HHW <ep M (to + 3)|v

—
Proof of the lemma. From Lemma P.19, we know that

101 = Oblg b gone < M|(L =7 C]Op(S ) yevose

< M(\(1—0p<SJ>Op )w\szﬂ Op(SJ>)Op<S ) g2 )
< (10 +3) (=711 = O(S)OP(G) ovss + =7 0D 112):

where we used Corollary @ to derive the last inequality. Since the pseudodiffer-
ential estimates of [BG] show that |1 — Op(S,;)Op(1/S))| gre-1/2_y gesr/2 < M
and ||Op(1/S )| ge—1/2_ gga—1/2 < M, the result follows easily. O

To conclude the proof of the corollary, let us remark that ‘ [(67)tGuleC]—
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#OP(L)}MH&“/Z is bounded from above by

H S=Sy
1 N 1 S+
EH(G ) 1G+OP(SJ) Op(s S )]"/)‘Hjﬂﬂ
1
s (CAD RN AN O op<S ) gore
< L l[(67)7 6 0p(g) — Op(gog )l erors + —o Mt + 3]
= ﬁ+ 1% SJ 1% g- S Hs+1/2 M/ 0 Hs—1/2,

where the second inequality comes from Proposition .§ and Lemma B.11. Tt is
then an easy consequence of Corollary @ and of the pseudodifferential estimates
used many times in this section that the first component in the r.h.s. of the last
equality is also bounded from above by —&= M (to+3)|¥| gs—1/2, which concludes
the proof. O

3.5 Symbolic analysis of (BJrég* A

For the sake of clarity, we write

~ 1
T —p" + d S=—(pFr—8 — —S+
G=—(p"—=—=6"—p GT) an (EH, /_)H+)
(3.16)
The operator 2o G ~19; (1 < j < d) is well defined thanks Remark P.17. Tt will
be useful to describe it using a pseudodifferential operator, as in the following

corollary.

Corollary 3.12. Lettg > d/2 and ¢ € H*+3(R?) be such that (1) is satisfied.
Then for all 0 < s <tg, k=0,1, and f € H*tY/2(R?), one has

IE‘H
|E‘>—l

2
P20 610, f — Op(ii Vi f | fyosnse < ﬁM(zﬁo+3)\(1+\/,7|D|)1/2f‘m.

Proof. We can write

2

P2 oG 1o, f = Op(f‘z )0,/ + Ri + Ry

where, using the notation J?: é’la»f,

2 2

_ B (B s
Ry =[1-0p(5)e Op(mg)]m f. R2=0p(35)[0p(8) - 61
From the composition estimates of [@], we get, with k = 0, 1,

|Ri|pgoinre < eM(to + 3) B2 f] prerinr2 < ep™ /M (to + 3)|Bfar-

the last inequality following from the observation that |Bf|gie < p= /4 f|m
and [Bfl2 < |f|gr. Since moreover Remark implies that

B flme < = ML+ VEIDDY? flae,

40



we deduce that R; satisfies the bound given in the statement of the corollary.
For Ry, we get

1 o~
|Ro|gesnsz < ;M(to +3)|[Op(S) — G1f|ge+n2

IN

en ™ AM (to + 3)|%B fla-,

the second inequality being a consequence of the first (k = 1) and second (k = 0)
points of Theorem @ One then shows as for R; that Ry satisfies the desired
estimate. O

4 Quasilinearization of the equations

The goal of this section is to derive a quasilinear system from the two-fluid
equations ([L.19). Throughout this section, the operators G ,[e¢] and G [er¢ 1]
are denoted G and G* respectively, when no confusion is possible.

For all j € N*, we also denote by @G (h)y and &G *(h)y (h = (hi,...,h;))
the j-th order derivative of the mappings ¢ — G,[e]y and ¢ — gj; [eX¢, 1)y
respectively in the direction h.

4.1 Definition and basic properties of some new operators

We define first a linear operator 7 [U] of order one,
T =V - (X)) +p H G o(¢7) (V- (SIX]), (4.1)

where VE and w* are defined using the mappings w *[¢¢] and ¥ //i [e¢] of Corol-

lary as

VE = VP — etV wt = w ey (42)

In the water waves case (p~ = 0), this operator simplify considerably into
T[U]f = V-(fV1). The symbolic analysis of Sectionﬁ allows us to prove that,
in the general case, it behaves roughly the same way in the sense that it is a first
order operator with skew symmetric principal symbol. Note that it is necessary
to use here a symbolic analysis “with tail” as in the previous section in order
to have a non singular dependence on the parameters in the estimates of the
proposition.

Proposition 4.1. Let to > d/2 and U = (¢, 1), with ¢ € H'3(R?) satisfying
1) and o € HoT3(RY). Then

(1) For all0 < s<tgand f € H5+1/2(Rd), one has

|{Z‘[U]f|H571/2 S M|f|HS+1/2|v1/J|HtU+1/2
(2) For alla=1+b, with b € H°*1(R?), and all f € L%(RY),
(@T [U1f, ) < M{to + 3)(1 + [b] gro+2) [V e 2 | f3-

41



(3) Let K be a d x d matriz with entries in H'ot1(R®); then for all f € H'(R?),
(V- KVTUIS,f) < Mto+ 3) K o [Vl rroa| f .
(4) For all f € HY/2(R?), g € HY/2(R?), one has
(T[U]"f.9) < M|Vl georzBfl2(lgle + 1/ *glr2)-

Proof. In the proofs below, we reduce T [U] to its second component in ([.1),
since the estimates are much easier to prove for the first component and can
therefore be omitted.

For the first estimate, we write G o (G ~)"'V - (f[VF]) = A + B with

1/411/2
A = GO(G)lV'(%(f[[ZﬂD)
B o= G067V (rrmpme VI D).

Recalling that G = %+g+ o J[¢]7, we use (), Lemma and Remark
D10/ to get | Al -1/ < M|f[VE]|gos1/2. Proceeding in the same way, but using
(R.21)) instead of (R.20)), one can chech that B can be controled similarly. Since
moreover, with 0 S S S to, one has |f[[ziﬂ Hs+1/2 S M|f|H5+1/2|V’l/)|HtO+1/2
(from the definition of V* and Corollary ), the result follows.

For the second point of the proposition, we write

(a6 o (7)7V - (L), ) = (V- (L), Ol )(a)
HIIHL 16 ) 0 6 — Onlgiaf).

Since the operator f — aOp( SégJ V*V-(f[VE]) is skew symmetric at leading or-
der, the result for the first term of the r.h.s. follows from the pseudo-differential
estimates of [@] In order to control the second term, we decompose it into

C + Cy with

_ pMADIEY S+

Cl - (f[[ziﬂ5 1+M1/4|D|1/2 ((g ) Og 7Op(S_SJ))(af))7
+ Y —\—1 S+

Cy = (fI7] ((g7)" oG —Op( )(af)).

’_1+M1/4|D|1/2 S—S;

From Cauchy-Schwarz inequality and Corollary (with & = 1), we get
|C1] < M(to 4 3)|f[VE]|2af]2. For Cy, we proceed similarly but with & = 0 in
Corollary to get that Cy can be controled as C; and the result follows.
The proof of the third point being very similar to the second one, we omit it.
For the last point, the term to control is

A = (IV*]-V(G)'6f.9)
1 \Y%

= —F BTG L VDD I D)-
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It is therefore a consequence of Cauchy-Schwarz inequality, Proposition @ and
Lemma that |A| < M flo|(1 + E|D])Y2(9|VE]) |2, from which one de-
duces the result by a standard commutator estimate and Corollary . O

The linearization formula for 8%(G,[eC]¢) (see Proposition [i.d below) is
quite simple if given in terms of the “good unknowns” ((,) and (), where ((q)
and 1(,) are defined as

Ca) = 0°C, (4.3)
Yy = 0% —ewd(,  with w=ptwt —prw, .

or equivalently, if y* = (bi:o (¢F solving ()),
By = pHUG) —p Uy, with ) = 97 —ewtar.

The principal part of the linearization formula for 0%(G ,[e(]v) is given in terms
of G1(q) and T [U]0*(, but to handle the surface tension, it is also necessary to
take into account the subprincipal part (with respect to ). In order to describe
this subprincipal part, it is convenient to introduce the following notation,

Cay = (C@atys - - - Craa+1y)s Yiay = (P@ary, - - Yaatr)), (4.5)

where &7 € Nt is such that & + aje; = a.
We can now define the operator G ()1 () that arises in the description of the
subprincipal part of 0%(G ,[e¢]¥),

d+1

Gy = Y ;dG (9;¢)Par). (4.6)

j=1
Next, the linearization of the surface tension term shows that
1
ﬁaak(&‘\/ﬁ() ==V K [ey/BVCVO*C + K(a)[ev/BV ]y + - - -

where the dots stand for derivatives of ¢ of order lower or equal to |a| and ()
is as in ([.). The positive definite d x d matrix % [V(] is defined as

(1+|V¢HId — V¢® V¢
(14 [V¢?)3/2 ’

while the second order operator X(q)[V(] is given for all F = (f1,..., fay1)” by

K[V( = (4.7)

d+1
Ko [VF = =V [ 3" (X (VOOV S +dK (T)V00) | (48)

j=1

Finally, we introduce here the first order operator £[¢] : HY/2(R4)4 —
H~Y2(R%)? that plays an important role for Kelvin-Helmholtz instabilities,

1 1
£ = Vol ==~ —p =6 oV (49)

the following proposition gathers some of its main properties.
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Proposition 4.2. Let to > d/2 and ( € H 2(R?) be such that (B_4) is satis-
fied.
(1) There exists a constant ¢ < M such that for all V € HY/?(R%),

0 < WEKIV,V) < el(1+ alD)Y2V 3

we denote by ¢(C) the smallest such constant.

(2) If moreover ¢ is time dependent and satisfy @) uniformly in time, then,
for all F € HY/?(R%)d

(190 2 (NE F)| < = MI8C|oe] (1 + VD)2 F,

Proof. With é as in (B.16), we can write (E[(]V,V) = (éw,w), with w =

G~V -V and the positiveness of £ [(] follows therefore from the positiveness of

G . Since moreover G = —7—=G ~ o J[(], the upper bound follows from Lemma
and Remark P.10, _ _ o
For the second point of the proof, we remark that [0;, G 71| = —G ~![0;, ]G 71,
so that

(101 E£[CIIF.F) = =(10, 61 ~'V - F.g 7'V - F).
Using Proposition 3.6 of [, we deduce that
and the result follows from Remark R.10]. O

4.2 Linearization formulas

We establish here linearization formulas for the operator G . These formula play
an important role in the quasilinearization of the equations presented in Section
.3 Proposition [.3 below gives a linearization formula at leading order; in
order to measure the size of the neglected terms, it is necessary to introduce at
this point the energy EN(U) defined for all N € N, o > 0, and U = (, %) as

ENU) =Vl + D, 10U + [Py 50 (4.10)
€N+ |a|<N "

It is convenient to introduce a specific notation for the terms involving ¢ only
in this energy, namely,

Clgon = Y. 10%m (4.11)

a€NdtL |a|<N

(the difference between H}™ and H!*Y is that the former allows for time
derivatives of ¢). Another quantity that will be related to the energy through
the stability criterion derived in Section [ is [(|<n41/2> defined as

[Clant1/2> = Z |[D[20%¢] . (4.12)

a€Nd+! |a|=N
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For all T > 0, we also denote by Eé\fT the functional space

EYp ={UeC(0,T;; HY x H**3R?), sup EX(U(t)) < oo} (4.13)

0<t<T
We finally denote by m?¥(U) any constant of the form

1

m(U) = C(M. ) (U), 5o,

(4.14)

with M as in @) We can now give an important linearization formula for
G (note that for d = 1,2, the condition ([L.17) is satisfied with to = 3/2 and
N >5).

Proposition 4.3. Let T > 0, to > d/2 and N € N be such that
(N+1)/2] >1Vto+1/2 and N >to+7/2. (4.15)

Let also U = (¢, ¢) € Eé\fT be such that (1) is uniformly satisfied on [0,T].
Then for all o € N4t with 1 < |a| < N, one has

1 1

ﬁaa(gw) = ;g%) +eRa, (o <N -1)
1 1 1
;c’fa(gw) = ;Glﬁ(a) —eT [U]0*¢ + ;G(a)lﬁ(m +eRo,  (Ja|=N)

where the linear operators T [U] and G (o are defined in (£.1) and ({f.4) while

R, satisfies the estimate
VO <t<T, |Ra(t)|m <m™(U(t)).

Proof. Let us denote by ¢* the solution of the transmission problem (P.36)
provided by Proposition , and let us write ¢ = qﬁi‘z:(’ (or equivalently
define ¢* as in (R.39)). For the sake of notational simplicity, we also omit
to write the dependence on the time variable when this does not raise any
confusion. Consistently with the notations of §, we also denote by dgG (h)y
the derivative of the mapping ( — G,[e(] in the direction h.

We focus on the most difficult case, namely || = N (when |a] < N —1, it is a
consequence of the first estimate of Proposition @ that eT [U]0%*¢ can be put
in the residual term). The proof relies heavily on the following lemma (note
that the last estimate of the third point is not used in the present proof but will
be necessary to establish Proposition [L.5).

Lemma 4.4. Let to > d/2 and ( € H"*T2(R?) be such that (2.1) is satisfied.
(1) For all ¢ € HY2(R?Y) and h € HT2(R%), one has

46 (W) = 6 (hlp*w*1) - et [Ulh.
(2) One can replace G* by G or w*[e(] in (£.31)-([-34).
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(3) Let v > 0 and § € N4t be such that v + |6] < N — 1, with N as in the
Proposition. Then one has

[PBO°Y | <m™N(U)  and [P g <mN(U)(1+ e cnr1/25)-

Proof of the lemma. (1) Recalling that ¢ = 76 T o J[(]™!, where J[(] is as in
Lemma , one gets n

4G (h) = —=dg* (1] ~ G o dJT[CI() 0 JICI "

Since moreover one can compute

AT = o 5 (6 7)o dG (W) o () Mo 6T p (G 7) F odG T (h),

(S

we get, observing that ™ = J[¢(]7'¢ and ¢~ = (G ~)"' o G T¢T, that

dg (h)y = %dgww —p G o(gT) T (dg T (hy™ — %dﬁ(hw*).

We can thus use (R.30) to get

dg (h)y = —%(1 +p H Go(G7) )G (hwt) +ep G (hw™) — euT [U]h.

The result is then a consequence of Remark . _
(2) Proceeding as in the first point, it is possible to show that d’¢G (h) and
dw*(h) in terms of G+, J[¢(]~! and their shape derivatives, so that one can

deduce the result from (2.31))-(R.34), Remark and Lemma P.19.

(3) Let us first prove the estimate on the H." -norm of Bd°). Thanks to the
assumptions made on r and §, one has

[P’ yren < 3 PR

BENIHL |B|<N-1

Since moreover 9% = Yy + cwd?(, we get

[P P|pyraa < > (1B a2 + elB(wd’ )| m1)

BENITL|BI<N -1

IN

max{1,

1
= 2 (Bab) +elulroslCly ).

a€Nd+! |a|<N

where we used the identity | f|2 < |V f|2 to derive the second inequality. Since
w=ptw T[] — p~w ~[(]1), the result follows easily from Corollary R.2d.
For the estimate in H"*'-norm, one derives along the same lines the identity

PPl < D> (1B |2 + £ B@I*O)2).

a€Nd+! |a|=N
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From the product estimate (that follows directly from Lemma 5.1 of [BZ for
instance),

|fg|Hi/2 S |Vf|Hfo|g|2+|f|oo|9|Hi/2a (4.16)
and the observation that [w|e < \/am® (U) (Corollary R.24), we get |B(wd*¢)|, <
m™(U)(1 + e/p|BI*C|2). The result then follows easily. O

Denoting by {8, G }1 the Poisson bracket (with &’ as in ([t.4))

d+1 ,
(0% 61 = a;dG (9;0)0% v,
=1
we can write
0°G = GO +dG (0°QO)Y + G () ¥(a) + epla, (4.17)

with epRe = ({0% G }¥ — G (a)¥(a)) +pR,, and where R, is a sum of terms
of the form _ . ,
dGD C,..., 0" = Ajs.,, (4.18)

where j € N, v = (u},...,47) € NI and § € N+ satisfy
J ' .
Z|Ll|+|5|:N, 0<|0)]<N—-2 and |/ <N. (4.19)
i=1

We first give some control on the A;s, (and thus on R). Let [ be such that
|t} = maxi<m<; [¢™]. Let us distinguish four cases:

(i) The case |6| = 5 = 1 and v = ' (and thus |t = N —1). One then has
Ajs., = dG (0°¢)0°, and we can therefore use the first point of Lemma @ to
get

1. :7L ot L wE118° -~ 51198
MAM,L s\/ﬁG(aéﬂﬁ \/ﬁ( [(JO°Y)]) — eT [¢,0°¢|0"C.

We can thus deduce from Corollaries and, and Proposition EI that
1
;|Aj,6,L|H;, < eM(to+ 7/2)|C|H;‘N|€Ba§w|H§0+5/2;

since to+7/2 < N, these two estimates, together with the third point of Lemma

@, yield that
|Ajsulmy < epm™(U). (4.20)

(ii) The case |6] < N —1Vty—3/2 and || < N — 1. It follows from (R-34)f]
that

1 ] m
;|Aj,5,L|H‘}, < €M|8L <|H§/2 H |8L C|H1w0+5/2|‘13851/)|H1w0+3/2.
m##l

9We still refer to ) if GF is replaced by G, thanks to Lemma Q.ii; we do the same
for all the identities involved in Lemma }.4ii
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From the assumption that [:!| < N — 1 and the definition of [, we also get that
for all m # 1, [/™] < [(N — 2)/2], and thus, from the assumption made on N,
we have ||+ 1V to+3/2 < N. Using the assumption on ¢, we deduce from
the last point of Lemma [£.4 that (f.20) holds.

(i) The case |6] = 0 and |i!| = N — 1 (we take for simplicity | = 1). Then
one has 4;;, = d*G (8‘1§, 8L2()1/1. Inequality () provides a good control in
terms of regularity but not with respect to its dependence on . We can remark
however, after differentiating the formula stated in Lemma @.i that

G (hi, ha)p = e\/ﬁdng)(hlugi&ﬁfn)
e VG (hlugi%dwﬂhzw — epd T (ha)hy.

With h; = 0¥, one can use () to control the first term of the r.h.s., Corol-
lary and Lemma @.ii for the second one, and Lemma Q.ii for the last
one. Inequality (J.20)) is then satisfied.

(iv) The case |6| > N — 1V ty —1/2. Using (2.39) and the second point of the

Lemma, we now get

J
|Aj,6,L|H(11 < Melu H |0* C|H;vt0+2|q3361/1|H3.

m=1

Since, by [{.19), 6] + 2 < N and || < to + 2, one can conclude as in the
previous case that () holds for N as in the statement of the proposition.

We have therefore proved that the residual R/, satisfies the estimate stated
in the proposition. Remark now that %({80‘, G}V — G(a)¥(a)) is a sum of terms
of the form (with w as in ([L4))

246 (0O (=ud) (=1, 1+5=a)
— —w =1, =«

NG N
that are bounded in Hl-norm by em™ (U) thanks to (P.3]) and Corollary .
We deduce that R, satisfies the estimate of the proposition. The fact that (|£.17)
coincides with the identity given in the proposition is a consequence of the first
point of Lemma Q O

We end this section with another linearization formula that describes the
way 1/ﬂigi1/1(ia) departs from G V() (when o = 0, both terms are equal).
This proposition will be used to express wia) in terms of the “good unknowns”
¢ and 9(4) in the proof of Proposition .9 In this sense, it can be viewed as
a generalization of the transmission problem solved in Proposition . The
additional term with respect to the case a = 0 is responsible for the Kelvin-
Helmholtz instabilities, as shown in the next section — of course, in the water
waves case (p~ = 0), one has G* = G and zD(J;) = (o) and this destabilizing
term disappears.
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Proposition 4.5. Under the same assumptions as in Proposition @, one has
ZEGUE, = s (ol <N 1),
égiw(ﬂ;) = Ga) — pTEpHTG o (GT) IV (0D + 7L, (lo] = N)
where rE satisfies the estimate, with |(|<n11/2> as in H-13),
/_)i|(gi)_17°§|gg/2 <mNU)(1+ep*pTp7 ¢l nr1/>)-
Remark 4.6. A consequence of this proposition is that for all |a| < N,
/_)il‘l‘w(i)lg <N (U)(1+ep*ppT ¢l <nsrj2s)-

Proof. As for the proof of Proposition E, we focus on that case |o| = N.
Applying 8 to the identity H% G ** = G and using (2-30) and Lemma [£.4.i
we obtain n

1
ngw(ﬂ) —epV - (9°CVF) = Giay — enT [UJOC + 15,

+

= is a sum of terms of the form,

where r
. 1 j 1 . 1 L
By, =G0 ¢,...,0"0)0% — Fdﬂgﬂt(a ¢,...,0" )%y

with 37_ || + 16| = N, 0 < |§] < N — 1 and || < N. The formula of the
proposition is obtained after replacing 7 [U] by its explicit expression (@)

We now must control p*(g jE)_le&L in Hg/Q(Rd). The + case is more difficult
than the — case because p~ is possibly very small while we always have £+ >1/2.
Therefore, we only show how to control B, ; moreover, only three endpoint

Ji0,0?
cases deserve a proof, namely:
(i) The case j = 1| = 1 and |§| = N — 1. One then has

1 1 1
Bfs, = dG(9" ()0"y — Edg*(ff )’
- édg*(ablo(rlaw Pty — ég*rldef(a”orla%

where J = J[¢] and where we used the identity G = 76 T J[¢]™'. Since by
(R.39), v = J[¢]" 4, we thus get
1 1 _ _ 1 B g _
Bis. = —grdg (0" QIO = G T T dI(0 ()T 0%

= DBji+ Bs.

We now need the following lemma.
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Lemma 4.7. For all § € N4*! |§| < N — 1, one has
I[J, 36]U|H3/2 <ep mN(U)(1+ M1/4|C|<N+1/2>)-

Proof of the lemma. Recalling that J[(] = p™ — p~&-(g )71 ", and writ-

ing v =(G")"'Gtu, we get [0°, JJu = p~ fﬁ[ ° (6~)"'G *] and we observe
moreover that

0°,(67) 6T ==(6 )0, 6 Jv+(67) 1o, 6 Tu.

Since both terms in the r.h.s. can be handled similarly, we just give the details
for the first one. It is a sum of terms of the form

Cisre=(GT) ' G (8" ¢,...,8" )0 v,

with jzl /| +18’| = |6] and || < |§]. We can control all these terms thanks
to (R.35), (B.36) and Remark , except the most singular one (with respect
to (), which corresponds to j = 1, ¢} = § and & = 0. For this term, we write,
using (.30,

Cros = —€0°C(w ™ [eClv) — e~ (6 7)1V - (9°C(V) [eC]v)).

Using the inequality |85C|H3/2 <p 4 |Cl<n+1/2> to control the first term and
Remark - to control the second one, we get

IN

5,“_1/4|C|<N+1/2> lw ™ [eC]v| gs/2veo
+e(10°Clis + 1! ¢ <npr o)1V ) [0l /oo
em™(U)(1 + M1/4|C|<N+1/2>),

|C1,0,6|H3/2

IN

where the second inequality is a consequence of Corollary . The lemma then
follows easily. O

Using (P.14) and the lemma, we get the desired control on By; for By there
is no particular difficulty and we omit the proof.
(ii) The case j =|6| =1 and |¢}| = N — 1. One proceeds exactly as in the proof
of Lemma
(iii) The case |6| =0, j =2 and |t'| = N — 1. One then has

1 2 1 1 2
Bfs.=d*G(0" (0" QY — o= d?G (9" (0" Oy,

and the scenario is the same as in case (iii) in the proof of Proposition @ (]
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4.3 The quasilinear system

We show in Proposition @ below that the two-fluid equations ([L.19) can be
“quasilinearized”. In these quasilinearized equations, an operator plays a cen-
tral role with respect to the formation of Rayleigh-Taylor/Kelvin-Helmholtz
instabilities. We thus call it the instability operator.

Definition 4.8 (Instability operator). Let to > d/2, T > 0 and (¢, ) € EQIT
(N >t + 2) be such that (R.1)) is uniformly satisfied on [0,T]. The instability
operator Ins[U] is defined as

msU)f = af ~ ppp V- £[QUIVED) - -V - K eVAVAVS,

with
a=1+¢[p* (0 +eV*  V)w*].

For notational convenience, we also introduce the matricial operators

ﬂ[U]< sz[U] _%g > B[U] = < o —E‘IO[U]* > (4.21)

and we also define C,[U] as

_ 0 56
CalU] = ( B%)?C(a)[s\/ﬁvd 0 ) (4.22)

We can now state the main result of this section.

Proposition 4.9. Let T > 0, to > d/2 and N be as in Proposition @ If
U = (¢,¥) € EXy satisfies (1) uniformily on [0,T] and solves ([[.19) then for
all « € N1 with 1 < |a| < N, the couple Ula) = (C(a), ¥(a)) solves

8tU(a) + ﬂ[U]U(a) = E(Ra, SQ)T, (|a| < N),
OUa) + AUNU () + BU)U(a) + Ca[U)Uisy = £(Ra, Sa)™,  (la| = N),
where U gy = (§(a),1/)<d>)T and the residuals R, and S, satisfy the estimates
|Ra|H§ + |Sa|HL1L/2 S mN(U) (1 + 5#1/4/_)+/_)_|[[Zi]]|oo|C|<N+1/2>),

uniformly on [0,T].

Remark 4.10. The “quasilinear” system we refer to is the system of evolution
equations on (Ua))o<|aj<n (With Uy = U) formed by ([L.19) for a = 0 and the
equations of the proposition for 1 < |a| < N.

Proof. Throughout this proof, we denote by ¢+ the solution of the transmis-
sion problem @) provided by Proposition , and write YT = ¢i|z:0 (or
equivalently, we define ¥+ by (@)}
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The first equation is obtained directly by applying 0% to the first equation
of ([.19) and using Proposition [£.3.

For the second equation, we focus on the most difficult case, namely, |o| = N.
We decompose first o = 3+ v € N+ with |y| = 1. Inspired by [BJ], we apply
first 97 to the second equation of ([.19) and use the definition (fL.9) of V= and
w* to get

QY+ D¢ +e[ptVE - (VOYE — ewT V()]
1

€ Y — 1 Y
- lefwo (G = ~go oo p " REVRO).  (423)

We are now going to apply 9 to this equation. We will thus find many terms of
the form 9% (fg); in order to check that most of them can be put in the residual
term (i.e. that[d |97 (f9)l 2 < em™N(U)), we rely heavily on the product

estimate (§.1€). For the sake of clarity, we also introduce the notation
anb = fablgys < eV O)(1+ gt I H el v igzn) (4:29)

Lemma 4.11. Under the assumptions of the proposition, and with o = 5+
(17| = 1), the following identities hold:

£9? (BiKi S(VoTyE — afvmg)) ~ EBiKi . Vw(ﬁ;) + EQBi(Ki - Vw®)9%¢
*EQQiKi ' {aﬁawi}vaVCa
€ € €
(gt Gw) gt (G + gt (0w} (G )
where {0°, wt} = Zjill jajwiaﬁj, with 37 + Bje; = B, is the usual Poisson
bracket.

Proof. Let us address the first assertion of the lemma. Since 5/_)i85 (Ki :
(VO'Y* — ewVo7()) is a sum of terms of the form Ag gn = Egiaﬁlﬂi :
aﬂ”(vawi — ew®VO(¢), with 8/ + B” = B, and remarking that

AO,ﬁ -~ Eﬁizi . Vib?;) + €2Bi(zi . Vwi)aag B €2Bizi . {aﬂ,wi}vaw<~7
we are led to prove that Ag gn ~ 01if |3”| < N — 1. The most difficult con-
figuration corresponds to 8” = 0 or |8”| = N — 2, and we thus omit the proof

for the intermediate cases. Moreover, since the proof follows the same lines for
B" =0 and |8”| = N — 2, we just give it in the latter case. By ([.14), we get

|Aﬂ’,B”|H}/2 < 5£i|aﬁ Ki|Hfo+1 (|5ﬂ glz + |5ﬁ g|H;/2),

with g = VO"9* — ewt V(. Since |8'| = 1, we deduce easily from Corollary
that |0% V| o+ < mN(U); moreover, 8" g can be put under the form

0% g = Vi, —eld” wHVOC + (@ O Vu*,

10The notation A < m¥ (U) is used as a shortcut for A(t) < m¥ (U(t)), forall 0 <t < T
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Since the last two components of the r.h.s. are bounded from above in L? and
H ,i/ * by m™ (U) (this is a consequence of ([£1§), Corollary and the identity
|fl 172 < [flg), we have obtained that

m

+ N + +
|AB/1B//|Hi/2 S EB m (U)(l + |Vw(ﬂ,,+7)|2 + |vw(5”+V)|H}/2)

< em™M(U)(1+ Z £i|¢(i,€)|gi/2)
|k]<N

IN

em™(U) (1 4 e p* p7 [[VE] oo I¢ <1 j25 )

where Remark @ has been used to derive the last inequality.

In order to prove the second assertion of the lemma, we proceed as above to
check that it is sufficient to prove that igiaﬂ@iaﬁ”ﬂ(gw) ~0ifp'+p" =5
and |8”| < N — 2. We give the proof of the most difficult case, corresponding

here to 8’ = 3, 8” = 0. Thanks to (), Corollaries and and Lemma

, it is enough to prove that

+
P _
__\/ﬁwﬂwﬂghﬂ < mN(U)(l + 5N1/4/_)+/_) |[[Ki]]|oo|C|<N+1/2>)' (4.25)

Recalling that w* = w*[¢]¢ and differentiating this relation with respect to
0P yields after multiplication by ¢ (in order to use the convenient notation ~)

1+ @wq%%aﬂf + 22 /EVIPC - (ew V()

—=07GEpE 4 2 VC - PV + AV Vi,

i

Since moreover, one can deduce from (R.30)), (.31]) and (2.33) that

~

g g
Vit Vit

we get the formula (after multiplication by /_)i)

07G P ~ G Ul — VRV - (07,

+
19
(1+uve) L ofut ~ —

Vi Vit

Dividing this formula by ¢, it is then easy to deduce from Remark @ (and
(B-20) to handle the first term of the r.h.s.) that ({.25) holds. O

GE (P ) + EVIVE - V(P U

Lemma allows one to put most of the terms of the second equation of
o8 () in the residual. However, this is not the case of the Poisson brackets
that appear in both identities of Lemma because they are not uniformly
controlled by the energy, since they require (when evaluated in H, i/ 2—norm) a
control of (N + 1/2) derivatives of (. Using the control of the derivatives of
order (N + 1) provided by [(|y1.~ would induce a singularity when the surface
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tension goes to zero. Fortunately, this singularity disappears when one takes the
difference of the expressions considered in Lemma , which is the quantity
that appears in 9% ([.23). Indeed, one has

—e2ptVE {08, wt Vo — %gi{aﬂ,f}awgw)

~ —epH{0%, wt} (VE - VO + %8”(@))
~ 0,

where ) has been used to derive the second identity.
It follows from this analysis that 97([.23) can be written under the form

80+ ¢ +e[ptVE (V) +ed*(Vu')]

- Lt (g) ~ L g (ev/ie).

Using the first equation, one can replace igw by 0:¢ in this expression,

1 1
Boey/1

with a as in Definition @ We can then use the identity
/g% T = (F50o 1+ [N

Do) + a0 +e[p™VE VY] ~ 0k (e/1C),

to obtain
19k (eyRQ)
Bo eI

The quantity V(Biz/)(ia)> depends on 9(,) and 9°¢ and on their first order deriva-
tives. This dependence is trivial in the water waves case since </_)i1/1(j;)> = %Q/J(a);

when p~ # 0, it is responsible for the Kelvin-Helmholtz instabilities. The fol-
lowing lemma makes this dependence precise.

Lemma 4.12. One has, with (] as defined in ({4.9),
WVH-Vigteh) ~ SV V207 H(6T) 0 6]
—uptp” V] 2Q(VF]070).

Proof. From Proposition @, we get

Detb(a) +00°C+e(VF) - Vi) +e[VE]- V(g™ 0 ) ~ . (4.26)

1 - B - . ~
T Ve = (65) 716 Y~ e T (65) G (6 )TV (O IVIDH(G ) g
We deduce from this expression that

V] Viptud,) = SIVFT- V[ 4207 H7(67) 0 6)ia)
—2uptpT [VF] - £[C([VF]0%0) + e[VF] - VIp"HF (6 5) ).
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The lemma follows from the fact that e[VE] - V(Biﬂi(gi)’lrf> ~ 0, which

is itself a direct consequence of the bounds on 7 given in Proposition @ O

Thanks to the lemma, we can write () under the form

Oy — T [U Yy + () — 2ppTp [VE] - £ (¢ [VE])

1 1 .,
~ —gﬁa K (ev/1Q)-

The proposition is thus a direct consequence of the observation that

11 1 1
gﬁa%@\/ﬁg) ~ =gV K [eVIEVVIC + oo Ko [e VAV )

5 Main results

5.1 The stability criterion
5.1.1 A first criterion

We state and comment in this section the stability criterion that ensures the
existence of a “stable” solution, that is, of a solution that exists on a time scale
consistent with physical observations.
Before stating this criterion, let us recall that ¢({) is defined in Proposition
, as

© (g7'V-V,v.V)
e(¢) = sup 0 :
vemzamayvzo (14 /BID)/2V]3

with G :B*éng —ffg*. We also define ¢(¢) as

¢(¢) = e(Q)*(1 + 2| V(% )%/

4 + -\,
and recall that T = (BJFB*)QEM.
The (nondimensionalized) stability criterion can then be stated as
Te °[VE])" <infa, 5.1

(§) max [0°[V7]], < int (5.1)
witha=1+ sﬂgi (at +eVE. V)wi]] and where we recall that 9% can be either
a time or space derivative.
In order to measure by which extent this criterion is satisfied, we introduce the
function d9(U) defined as

3(U) = inf a — Ye(¢) max [9°*[VF]|

4
Rd la|<1 oo’

(5.2)

quite intuitively, we expect the solutions to be more “stable” for large values of
o(U) than for smaller ones.
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Remark 5.1. In the flat case ( = 0, one can check that

O S T (o anb( ) + o7 tanh ()’

In the general case, it is possible to obtain an upper bound on ¢(¢) by tracking
the constants in Proposition Q The most important information, however, is
that ¢(¢) ~ 1 for all the possible values of £ and p.

5.1.2 An alternative version

We show in Theorem @ below that () ensures the existence of a “stable”
solution if the fluid depths do not vanish. If we assume moreover that the
jump of the horizontal velocity is not identically zero at ¢ = 0 (which is the
general configuration), it is possible to give a more elegant version of the stability
criterion, namely,

Te(0) [V, < infa, ()
Consequently, one replaces 2(U) in (5.9) by
o (U) = infa = Ye(€) [[VF]) . (=)

Remark 5.2. Tt is of course possible to give a version with dimensions of the
stability criterion (5.1). Remarking that (p + p~)g'a = [0.P* l._c], where
P¥ is the pressure in the Euler equations ([l.4), we obtain

(ptp)?

1
[-0.P* | _]> ZWC(O wl3

where w = [V* | __]. This is the criterion stated in (I.1) in the introduction.
Remark 5.3. In the water waves case (p~ = 0), (b.]) and (p.1}) reduce to the

condition infga a > 0 (or to the Taylor condition —0,P__, > 0 in physical vari-
ables). This condition is the same with or without surface tensionElI. This con-
dition is usually not imposed in the literature when surface tension is presentEl;
the reason why it appears here is that we are only interested in “stable” solu-
tions. In the water waves case, this amounts to discarding configurations where
the water is above the air; though there exists a local solution thanks to surface

tension, it is obviously not “stable” in the intuitive meaning of this word.

5.1.3 A practical criterion

We end this section with the derivation of a “practical criterion” that can be
used in (shallow water) applications to have an a priori idea of the stability of
an interfacial wave if we are given its physical characteristics (amplitude and

Hwith the convention that (p~)2/c =0if p~ =0 and 0 =0
12hut it is of course imposed in the references considering the zero surface tension limit, e.g.

B8 bd kg
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wavelength).

The nondimensionalization performed in Appendix @ (and supported by the
experimental data of @] for instance) is such that V*is roughly of size one
(this remains true as long as the dynamics does not depart too much from the
linear analysis, which is the case for “stable” waves until their breaking point).
It follows that a is roughly of size one and that a practical criterion can be
stated as

T <« 1: Stable configuration; Y > 1: Unstable configuration. (5.3)

When T ~ 1, a refined analysis is of course needed and the full criterion (f.1])
should be used.

Remark 5.4. It seems that the wavelength does not play any role in (@) Its
contribution is however hidden in the assumption that V= is of size one, which
is only true in shallow water, i.e. when H?/\? < 1.

5.2 Initial conditions

The main step in the proof of the existence of stable solutions is to prove that
the energy EN(U) defined in (ft.1(), namely,

W) =Voltoe+ Y Klin + [@lfe

Q€N [a| <N

is controlled for positive times by the energy at t = 0. Since &N (U) involves
time derivatives, we have to specify which sense we give to the initial energy
EN(U®). If we denote, for all & € Nt o = (ag,a1,...,a4) so that Of°
corresponds to the time derivatives of 0%, the problem is to choose initial values
U(Oa) for (Uiay)|,—o (With Ua) = ({(a),¥(a))) When ag > 0, in terms of U and
its spacial derivatives.

This can be done by a finite induction. When «p = 0 (no time derivative), we
take of course

U(Oa) _ (aaCO,aawO . EMOGQQO)T with wo _ [[/_)iwi[fgo]l/fo]]-
Now, let 1 < n < N and assume that U(ﬁ) lico

B8 € N+ with 8y < n. We remark that for all o with ag = n we have

U(Ot) l[t=0 — (atC(oz’); at’l/)(oz’) + Eatwﬁo‘/ C)

= U(Oﬁ) has been chosen for all

[t=0"

with o = (a9 — 1, 11, ..., q), and we are therefore led to set initial conditions
for 0,U 4y, which is achieved by using Proposition @

The initial energy, which we denote slightly abusively by £V (U?) is therefore
defined as

ENU®) = IVY° Fuosa + Z |C?a)|§qg + |w(()oz)|ili/2a (5.4)

a€eNd+! |a|<N

with U(Oa) as constructed above.
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Remark 5.5. One proceeds in the same way to give a formulation of the stability
criterions (B.1)) or (F.1') at time ¢ = 0 in terms of U° and its spacial derivatives.

5.3 Local existence of “stable” solutions

We state here a theorem ensuring that the interfacial waves equations ([L.19)
admit “stable” solutions if the depth of both fluid layers does not vanish for
the initial condition, and if the stability criterion (5.1)) or (B.1') is satisfied. By
“stable” solution, we mean two things.
Firstly, the existence time must not shrink to 0 as ¢ — 0. More precisely, the
existence time is not measured by the size of the surface tension coefficient o
but by the size of 2(U).
Secondly, the existence time must not vanish for “acceptable” values of the
physical parameters € and p, namely 0 <y <1land 0 <e <1.

Recalling that the quantity EV(U°) has been defined in (5.4) and EY, in
(13), we can now state the following theorem (whose proof is given in §@)

Theorem 5.6. Let to =3/2, N >5 and U° = (¢°,¢°)T € L2(R?) x H'/?(R%)
be such that EN(UY) < oo and that satisfies the nonvanishing depth condition

InE (1£e*¢%(X)) > h;,

min min”®

> 0, inf
X€ERd
If moreover U° satisfies the stability criterion @) then there exists T' > 0 and
a unique solution U € Eé\fT to ([1.19) with initial condition U°. Moreover,

vee[0.7],  &(U®) <C(T)

and T depends only on m™ (U°) and o(U°) (as defined in ([f.1}) and re-
spectively).

If the jump of the horizontal component of the initial velocity is nonzero,
one can replace the stability criterion (@) by its alternative version (@’), and
get the following theorem.

Theorem B.€. Let to = 3/2, N > 5 and U° = (¢°,¢°)" € L*(RY) x HY/2(R%)
be such that EN(UY) < oo and that satisfies the nonvanishing depth condition

InE (1£e*¢%(X)) > h;,

min min’

> 0, inf
XeRd

together with the condition w® = [[Ko’i]] £ 0. If moreover U° satisfies the
stability criterion @’) then the conclusion of Theorem @ still holds, with T

0 0
depending on m™ (U?), D/(UO) and |0y w |o|o zr| |[Vw?| o '
w o0

Remark 5.7.

(1) The existence time also depends implicitly g—i; since we address here physical
configurations where H+ and H~ are of the same orderE, this dependence is
harmless.

13 As said in the introduction, this assumption is made for the sake of clarity and the method
presented here could be adapted to other configurations

58



(2) There is also an implicit dependence of T on 1/Bo. Since we are not interested
in situations where capillary forces dominate the effect of gravity (e.g. droplets),
the Bond number is always larger than one and the dependence on 1/Bo is
harmless.

(3) Tt is straightforward to deduce from Theorem @ some convergence results as
p~ and/or o go to zero. For instance, convergence to the water waves equations
without surface tension is obtained when p~ and o go to zero with T — 0 — and
in particular if (p~)%/o — 0, a result established in [[tq] for a liquid droplet with
rotational effects under the slightly stronger condition (p~)? < ¢7/%. Theorem
@ shows moreover that it is possible to take the shallow water limit at the same
time, which justifies the use of the standard (one fluid) shallow water models

for the air/water interface (see Section f.]| for more details).

5.4 Persistence of “stable” solutions over large times

We have seen in Remarlﬁ that in the water waves case without surface tension,
the stability criterion (p.]) reduces to the Rayleigh-Taylor criterion infga a > 0.
If this condition is satisfied, we know from [[] that the solution U exists for a
time scale O(1/e). When e ~ 1, this results coincides with Theorem f.g, but
when e < 1, Theorem f.g is weaker than [ since it provides an existence time
of order O(1) only.

We propose in this section a stronger version of the stability criterion (@)
(one can adapt (p.1') in the same way) that allows us to show that the solution
furnished by Theorem @ persists over larger times when € < 1. This stronger
criterion can be stated as

e~21T2¢(C) max oo < infa, with 0<y<1 (5.5)

(in the case v = 0, (5.3) coincides of course with (f.1])).

Theorem 5.8. Let tg = 3/2, N > 5 and U° = (¢%,4°)T € L2(R%) x H'/2(R%)
be such that EN(UY) < oo and that satisfies the nonvanishing depth condition

3nt (1+£e*¢°(X)) > h,

min min”®

> 0, inf
XeRd

If moreover U° satisfies the strong stability criterion ) for some v € [0,1],
then there exists T' > 0 and a unique solution U € EéVE,VT to ) with initial

condition U°. Moreover,

vt € 10,677, ENwW@) <o)

and T depends only on m™ (U°) and d(U").

Remark 5.9. If (5.5) is satisfied with v = 1, we recover the same time scale
as the one provided by @] for water waves. We refer to Section E for further
discussion.

Remark 5.10. The practical criterion corresponding to (5.5) is obtained by re-
placing T by e=2'Y in (F.3).
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5.5 Proof of Theorems (.4, 5.6 and p.§

We give here the proof of Theorems @ and @ The proof of Theorem @’
requires only minor adaptations with respect to the proof of Theorem @; we
briefly indicate them in footnotes.

5.5.1 Preliminary results

We construct below a symmetrizer for the quasilinear system (@) It is of cru-
cial importance that the energy norm associated to this symmetrizer (see (5.9)
below) be (uniformly) equivalent to the energy £ (U) previously introduced in
() A first ingredient is the coercivity property of L LG established in Propo-

sition .24 - The second ingredient is the following lemmaﬂ that shows that, up
to lower order terms that can be controlled and under the stability condition
(b1, (1ns[U)u, w) is uniformly equivalent to |u|2

Lemma 5.11. Let T > 0, to > d/2 and U = ((,¢) € ENy be such that (2.1)
and @) are uniformly satisfied on [0,T]. Then the followmg identities hold
uniformly on [0,T],

(1) For all u € H:(RY), and with m'(U) as defined in [{.14), one has
(Ins[Ulu,u) < m*(U)|ul?. .
(2) There exists a numerical constant ca such that
1

SO uly < (1ns[Utyw) + o)l + Ol

with a(U) = e%pTpe(¢ )H[Ki]]‘io and b(U) = e2\/ip* p~c2e(¢)|[VF]
2U) as in [B.4).

(3) With |-|n/2) as defined in {-13), one has

e Vhp®p” max |07 IVE]| Jul oy < 0 (U)ul s -

2
’Ht0+1 , and

Proof. By definition of Ins[U] (see Definition [t.§), one has
1
(5[0, ) = (a,u) — g~ (£ (ulVE]), ulVE]) + 5= (X Vo, V).

In order to give some control on the three components of this expression, we
need the following straightforward estimates,
(inf a)lul3 < (au,w) < m(U)[uf3
1
(1 +e2u| V(I3 )32

141f one replaces (@) by (E’) then the estimate of the third point only holds for a = 0.
In the case |a| = 1, we must therefore replace the estimate of the lemma by

a +
e vaptpme(Q)| 0 VA fulfy o) < (%W%UWII{;-

Vul3 < (K[eviC]Vu, Vu) < [Vul3.
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and, using Proposition Q,

0 < (£ (W[V*]), ulV*]) < e%(l + VAP [VE])

< Lhp 0120l + S+ 2 sy

where we used the estimate
|1+ D) VD < Ve IV o [ulg-172 + [V Do lul2
+u [V F oo | D) 2], (5.6)

to derive the last inequality (here ¢z is a numerical constant).
The upper bound on (Ins[Uu,u) given in the lemma is a direct consequence of
these inequalities. For the lower bound, remark that they also yield

(1ns[Ulu,u) > A = a(U)]ul3 = b(U)[ulF;-1 /2,

with
. 1 [Vul3
A — f 2 U 2 - 2
(l]lrgld a)|u|2 \/ﬁa( )|U|<1/2> + Bo (1 +€2,U/|VC|¢2>O)3/2
1 |1

/Rd ((f o) — vra()le] + (€ 2de.

Bo (1 +&2u|V([3,)%?
Basic calculus shows that under the stability condition (F.1)), one has 24 >
o(U)|ul?., and the result follows. Remarking that A remains positive if one
replaces [[VE]|s0 by max|q|<1 \aa[[ziﬂyoo in a(U), one gets the last point of
lemma as the first one. O

5.5.2 The mollified quasilinear system

Let x : R — R be a smooth, compactly supported function equal to one in
a neighborhood of the origin. For all ¢ > 0, we denote by J* the mollifier
J" = x(¢|D]). Let us consider the following mollified version of the two-fluid
wave equations ([L.19),

1
0, ¢ — =J' G =0,
+¢ p Gy

O+ JC + %Jt([{ﬁ%ﬂﬁ} - %(1 +e2ul V¢ [p* (wifﬂ) (5.7)

1,
= *B—Oﬁj K(E\/ﬁo

From standard results on ODEs, @) has a unique maximal solution U* =
(¢, ") with initial data (¢°,+°) on a time interval [0, T%,,,.). Proceeding exactly

max
as for the proof of Proposition §.g, one can check that for all @ € N¢+1 1 <
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|| < N, the quantity U(La) = (C(La),i/)éa)) (with C(La) = 0%C* and 1/1?00 = 0%t —
elpw*[e¢]]0°¢") solves[T]

WUy +J AU o)+ I B[U)U () + J CaU)Ussy = €(J Ra, J*Sa+5SL)" (5.8)

(as in Proposition [I.9, the operators 4 [U] and Co[U] must be removed if |a| <
N), where R, and S, satisfy the same estimates as in Proposition @, and
where S’ is given by

Sty = — (1= J)[[pF0w*[¢(a) -

Our strategy is to derive energy estimates for the system of evolution equations
on (U(La)>0§\a|§N formed by (b.7) and (5.§). After showing that these energy
estimates do not depend on the mollifying parameter ¢, we will construct by
compactness a solution (Ua))o<|aj<n to the limit system corresponding to ¢ = 0
(that is, J* = 1) on a time interval [0,7,]. The component corresponding to
« = 0 of this solution furnishes a solution to ([L19). Without further analysis,
one has a priori T, — 0 as 0 — 0. An energy estimate on the exact equations —
as opposed to the mollified ones — allows us to prove that the existence time can
be taken as in the statement of Theorem @ We then prove that the solution
persists over larger time if the stronger criterion (@) is satisfied.

5.5.3 Symmetrizer and energy

Since d = 1,2, we can take tg = 3/2 > d/2 and any N > 5 satisfies the condition
). A symmetrizer for the “quasilinear” system (5.§), is given by

S[U) = sHU+ S2[U] + $2[U),

where $7[U] (1 < j < 3) are diagonal operators defined as

sy = diag(fns[m,ig),

)
Q1w
S

I

ding (5 Ko [EVAVCL —G). (or S2UT=0 if o] < )
S = diag(a(U) + HU)A0),

where the constants a(U) and b(U) are as in Lemma p.11]

Multiplying (b.§) by $[U] symmetrizes the highest order terms, but since §![U]
is a second order operator, the subprincipal terms need to be symmetrized
also (otherwise the commutator term is not controlled by the energy) and this
explains the presence of S2[U]. The $3 component contains two terms of order

0 and —1 respectively; its role is to ensure that (S[U]U,U) controls the energy
EN(U).

15for the sake of clarity, we write ((a) and t(q) instead of C(La) and wéa) when no confusion
is possible.
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This discussion motivates the introduction of the energies F.(U), for all

1<I<N,
d . R, (5.9)

0<lal<l
with
FoU) = (5 0)+ SN Uw) (0 £0), o
AU) = |<|%I;+%<w,gu[ow> (o = 0) |

where Uy = (((a), ¥(a)), and This definition raises at least two important
remarks:

1. The component $2[U] does not appear in the energy; the reason is that
(82[U]0:U(a), U(a)) can be controlled by the energy without using the
equation to replace the time derivative by space derivatives. This is made
possible by the fact that the energy controls both space and time deriva-
tives. This method was introduced to handle surface tension in the water
waves case in [57] (see also [[[(]) and can be adapted here with small mod-
ifications.

2. The presence of $3(U) induces nonsymmetric terms. Since these terms
are of lower order, they do not raise any difficulty as far as local existence
is concerned. However, they may destroy the stability criterion since they
may interfere with the zero order component (namely, a) of Ins[U] — or
at least restrict its range of validity (very small values of p~ for instance).
This explains why the zero order term of $3(U) is treated with special
care in the computations below.

Let us finally remark that, owing to Proposition , Lemma and Lemma
.11, the energy 7~ (U) is equivalent to EY(U), as defined in (f.1d

2
Y(U) < (M + m)f(]fv([]) and  FY(U) <m'(U)EN(U), (5.11)

with 9(U) as in (5.9).

&

5.5.4 Energy estimates

For notational simplicity, we write £ = E[(], X = K[e\/u¢], T = T[U] etc.
We first consider the case o # 0. Taking the L2-scalar product of (p.§) with
(' +8%)U(a) + $2U s yields
(81 +5%)0U (), Ue) + (0:Ua), SaUta))
+ (s ﬂU(awU(a)) (82" Callay, Ua)) + (J* Cala), SaUta)
+ (5 +5? JLﬂU(a) U(a)) + (JLﬂU(a),SgU@))
= e(J"(RasSa +SL)T,(S'+ 8w +S2Uisy),
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where we used the fact that (J*AU(a),$'Uw)) = 0 and (J*AU (4, S2Usy) +
(JL CaU<d>,51U(a)) = 0. By definition of F2(U) we get therefore

7
d (03
E(.FU(U)-F(U(Q),SzU(d))) :ZAj+Bl + Bs, (5.12)
j=1
with
1
Aq 5(((9,551 + 8t53)U(a), U(a)>, Ay = (U(a),at(.siU(&) ),
As = —($*T' AV (), Ua)), Ay =—(5*T"Calla), Uta)
Ag = —(JLCQU@),SZU(DQ)), Ag = —((51 +53)JL$U(Q),U(Q)),
A; = *(JL@U(Q),SZU(@)
and
Bi = &(J"(Ra,Sa)", (8" + 85Uy + S2Us))
By = e(J0,8,)", 8 Uia) + 52Ua))-

We now give some control on the different components of the r.h.s. of (5.12).
- Control of Ay. We can decompose A1 = Ay + A1o + A1z + A4 with

A = (05 1n5[U)J¢() C))s Atz = (508 G100, Yia))s
A1z = ((0ta){(a)s C(a))s Ars = ((0b)A™Y2¢(0), A712¢ ().

One gets easily that |A;;] < em™ (U) for 2 < j < 4 (this is straightforward for
Aq3 and Aqy, and a consequence of Proposition 3.6 of [E] for Aj2). We thus
focus our attention on Aj;. First remark that

1
A1 = ((0t8){(a)s C(a)) + B_o([at’ K]V(a)s Vo))
= 25%p" ™ (2 (G VD), Gy 2 IV7])
— E2upp™ (100, E1¢(oy [VED), (o) [VF])-

It is straightforward that the first two components are bounded from above by
em™ (U). To control the other two components of this identity, we use Proposi-
tion and (f.4) to obtain

_ 2
A < em™(U)(1+2Vmpt o [IVENZ|ID1 2w |3)
_ 2

+&2 /1 p 7 IV N |0 [V oo [ | DI ¢y |- (5.13)

Thanks to the third point of Lemma f.11], we get thereford |A;;| < m™(U).
- Control of Ay. From the definition of §2 and the fact that time derivatives

16if we assume @’) rather than @) then one has to adapt this estimate as indicated in
the footnote L(l@)
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are allowed in the energy (.10, it is easy to get that [As| < em™ (U).
- Control of Az. From the definition of §3, it follows that

1 1
Az = G(U)(JLEGQﬂ(a),C(a)) + b(U)(;gw(a)a J'A )

Owing to (£.23), we get
[ As| < pMIP(a) |2 (a(U) 1By |2 + D) By | -1)
and therefore, from the definition of a(U) and b(U), |A3| < em™ (U).

- Control of A4. Since one has

1 1
Ay = a(U)(JL;G(a)Zb(@,C(a)) + b(U)(; Gy iay, J' A ))-

and because |G (q)¥(a)l2 < em™(U) (see (R.39) and Lemma B4), we easily get
that |A4] < em™(U).

- Control of As. As for A4, one gets without any difficulty that |A5| < em®™ (U).
- Control of Ag. We decompose Ag = Ag1 + Age with

Ag1 = 7(51JL$U(Q), U(a)) and Ago = 7(53JL$U(Q), U(a))'

We can first remark that
1 *
Ag1 = —(Ins[U]J"T ((a), (o)) + E(ﬁgJ”f V(e V(a))-

We therefore deduce that |Ag;| < em? (U) from the third point of Lemma
and the following identities,

| (11s[U)T“T Gy, Gan) | < m™ (U) (1 + %" p~ VI F D o [C v 12 ) (5-14)

1
](;gj“r “Ya)s V()| < m"(U)(5.15)

whose proofs are given in Appendix . The component Ago is much easier to
handle and one gets readily that |Ag:| < em™ (U).
- Control of A7. One can write
A7 = (T Gloyr = Keor i) — (T "Wy - Gy
) BO ) ‘LL

Using the first point of Proposition and the definition of X(,) to control the
first term, and the last point of Proposition [l.1] and ()—(@) to control the
second one, we get that |A7| < em®™ (U).

- Control of B1. Thanks to the bounds established on R, and S, in Proposition
k.9 and to the third point of Lemma .11], there is no pain to get |B;| < em™ (U).
- Control of By From the definition of S/,, (R.29) and (2.39), we get that

1Bz < e (U) (1 + [¢ay|ir) < (14 VBo)ym™ (V).

65



Gathering all the informations coming from the above estimates, we deduce
from (5.19) that for all 1 < |a| < N,

d (6% L L L L
o (}'g U + (U(a),5§U<d>)) < (14 VBo)mN (U). (5.16)
For a = 0, we first rewrite the equations (5.7) under the form

0¢ — %Jbgu[o]w +eJ'N(U) =0,

i+ J* (1 Biov . (\/ﬁww o )¢+ eI Na(U) = 0, (5.17)
with
Ni©) = == (Gulelo = 6,010)
) = 5 (15T T = 0+ 2V w)])

1 1
S v § [
eBo V1+e2u[V(|?

We then take the L? product of (5.17) with ((1- ﬁA)C, %gu[O]z/J) to get

+ )VC.

d 0
E‘FG(U)

IN

eNLU) | g2 ¢l r + el BN2(U)]2 B2
em™V(U), (5.18)

IN

where the control of A7 (U) and N3(U) does not raise any particular difficulty.
Summing (p.16) and (p.1§) over all & € N+, first with |a] < N — 1 and
then with |a| < N (and recalling that 52 = 0 if |a| < N), we deduce that

(Fvwn) < e+ VBomY ),

d L L L L
G(EU+ Y WUy s2U04)) < 4+ VBomN (@),
|la|]=N
and therefore, for any constant €,
d ~
%]-“jv(UL) < (14 vVBo)ym™ (U"). (5.19)

with FY (U") = FV(U") + CFYHU) + 301w (Ul S2UL) ).
Now, it follows from the definition of $2 that there exists a constant c3(U*) < M
such that,

1 - L
> " |(Ula), S2U)| < §]:év(UL) +e3(U)FSHUY).
jal=N
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As long as € > ¢3(U*) (and € < M), one has therefore,
1 ~
570 (U) < FJI(U") < MFF(U").

With the help of (5.1]), this in turn implies that

2 -
ENWUY) <2M + —)FN(U"); 5.20
- (U <2( +0(UL))U( ); (5.20)
it follows therefore from (f.19) that
LEN WY < 1+ VBORY (), (5.21)
where m™(U*) = C(M FNw) 11 ).
e "Bo’ d(UY)

5.5.5 Construction of a solution for times of order O(1)

We deduce classically from () that there exists T' > 0 as in the statement of
the theorem such that FY (U*(t)) < C(T, FN (U°)) for all t € [0, T(14+vBo) ]
(we proceed as in §5.9 to define the initial energy FNWY)).

Since this time interval does not depend on the mollifying parameter ¢, we
can use a standard compactness argument (see e.g. [[l] for details in a related
context) to construct an exact solution U € Eé\”T to (IL.19) — note that we use

(5-20) to deduce a bound on N (U) from the bound on FX (U).

As said in the introduction, the Bond number Bo is generally very large
for the applications and the existence time of the solution constructed in the
previous solution is much shorter than what can be physically observed. This is
the reason why we paid a lot of attention to obtain energy estimates independent
of Bo. In fact the presence of the prefactor (14 v/Bo) in (5.21) only comes from
the control of By in §. Since Bs disappears if the energy estimates of §
are performed on the exact equations () rather than the mollified ones, one
can replace ([.21)) for the solution U constructed above by

9Ev W) <wvw) (5.22)

from which we deduce that it is possible to extend the time interval of existence
to [0,T]. We omit the proof of the uniqueness, which is completely standard.

5.5.6 Proof of Theorem @

In §, all the A; (1 <j <7)and By (1 <k <2) are bounded from above
by em™ (U), except A; and Bs. Since By is a mollifying error that vanishes for
the exact solution, we can focus our attention on A;, and more specifically on
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Ayy since Ay (2 <1 < 4) are bounded from above by em” (U). For A;;, we
recall that we only have |A11| < m¥ (U). More precisely, (5.19) yields

— 2
| Au1| < em™(U) + 2 /mp™ p~ e(QIV  TNoo 0V oo 1DI 2o [

Using the third point of Lemma , the second component of the r.h.s. can
be bounded from above by m” (U) but not by em™ (U). The stronger stability
criterion (5.5) allows us to improve this estimate, as shown in the lemma below
(whose proof is very similar to the proof of the third point of Lemma and
therefore omitted).

Lemma 5.12. Let T > 0, to > d/2 and U = (¢,1)) € ENy be such that (2.1)
and (5.3) are uniformly satisfied on [0,T]. Then one has

_ o 2
e*Vip"p”e(C) max |0 VT fulf ) < €m! (U)ulmy .-

Owing to this lemma, we get |A11| < e?m™ (U) and (f.29) can therefore be
improved into

%fy (U) <emN(U),

from which the theorem follows easily.

6 Applications

Physical implications of the stability criterion (@) will be investigated in sepa-
rate works, but in order to enforce its relevance, we describe briefly here some of
them. We also show how Theorem @ can be used to give a rigorous justification
to two-fluid asymptotic models.

There are mainly two different kinds of applications. The first one is pro-
vided by air-water interfaces. In this case stability of interfacial waves is a
consequence of the smallness of p~ (as in the zero density/zero surface tension
limit considered in [[i§] for instance). The second application concerns internal
waves for which both densities are comparable and stability is a consequence of
the smallness of the shear velocity at the interface.

6.1 Air-water interface in coastal oceanography

We are interested here in applying the above theoretical results to typical con-
figurations in coastal oceanography (see f1 in the introduction). We want to
investigate two things in particular:

1. Can we use Theorem [.§ to confirm that the standard models used in
coastal oceanography (e.g. Boussinesq) do not need any correction due to
the presence of the air?

2. Can we still neglect the density of the air near the breaking point?
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Before addressing these questions, let us give some numerical values for
the physical parameters involved. The density of the air (at one atmosphere
and around 20 Celsius) is p~ = 1.2kg - m~3. For sea water, the density is
pt =1025kg- m~?. These values lead to p~ = 0.001 and p* = 0.999. For the
air/water interface, the surface tension coefficient is ¢ = 0.073N - m~!, and we
take for the acceleration of gravity g = 9.81m - s~2.

We also assume here that the air layer has the same height H™ = H~ = H
as the water layer (this is of course not realistic, but as said in the introduction,
the techniques used here could certainly be generalized to, say, an air layer of

infinite depth, and the qualitative behavior should remain the sameﬂ).

6.1.1 Validity of the one-fluid long wave models

We are interested in long waves models for which e™ ~ u™ < 1. Tt is known
[@, E] in the one-fluid case that these models describe correctly the solutions of
the water waves equations for times of order O(1/e).

Let us consider first a typical “long wave” over a depth H™ = H = 5m, of
wavelength A = 35m, and amplitude 0.1 m. As said in Remark @, in order to
show that taking into account the density of the air does not yield significant
modifications to the standard one-fluid theory, we have to check that the strong
stability criterion (F.5) is satisﬁ, with v = 1. We rather check that its
practical version (see Remark ) is satisfied, which is the case since one
computes easily that e 2T ~ 4.107* <« 1. The solutions of the one-fluid and
two-fluid models exist therefore on the same time scale.

We also know from [§] (one-fluid) and [L1] (two-fluid) that these solutions
are correctly described by standard long wave models (Boussinesq, KdV, etc.).
The influence of the air density and the surface tension on these models being
negligible (for instance, surface tension induces a modification of the dispersive
term of the KAV model of less than 107%%), this confirms the relevance of the
one-fluid models (without surface tension) to describe such phenemonons.

6.1.2 Kelvin-Helmholtz instabilities for breaking waves and white
caps

A commonly observed value for e* near the breaking point of the wave is et ~
0.4, corresponding to an amplitude a = 6m for a depth H™ = 15m. One
computes Y ~ 0.27, which is not small enough to give any definitive conclusion
on the presence or not of Kelvin-Helmholtz instabilities. We therefore have to
use the exact criterion (@) This requires further experimental work, but it
is likely that for some configurations, Kelvin-Helmholtz instabilities are at the
origin of wave breaking. This might be the case for instance for spilling breakers

17Since p~ is very small, the influence of H~ on the typical length H is negligible. In our
examples, only the third decimal of H is changed if H~ is taken equal to oo

18For these values, the Bond number is Bo ~ 1.7.10%. A loca lI-posedness result relying
only on the extra control furnished by surface tension, see §5.5.4 would therefore give an
existence about \/%5_1 ~ 6.10° times smaller than Theorem p
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(as opposed to plunging breakers). It is indeed not understood which kind of
singularity of the water waves equations creates such breakers; this might be
because it is a two-fluid singularity similar to the “white caps” observed in
presence of wind. The occurrence of these white caps is commonly explained by
the linear Kelvin criterion stated in the introduction. It would be interesting to
check whether a nonlinear version of our nonlinear stability criterion @I) with
nonzero background explains part of the discrepancies of this theory (see [@])

6.2 Internal waves

Waves at the interface of two immiscible fluids of comparable density are called
internal waves. Waves at the interface of two layers of water of different density
also carry the same name and are often described using the two-fluid formalism
(see the recent review [2J])). The stability criterion (f.1) is discussed here in
these two configurations.

6.2.1 The Koop-Butler experiment

We consider here a classical experiment by Koop and Butler [@ The upper
fluid is deionized water (p~ = 998kg - m~—3) and the lower fluid is Freon TF
(pT = 1563 kg - m~3). The depth of both layers in this experiment are H+ =
1.366 cm and H~ = 6.948 cm. One gets therefore p™ = 0.610, p~ = 0.390 and
H =1.989 cm. - -

The interfacial tension coefficient ¢ is not provided in @] but the chemistry
literature suggests that o = 0.005 N-m~! is a reasonable value. Koop and Butler
observed different interfacial waves of amplitude ranging from a = 0.034 cm to
a = 0.68 cm. The dimensionless parameter Y satisfies therefore 5.39 x 1077 <
T < 0.086. According to the practical criterion () , this correspond to stable
configurations. Though the practical version of the strong stability criterion
(E) (see Remark ) is satisfied, we do not discuss here large time existence
because the viscosity of Freon TF should then be taken into account.

6.2.2 The Grue et al. experiment and oceanic internal waves

The configuration studied in [E] is slightly different from the experiment men-
tioned in the previous section. Indeed, the authors do not consider two immisci-
ble fluids but brine p* = 1022kg-m~3 and water p~ = 999kg-m =3 (p* = 0.506,
p~ = 0.494). This configuration is thus closer to what is observed for oceanic
internal waves.

The difference with the case of two immiscible fluids is that there is a thin zone
(pycnocline) in which the density is allowed to vary continuously between p™*
and p~. This continuous stratification is known to have a stabilizing role, which
is important for small amplitude interfacial waves.

It seems therefore that the physical framework studied in the present article
differs from [27. However, water-brine interfaces have been described with
great success with models based the two-fluid equations (.J)-(L.g) (see [29] and
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references therein). It follows from our analysis that surface tension must be
included to these equations if we want to use them to describe water-brine in-
terfaces. This surface tension is somehow artificial and a natural question is to
know which value it should be given.

We propose here to use our analysis and the experiments of @] to sketch a
method to find a realistic value for o. The main idea is that its value should be
such that the Kelvin-Helmholtz instabilities predicted by the theoretical analysis
should coincide with those observed in the experiments.

In [@], the depth of the two layers are respectively HT™ = 0.62m and

H~ =0.15m, so that H = 0.243 m.
The authors report a set of measurements (Fig. 7 in [7]) for interfacial waves
of amplitude ranging from a = 0.033 m to a = 0.226 m. Kelvin-Helmholtz insta-
bilities are not observed up to a = 0.184 m but are present for the experiment
with largest amplitude a = 0.226 m. It is therefore reasonable to assume that
the critical amplitude is @ = 0.2m. According to the practical criterion (E),
this critical value should correspond to T ~ 1. We can then use this relation
to get ¢ = 0.095N - m™1!; this value is comparable to the air-water surface ten-
sion, but slightly higher, which is not surprising since the stabilizing effects of
the continuous stratification are taken into account with such a choice. Further
investigation is required to check whether this approach can prove useful in the
study of oceanic internal waves.

6.3 Full justification of two-fluid asymptotic models

We can use Theorem E to provide a rigorous justification of asymptotic models
for internal waves, on the relevant time scale (to our knowledge, the only rigorous
result so far is a justification of the Benjamin-Ono equations on the too-short
time scale O(Bo~'/?) that can be found in [i)):

Many asymptotic regimes and models exist in the literature ([, d, [ and
references therein). Theorem can be used to justify rigorously most of them
along the procedure used in [B] for water waves models.

e (Consistency) One proves that any family of smooth enough, uniformly
bounded, solutions to ([L.19) existing on the relevant time scale solves the
asymptotic model up to a small residual. This is done for a wide class of
regimes in [L1).

e (Convergence) One proves that such exact solutions to the two-fluid equa-
tions () remain close to exact solutions of the asymptotic model. From
the previous step, this only requires energy estimates on the asymptotic
model (generally much easier than for the full two-fluid equations).

e (Existence) One proves that smooth, uniformly bounded family of solu-
tions to ( ) whose existence is assumed in the previous steps exist in-
deed. As in the water waves case, this is the most difficult step. It is here
ensured by Theorem [p.§ if the stability criterion (F.5) is satisfied (which
is the case for the stable waves of the above experimental observations).
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Let us for instance implement this procedure in the “shallow-water/shallow-
water” regime characterized by € ~ 1, u < 1. In this regime, the interface
elevation ¢ and v = V1) are commonly described [[5, R by the solution (¢?, v®)
of the following system (for notational simplicity, we give it for d = 1, but there
is no additional difficulty to take into account the nonlocal generalization of this
system to the case d = 2 derived in [[[]] and studied in [2§)),

)
PG+ g h ()
() — p ()
() + g R ()P

with h=(¢%) = H™ (1 —e7¢%) and h*(¢?) = H(1 + (). We justify the
approximation furnished by the solutions of this system in the following sense.

O + 0| —0

(6.1)

Bpv® + 9,C% + 5%896[ (va)ﬂ -0

Theorem 6.1. Let U° = (¢°,¢°)T be as in the assumptions of Theorem ,
and assume that (B.1) is satisfied uniformly with respect to u € (0,1). Let also
00 = 0,94° and assume that

i 24 (H" +H)?
O e T B e 0]

Then there exists T > 0 such that for all p € (0,1):

(i) there exists a unique solution (¢%,v®) € C([0,T]; HN=Y2(R)?) to (.1) with
initial condition (¢°,0°%);

(ii) the solution U provided by Theorem [5.4 exists on [0,T].

Moreover, with v = 0., one has

1(¢,v) = (¢%v®) | Lo (o, 1) xray < RC(UP).

Remark 6.2. The condition (f.9) ensures the hyperbolicity of (f.1)); it is not
present for the standard one-fluid shallow-water equations. An asymptotic ex-
pansion of the instability operator I'ns[U] shows that the term responsible for the
Kelvin-Helmholtz instability (the one involving £ [¢]) contributes to (6.9), which
was suspected but not rigorously established so far. The shallow-water /shallow-
water model (@) is however certainly too unstable and the analysis performed
here on the full Euler equations shows that the surface tension term should be
kept to control high frequency instabilities.

. (v0)2) >0 (6.2)

Proof. For the first point, we remark that |¢°|yn-1/2 + |00 gnv-1/2 < mN(U);
the existence of a solution ((%,v%) € C([0,T); HN~1/2(R)?) to (b.1]) with initial
condition (¢°,v%) (with T = T (m™(U))) is therefore straightforward because
the assumption made in the statement of the theorem insures the hyperbolicity
of (1)), as shown in Theorem 1 of [g].

Taking a smaller T if necessary, it is possible to assume that the solution of
Theorem [.6 exists also on [0, 7]; this theorem ensures also that Sup|o, 7 EN)
is uniformly bounded with respect to u € (0,1). Thanks to the consistency
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result provided by Theorem 4 of [Ell], this ensures that (¢, v) solves (@) up to
a residual p(ry,rh), with (r{',74) uniformly bounded with respect to p € (0,1)
in C([0,T]; HY(R)?). A standard error estimate on the hyperbolic system (f.1])
yields therefore

[(¢,v) = (€% v oo (o, (r)2. < RC(U),

and the estimate given in the theorem follows from the continuous embedding
HY(R) C L*=(R). O

A Nondimensionalization of the equations

It is quite straightforward to nondimensionalize the space variable X and the
interface deformation ¢ using the quantities a, \, H* and H introduced in §B
We thus define

XX F=¢

A’ a’

where the tildes are used to denote dimensionless variables or unknowns. The
nondimensionalization of the time variable ¢ and the velocity potential ¢ requires
the knowledge of a reference velocity c¢. Such a value can be obtained by direct
observation, but is of course preferable to have a formula for ¢ in terms of the
above quantities. The best way to have access to such an information is through
the linear analysis of the equations. Neglecting all the nonlinear terms in ([L.16),
one easily gets the system (see Remark for the expression of G [0])

— = tanh(H*|D|) tanh(H ~|D

0C = GIOW =0, 1 o |py_ tanh(HID) tanh(F|D)

b +4g'¢=0, pt tanh(H~|D|) + p~ tanh(H*|D|)
In the shallow water limat, that is, when H* is small compared to the typical
wavelength A, one has G[0] ~ —HA (it is possible, but not necessary at this
point, to give a precise meaning to the symbol ~). The above linearized equation
then reduces to a wave equation of speed ¢, with
5 HTH~

—9 pTH- +p H*

X

c =g'H.

We then use this velocity to nondimensionalize ¢ and v,

~ t ~X_¢(X)

!
A
; with o = 222,

“xe MO :

(the nondimensionalization of v is obtained via the equation 9y + ¢’¢ = 0).
We now remark that

GHCh = PGS BTG and thus Gl = L6, [0
where G and G, are as defined in (p-19) and ([L.1§). Since moreover
vyt = g

it is straightforward to deduce ([L.19) from ([L.16).

73



B Proof of (2719), (223), (233), (23%), (239)
and (2:36)

Before proving these identities, we give some remarks of general interest:
- The following classical product estimate holds

Vs>0 and tg> d/2, |fg|Hs 5 |f|H5\/tU |g|H5- (Bl)

- For functions defined on the strip S*, the above formula can be used in the
horizontal directions to obtain

Vs> 0 and to>d/2,  |IA(fg)ll2 S IfllLemeveo A9l (B.2)

- For all k € N, we denote by H**(S) the space

k
HOR(S%) = {f € LAS5), I fles < 00}, If1pes = S A5 *0kul2
=0
(B.3)
- The space H*T1/21(S*) is continuously embedding in LXH*(S*) (this is a
variant of the trace lemma),

Vs >0, | fllserrs S fllpresasean. (B.4)
Finally, let us state the following lemma, which will be used several times.
Lemma B.1. Let to > d/2 and u € H'(S*), g € H>'(SF)! be such that
{ Ve P(SE)WWH = VR . g,
u,_, =0, Ol _oy, = —€; 8|.__,.

Then, for all0 < s <tg+1,
+ + _
AV ulla < M|A%glle  and  [|V* ullgen < M(|[Ag[la+ A 0.g-€.l2).

Proof. The first estimate is a consequence of Proposition 2.4 of . For the
second estimate, and since p* is assumed to be bounded, it is enough to prove
that ||[A*~10%ulls < M]||g||gs1. This follows immediately from isolating the
component 9%u in the equation AV ) v/T PR v T g and using the first
estimate to control the terms involving . O

B.1 Proof of (ZT9), (2:23) and (2:23)
B.1.1 Proof of (2.19)

The case s = 0 being proved in Prop. 3.4 and Eq. (3.3) of [E], we focus on the
case s > 0. Remarking first that [Py™ |y = [B(A%Y)F)]2, we can deduce from

(R-19) with s =0 that

VABYE e < M|IVET (M%)
M|V (AE)D — A%GE) || + [|ASVA ¢ |2,

IN
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where (A%3*) stands for the solution to (R.17) with Dirichlet data A®i)®. Re-
marking that u = (A*)*)" —A%¢T is as in Lemma @ with g = [A®, Pi]V“i o,

we have

V45 (AsE)D — A*p)||2

IN

|2
M[ATIVH gE |, (B.5)

N

where we used the commutator estimate () to derive the second inequality.
The end of the proof is then straightforward.

B.1.2 Proof of ()
Integrating by parts in () one gets easily
/ A*GEY A Yy = / A (PEHV ) - AV, (B6)
R4 S+
where ¢ denotes the solution to (B.17) with Dirichlet data vy, while

U, 2) = x(V/ 12| D))o,

with x a smooth compactly supported function equal to 1 in a neighborhood of
the origin. One then gets

(A% G En, A%)| < [A*(P(SF)VH 68) o] ASVH ] |o.

From (@) one gets, for all 0 < s <ty + 1,

~

+
< MJAV 6|2,

+ +
[A(PEHVGT)2 A+ [PEF) —1d [| e o+ ) [NV 67 12

where the second identity follows from (.7); (2.29) follows therefore from (R.18)
and the observation that ||A5V“i1/)$||2 < ViBYe| e (Proposition 2.2 of [J]).

B.1.3 Proof of ()

Let us first prove (2.24) in the case 1 < s < to + 1. With the same notations as
in §, one gets

(A%, G E]gr, Ay) = /S A PO AT
+/ P(SH)VH MY — (Ap)0] - ASVH ]
S+

Using Cauchy-Schwarz inequality, (R.29) (for the first component of the r.h.s.)
and (B.5) (for the second component) we get

] s s— + s *
[([A°, 6 ¥t A%a)| < MIIAT VH g|2 ] AVHT 453 |2

(0]



Since s — 1 > 0, (R.1§) and the observation that ||ASV“i1/)$H2 < VIR e
yield the result.
Let us now prove () for 0 < s < 1. Let us write first that

([A%, G Flepr, M%) = —(A[A, GFIAT on, A%42) + ([A™FH, G AT 1, A%n).

Since s +1 > 1, we can use the computations above to show that the second
term of the r.h.s. satisfies the desired estimate. We thus focus on the first term.
Proceeding as above, we write

(WA G o A%w) = [ AP (A A )
s [ A PEH T AW - o) A

Since [[A*[A, P(S5)]|| oo p2(s+) + AT (P(SE) ) | =0 p2(s+) < M (recall that

0 < s < 1), we deduce (proceeding as for (B.5) for the second component) that
[(A°[A, GHA i, A%wa)| < MIATTH (A7) o] AV o,

and the result follows as for the case s > 1.

B.2 Proof of (:33), (2:34), (2:35) and (B-36)

Throughout this proof, we assume that X% is a regularizing diffeomorphism of
the form *(X, 2) = (X, 2z + 07 (X, 2)) with ¢* as in Example .4. We denote
by d’P*(h) (j € N) the j-th derivative of the mapping ¢ — P(X%) in the
direction h = (hy, ..., h;), and by d?¢(h) the j-th derivative in the direction h
of {( — ¢, where ¢ solves ()

B.2.1 Proof of (2.33)
With the same notations as in §, one has

(W26 g) = [ A(PERY ) AT

since |A=Y2VH ot ||y < pl/4|gls, it follows after differentiating this identity
with respect to ¢ and by a duality argument that for all 0 < s <ty + 1, one has

) . + .
@ GE ()| remrre S p* Y [IASE P () V@2 G(hur) o,

where the summation is taken over all integers j; and jo such that j; + jo = j
and on all the j; and jo uplets hy and h;; whose coordinates form a permutation
of the coordinates of h. The result follows therefore from the estimate, for all
0 < s <to+1/2 (and using Notation P.14),
. + . . ~
[A*d P=(hy) V" d2 g(hyp)lla < Me?\/plhilgesase [Du] greveosasa | Bo] gravie /s

the rest of this section is thus devoted to the proof of (@) We first state three
lemmas and use them to prove the result, and then we prove the lemmas.
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Lemma B.2. Forall0<s<ty+1, k€ N* h=(hy,...,hg) € HVio+t(R)*
and 1 <1 <k, one has

||Asdkpi (h)”g S M€k|hl|Hs+1/2 |Bl|Hsvt0+1.

Lemma B.3. Forall 0 <s <to+1/2, ke N*, h = (hy,..., hy) € HoT?(R%)*
and ¢ € H*VTYR). Then d*¢(h) satisfies

+
||V“ dk¢(h)||H5vt0+1/2,1 < MEk\//_L|h|Hsvto+3/2|q3’lp|Hsvt0+1/2.

Lemma B.4. Under the assumptions of Lemma @, one also has

+ -
[A*VH" d ()l < MeP/ulhu gossre [y

HMO+3/2|‘)31/1
Let us assume first that h; € hy. Then, from (B.1) and (B.4), one deduces

HsVto+1/2.

|A%d7 P (b )V @2 (b1 la S 1A PE ()2l V9 @2 ()| revio o1

and (B.7) easily follows from the first two lemmas.
Now, if h; € hy; then we rather write

|A*d7 P ()Y d g (hyr)|a S ld” PE ()| oo roveo [ AV @7 g2,

and Lemma [B.4 gives (B.7) (the bound on ||d* P%(h)|| p gvio being a straight-
forward consequence of ([B.7) below).

Proof of Lemma @ Computing explicitly the matrix P(X*) given by (E),
one obtains
Iddxd+820'i 7\/[7V0'i
1+ p|Vo*|? . (B.7)
_ T )
Vi(Ve™) [ 0.0%

Since ¢ + oF is linear, it is easy to deduce the result from (@) and the
regularizing properties of & as given in Example E O

P(z%) =

Proof of Lemma @ By differentiating ) k times with respect to ¢ in the
direction h, one gets

{ Vi PSR VR dE gt (h) = Vi g, (B.5)
dk(bi(h)‘z:o = O’ a’”quﬁi(h)‘z:;l = =€z g‘z:q:l’
where g is a sum of terms of the form
+
d* PE(h;)V* d*¢* (hyr) =: A(hy, hyy), (B.9)

where k1,ks € N, ks < k, k1 + ko = k, and hy and hj; are respectively k1 and
ko-uplets whose coordinates form a permutation of the coordinates of h. Since
by Lemma @ we have

+
||VH dk(bj:(h)HHs\/toJrl/Z,l S M||g||Hsvt0+1/2,1,
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we can deduce the result from the fact that

IA(hr, by geveori/za < Me®\/ulh| goviorara B o+, (B.10)

which we now turn to prove. From (B.9) and (B.9), one gets

+
NAM, b)) gevioriea S IVA dR2 () || geveosi/2a

~

< (|d* PE ()l g roveo /2 + 182" PF(hr) || oo prvo )
and therefore, using (B.7) and the fact that ¢ > o*[(] s linear,
+
NAMg, by geviosiszn < MeFhy|gevegrssz | VR d*2d(hr)|| groviorizn .

Since ko < k, one can deduce ( by a simple induction on k (the case k =0
being a consequence of ()) O

Proof of Lemma @ Proceeding as in the proof of Lemma @, we can check
that the result follows from

||ASA(1’1], h[])”g < Mgk\/l_,l/|hl|Hs+1/2 |fll|Hsvt0+3/2 |§:;31/J|Hs\/t0+1/2, (Bll)

that we now turn to prove. We have to distinguish two cases:
- If h; belongs to hy we use (B-3) and (B-4) to write

[A*A(hr, hyr)2

N

. +
[A*d™ P (hp) |2 V* d* ¢(hrr) | oo previo
. +
@™ P () [[2]| V* d*2 g(hrr) || graveo 12,

and (B.11)) follows directly from Lemmas [B.d and B.3.

- If h; belongs to hy;, we rather write

IN

. +
IAA(hy, byl S0 (1d PE (b)) || poe proveo [[ASV* d*2 ()2,

~

and (B.11)) follows easily by induction as in the proof of Lemma [B.3. O

B.2.2 Proof of (2.34)
With the same notations as in §B.1.9, one has

(A1 2G ) = [ AP AT
S+

since |[ATIVHT|l2 < \/al@ls, it follows after differentiating this identity with
respect to ¢ and by a duality argument that for all 0 < s <ty + 1, one has

. . + .
|7 G = ()| premrye S VYA 2d PE(h) VT d2 (hyp) |2,

where the summation is as in §. The result is therefore a direct consequence
of (B.7) (with a shift of 1/2 derivative).
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B.2.3 Proof of (2.35)

We proceed as in § after differentiating (@) with respect to . One thus
gets

(A% GE (), A%)| < VD A PE(hy) V™ a2 6% () |2l Ben e

where the summation is the same as in the previous section. Elliptic estimates
on (B.§) and an induction on j show that

. + . .
|A°d” P (hp)V*"d ¢ (hyr) 2 < Me?/ufh

meviott [ Prlms,

and the result follows.

B.2.4 Proof of (2.36)
We proceed as for (2.35) but use (B.7) to control || Ad7 P (hI)V“i d2¢F (hrr)l|.

C Proof of (5-14) and (b.15)
C.1 Proof of (5.14)

We prove (p.14)) in the case ¢« = 0 (that is, J* = 1); the generalization to the
case ¢ > 0 only requires simple technical modifications and is thus omitted.
By definition of Ins[U], one has

(115 [U1T Gy o)) = ="~ (V5] - 2 (VT Gy o)
1

+(07 Gy Go) = 7o (V- K VT Gy G-

The fact that the second and third term of this identity are controlled by m*¥ (U)

is a direct consequence of the last two points of Proposition . We are thus
led to control the first term. Let us remark first that, by definition of 7 [U],

(IVFT - 2 (VDT Gy Goy) = (V] Z(IVFTV - (G V) Ga)

+ o H (V- 2(IVF16 (6 )7V - (G [VFD): Gy
= A; + As.

Owing to (b.4), the inequality (5.14) follows from the estimate
e2upp” (JAL] + [A2]) < m™(U)

x [1 + &2t (|(L+ 4DV P+ (1 + u1/4|D|1/2)G‘§)}, (C.1)

with F' = () [[Zi]] and G = §(a)8jV[[Zi]], that we prove now.
- Control Of Al. We decompose further Al into A1 = A11 + A12 + A13 + A14
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with (summing over the repeated index j, denoting F = (1 + /4| D|/2)F and

with G as in (B.14)),

v

A = (U +VEIDD? (G VS 0,V D), |D|‘13§_1V - F),
A = p4(9,|D|"2 VIF Y 6TV - F),
= e o
N S e e i e R
where P’ = % and the symbol 7 is given by (with S* as in (B.9))
(x.6) = —&0 () 1

(L+ all) (ot HFS= — p=H™5%) (1+ pt/*g[/2)

Using Cauchy-Schwarz inequality, standard commutator estimates and Remark
.10, we get that A;; and Ajs are controlled as in ([C.1)).

For A3, we remark that O(U) = Zj%%Op(T)VT is a first order
operator with skew symmetric principal symbol and that, as a consequence of the
pseudodifferential estimates of [B7, one has || O(U)+O(U)* |12 r2 < mM(U).
It follows that A3 is also bounded by the r.h.s. of ([C.1)).

For Aj4, one deduces from Cauchy-Schwarz inequality that

1
(T+ W /D7)

1 ~
o7 - PO Flis)

A < VS Flo(|[%6 — Op()]V - F|,

g

and Corollary (with k = 0 for the first term and k = 1 for the second one)
implies that |Aj4] < %mN(U)|}?|%, from which (C.J)) follows for for A4 and
therefore for A;.

- Control of Ay. Let us first rewrite Ay as (with F' = ((4) IVE])

‘ .

Az =p == (676 'V -F),[V*]- VG 'V F).

+

I

Using (R-2]) with u = G 'V - F and v = [V*], and using Remark yields,

with F' as above,
1 ~
[ Ag| < ;mN(U)IFlia

which implies ([C.1)).
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C.2 Proof of (5.15)
As for (.14), we just consider the case t = 0 (i.e. J* =1d ). We first write

1 1
(;G’T Vi) V() = —(;KJF'WP(Q),GWQ))

1
_;([[Ki]} V(6776 %) G ¥(a))
= Bl +BQ

For By, we use the fact that G = 76 T o J[¢(]™! (see Remark R29) to get

By = — (v vJlg, 6%9),

I
with g = J[¢(] ™ 4(4). Since J[(] = pTId — p~Z-(G )71 T, we deduce that
Jr — —
p pH ~
B _ = +. + = +.
1= (V.6 Tg) - =g (VT VE.679).

with § = (6 ~)~'G Tg. It follows therefore from (.27), Lemma and Propo-
sition P.§ that |B;| < m™(U). For By, we just write

1
By = ;([[Kiﬂ -Vg', G g")

with g = (6 7)"'G¥(a). Using (R:258) again, we also get |By| < m¥(U), and
the proof of (p.1) is complete.
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