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Impact of JPEG2000 compression in correlation
algorithms. Is subsampling a better compression

strategy?

G. Blanchet � A. Buadesy B. Coll z J.M. Morelx

B. Rougé {

Abstract

1 Introduction

The main motivation of this paper is to analyze the impact of jpeg compression
quantitatively. That is, how does compression a�ects the ability of measuring
and comparing features in the image? A majority of processing and analyzing
image techniques are based in comparing di�erent pixel values, selected feature
or entire patches in the image. These comparisons are even more important
when dealing with image sequences or stereo pairs. When estimating motion or
depth, the comparison of characteristic features or entirepatches are of major
importance.

However, most studies interested in the evaluation of jpeg compression al-
gorithms consider the visual quality of the compressed image as the unique
criterium. Visual quality is very di�cult to measure and rem ains a subjective
evaluation. For example, in [5, 6, 7] the authors study the rate of compression
acceptable for di�erent medical imaging techniques. Their conclusion is that a
compression of a factor 10 yields a good visual quality but superior rates of com-
pression quickly degrades the image. Other studies like [9,10] concentrate on
technical aspects of the codi�cation and transmission evaluating the simplicity,
the completeness or transmission speed of di�erent jpeg algorithms.

In remote sensing a similar study to the one performed in medical imaging
was performed in [12] dealing with stereo pairs. The conclusion was the same
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that for medical images asserting that a compression factorof ten was opti-
mal. In [11] the authors include the perceived depth, perceived sharpness and
perceived eye-strain in the study. This work includes studies on symmetric or
asymmetric compression.

The rest of evaluation or comparison papers on jpeg compression refer to
speci�c applications as the classi�cation in satellite imaging [14, 8]. These ap-
proaches rely on complex classi�cation algorithms which are not able to generally
quantify the impact of compression in images.

We will maintain our interest in satellite imaging and the st ereo correspon-
dence problem. First, because resolution in satellite imaging is very large com-
pared to most image techniques. Thus, compression is an avoidable step prior to
transmission to ground. Second, stereo correspondence is still a central problem
problem in satellite imaging and its objective is to locate similar features or
entire patches in each image of the pair. For this reason, we will concentrate on
correlation algorithms for recovering the disparity map between a stereo pair.
Even if we focus in a particular application, correlation algorithms consist in
�nding for each image patch of a reference image the most similar in a second
image. This is the basic step in many video processing techniques as �lter-
ing, motion estimation or tracking. Recently, the comparison of image patches
have become a widely used processing technique for still image applications like
denoising, texture synthesis, superresolution, etc.

The jpeg2000 compression algorithm as the classical jpeg algorithm have two
main drawbacks, they are not translation invariant and do not modify image
noise in a coherent manner [2, 4]. For this reason, we shall compare the jpeg
compression algorithm with a linear convolution plus subsampling strategy. We
will show that the clear lose in high frequency information due to the linear
�ltering is compensated by the non presence of artifacts, the translation invari-
ance and the noise reduction. Thus, a superior accuracy in disparity estimation
is obtained by the subsampling strategy.

2 Impact of jpeg compression in the computation
of a disparity map

The evaluation of the attained accuracy when applying a correlation algorithm
between a stereo pair needs a perfect and perfectly registered ground truth
disparity image. In most cases, this ground truth is not available or its precision
is not high enough to permit the type of tests we want to carry out in this paper.
In addition, the disparity computation itself is a di�cult p roblem not solved
yet. Any stereo computation algorithm has its drawbacks and may not work
in all cases. For classical correlation algorithms do not manage occlusions and
su�er of the so called adhesion artifacts, namely, the fact that image patches
contain features of di�erent depths (see [3] for more details and mathematical
discussion). In order to keep a simple algorithm and be able to evaluate the
accuracy, we decided to directly translate one reference image in the horizontal
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direction and thus the epipolar line. In such a way, we eliminate the drawbacks
of stereo algorithms and we can concentrate in the ability of�nding the same
patches.

The overall chain takes a reference image and applies a pixelor subpixel
translation to the whole image. Both images are compressed to a �xed rate
and white noise of �xed standard deviation is added. For eachpixel of the
reference image, a squared neighborhood window around is taken and looked
for the closest one in the second image in the same horizontalline and close
to the original position. The distances between the window in the �rst image
and windows centered at pixel positions in the second image are interpolated in
order to get a subpixelian estimate for the disparity (see [3] for more details).

The �rst experience testing the impact of compression in accuracy of dispar-
ity estimation is carried out on a full database of texture images (see �gure 1).
These texture images have size 256x256 pixels and are coded in 8 bits. Each im-
age of this data set is translated of an integer factor,3, and a non integer factor,
3:7 and compressed to a �xed rate by using the compression software Kakadu
[1]. This software allows to �x the exact average bit rate of the compressed
image. Table 1 displays the average errors in the disparity map over the whole
image set for di�erent rates of compression and signal to noise ratios. Several
important observations can be easily derived from this table. First, the error
committed is quite similar when an integer or non integer translation is applied.
Second, as expected, the error increases when the number of bits per pixel de-
creases or the noise standard deviation increases. In the most advantageous
case of nearly no compression (4 bits per pixel) and a noise standard deviation
of 1 the mean error committed by jpeg2000 compression is0:03 pixels, that we
get a high accuracy result. However, by increasing the ratioof compression to
1 bit per pixel and adding a white noise of standard deviation2, which are still
highly reasonable, the error is increased to0:2 pixels. That is, the accuracy of
the computed disparity is quickly degraded.

One explanation to this fast degradation on the jpeg accuracy could be the
fact that images in the database are highly textured and thusvery di�cult to
compress. For this reason, we also applied the same process to two real satellite
images of di�erent resolutions, �gures 2 and 3. For these images, the same
fast degradation is observed and errors are similar or slightly worse than for
the database experience (see tables 2 and 4). More detailed discussion on this
experiences is left for the last section.

3 Subsampling as a compression algorithm

The proposed strategy follows from several observations about compression and
disparity computation. First, zones of images with a constant depth or altitude
are related from one to the other image of the pair by a translation. As, we
want to identify the corresponding points in both images we would like our
compression algorithm to be translation invariant. Second, it is clear that any
lossy compression algorithm will �lter in some way the noise. We would like
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to control the manner how noise is transformed by the compression algorithm.
That is, we still prefer a white noise than a correlated noiseor its transformation
into artifacts.

From the above discussion, we shall conclude that the only compression al-
gorithm that satis�es above conditions is the linear �lteri ng by convolution with
a Gaussian kernel. We can argue that Gaussian convolution isa compression
algorithm since it reduces the spectral information of the image. Furthermore,
this spectral reduction allows for a spatial subsampling, with a subsampling
factor depending on the kernel standard deviation and limited by aliasing.

In this paper, we shall test subsampling factors of two and three, with corre-
sponding gaussian standard deviations of1:2 and 1:8. This subsampling reduces
the amount of pixels in the image by a factor 4 or 9, leading to acompression
rate of 2 and 0.88 bits respectively. Subsampled images can still be compressed
by any standard lossless image compression algorithm. State of the art lossless
algorithms achieve a compression factor of more than two [13]. Thus, the �nal
compression rate of a two and three subsampling respectively are 1 and 0:44
bits per pixel. Quanti�ed wavelet coe�cients are already co ded in a lossless
manner, and therefore cannot be still compressed by a lossless algorithm.

Subsampled pairs are zoomed by zero padding before computing the dispar-
ity map. The objective is to obtain a disparity map with the sa me resolution
than the one obtained by compression. Even if we could think that the lose of
high frequency information of the zoomed image would a�ect much more the
quality of the estimated depth than the compression, it must be noted that
the zoomed image is artifact free and contains much less noise than the high
resolution image.

4 Discussion

In this section we proceed with the evaluation and comparison of the jpeg and
subsampling strategies. We will evaluate the degradation of processed pairs
for di�erent ratios of compression and noise standard deviation with images of
�gures 1, 2 and 3. Figure 1 contain the set of textures we used in previous section
to evaluate the jpeg2000 compression algorithms. Image in �gure 2 is an aerial
urbain image of resolution 50cm. The satellite image of �gure 3 contains more
�at zones and even saturated shadow zones that makes it more compressible
for a JPEG algorithm. The image contains many shadows where there's no
information to match, we have removed these dark zones when computing the
error of the disparity map (the mask showing the eliminated zones is displayed
in Figure 3).

Tables 1, 2 and 4 compare the accuracy on the disparity when compression
or subsampling are applied in the di�erent pairs. The tables display the error
between the computed disparity and the ground truth constant displacement,
measured in pixels. From all tables, we observe that for boththe compression
and subsampling strategies the error increases when the number of bits per pixel
decreases or the noise standard deviation increases. We also observe that with
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Figure 1: Texture images data set.

the same ratio of compression the error obtained by the proposed strategy is
lower than for the JPEG compression algorithm. The error committed for the
proposed algorithm with a subsampling of factor 2 (1 bit per pixel) is similar
to the one obtained with JPEG compression with 3 bits per pixel. The error
committed for the proposed algorithm with a subsampling of factor 3 (0.44 bits
per pixel) is similar to the one obtained with JPEG compression with 2 bits per
pixel.

The reader may argue that the processed pair with the subsampling strategy
has been previously convolved and therefore the zoomed pairused as input
for the correlation algorithm is less noisy. This is absolutely correct and for
this reason we repeated the experiences by applying a convolution of standard
deviation 1:2 (the same used for the subsampling of factor 2) to the JPEG
compressed images before applying the correlation algorithm. These values are
illustrated in the same tables 1, 2 and 4 . The accuracy valuesobtained with the
convolution are similar to the original errors and accuracyis not improved. The
convolution is not able to remove the created artifacts or recover the original
patterns. Some of the textures (even in the satellite images) actually behave
like a white noise and wavelet coe�cients quanti�ed to zero enhance neighboring
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4 b/p 2 b/p 1.5 b/p 1 b/p 0.5 b/p ss2 (1 b/p) ss3 (0.44 b/p)
� = 1 0.037 0.082 0.131 0.231 0.493 0.067 0.083
� = 2 0.067 0.111 0.158 0.256 0.511 0.096 0.126
� = 4 0.169 0.212 0.240 0.336 0.570 0.169 0.215

4 b/p 2 b/p 1.5 b/p 1 b/p 0.5 b/p ss2 (1 b/p) ss3 (0.44 b/p)
� = 1 0.035 0.071 0.102 0.160 0.331 0.053 0.123
� = 2 0.066 0.101 0.129 0.189 0.358 0.083 0.153
� = 4 0.177 0.209 0.227 0.288 0.448 0.159 0.234

4 b/p 2 b/p 1.5 b/p 1 b/p 0.5 b/p ss2 (1 b/p) ss3 (0.44 b/p)
� = 1 0.055 0.106 0.137 0.225 0.422 0.053 0.123
� = 2 0.085 0.133 0.165 0.249 0.445 0.083 0.153
� = 4 0.160 0.211 0.236 0.318 0.504 0.159 0.234

Table 1: Mean average error in pixels on the image data set of �gure 1. The rate
columns indicate the number of bits per pixel chosen in the JPEG compressor.
For the two last columns we show the mean error obtained with the proposed
strategy, denoted by ss2 and ss3, which means subsampling oforder two and
three, respectively. The �rst table displays the mean error for an integer trans-
lation and the second one for a non-integer translation. Theresults are quite
similar. In the last table, we applied a gaussian convolution to the compressed
JPEG images before applying the correlation algorithm (seethe text for more
details).

wavelet coe�cients which are not canceled leading to the well known wavelet
outliers (see [2] for an analysis of artifacts when wavelet thresholding is applied
to pure noise images).

Because of the superior accuracy obtained with the subsampling algorithm
compare to the jpeg 2000, we decide to carry out the same comparison with the
classical DCT jpeg algorithm. The process was exactly the same except for the
compression step where a classical jpeg compression algorithm was used. The
accuracy for those experiences is displayed in tables 5 and 3and are slightly
worse to the ones obtained with the jpeg2000 algorithm.
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