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Abstract—Open channel flow is traditionally described by hyperbolic conservation laws (the Saint-Venant equations), that can be controlled using boundary conditions. For horizontal frictionless channels, a classical approach consists in using the characteristic form to diagonalize the equations, using so-called Riemann invariants. This elegant approach is much more difficult to apply when friction and slope are not zero, i.e. in the vast majority of cases. On the other hand, a Laplace based method enables to diagonalize the system with nonzero slope and friction, but in the frequency domain. This paper enlightens a link between both methods, showing that the frequency domain method can be considered as an extension of the Riemann invariants form for channels with non zero slope and friction. As an application, we derive explicit expressions for the boundary controls solving the motion planning problem.

I. INTRODUCTION

A. Motivation

This work is motivated by the problem of controlling an open channel represented by Saint-Venant equations. These hyperbolic partial differential equations describe the dynamics of open channel hydraulic systems, e.g. rivers, irrigation or drainage canals, sewers, etc., assuming one dimensional flow.

The distributed feature of these systems is usually taken into account by using a Riemann invariants approach [2], which uses an adequate change of variables to diagonalize the system. However, this solution is only valid for a specific case, corresponding to rectangular horizontal frictionless channels around a uniform flow regime. This main limitation of the Riemann invariants method leads to consider an alternative method based on frequency domain approach [5], [4], [6]. Such a method is very close to the one classically used by control engineers: the nonlinear PDE is first linearized around a stationary regime, then the Laplace transform is used to consider the linearized PDE in the frequency domain, and classical frequency domain tools are used to design controllers, in a very similar way as when the system is represented by finite dimensional transfer functions.

An interesting feature of this approach is that it naturally takes into account the effect of slope and friction on the hyperbolic equation, while this is not easily done with Riemann invariants [8]. Indeed, the characteristic form leads to Riemann invariants only when the channel is horizontal and there is no friction. In that case, the characteristic form leads to diagonalize the system.

On the other hand, the frequency domain approach also enables to diagonalize the system with nonzero slope and friction, but in the frequency domain.

We investigate in this article the link between both approaches and provide closed-form expressions for a dynamic change of variable that extends the Riemann invariants approach to the case where the open channel has nonzero slope and friction.

As an application, we derive expressions for the boundary controls solving the motion planning problem, which has been considered in other applications [7]. We also extend the stability condition for feedback control obtained using Riemann invariants methods to the case of channels with slope and friction.

B. Control Problem

The linearized Saint-Venant equations express mass and momentum conservation in an open channel around a steady flow defined by a discharge \( Q_0 \) and a water depth \( Y_0 \).

The linearized equations are given by:

\[
\frac{\partial \xi}{\partial t} + A \frac{\partial \xi}{\partial x} + B \xi = 0
\]

where \( \xi(x,t) = (a(x,t), q(x,t))^T : [0,L] \times [0, +\infty) \rightarrow \Omega \subset \mathbb{R}^2 \) is the state of the system and \( A = \begin{pmatrix} 0 & 1 \\ \alpha \beta & \alpha - \beta \end{pmatrix} \), \( B = \begin{pmatrix} 0 \\ -\gamma \end{pmatrix} \).

The parameters are given by: \( \alpha = C_0 + V_0 \), \( \beta = C_0 - V_0 \), \( \gamma = g(1 + \kappa)S_b \), \( \delta = \frac{2aL\gamma}{V_0} \), \( \kappa = \frac{3}{2} - 4\frac{a}{3}\frac{V_0}{P_0} \), where \( V_0 \) is the mean velocity, \( C_0 \) the celerity, \( F_0 = V_0/C_0 \) is the Froude number (\( F_0 < 1 \)), \( S_b \) the bottom slope, \( \kappa \) a coefficient linked to the geometry of the channel, \( T_0 \) the top width.

We consider the solutions of the Cauchy problem for the system (1) over \([0, +\infty) \times [0, L] \) under an initial condition \( \xi(0, x) = \xi_0(x) \), \( x \in [0, L] \) and two boundary conditions of the form \( q(t, 0) = q_0(t) \) and \( q(t, L) = q_L(t) \), \( t \in [0, +\infty) \).

II. HORIZONTAL FRICTIONLESS CASE

We deal in this section with the special case where \( \delta = \gamma = 0 \), corresponding to horizontal frictionless open channel flow.

A. Characteristic Form

Let us introduce the following change of variable, which corresponds to the characteristic form of the linearized
equations:
\[
\begin{align*}
\chi_1(x, t) &= q(x, t) + \beta T_0 y(x, t) \quad (2a) \\
\chi_2(x, t) &= q(x, t) - \alpha T_0 y(x, t) \quad (2b)
\end{align*}
\]

Using a matrix notation, and the fact that \( \xi = (T_0 y, q)^T \), we therefore have:
\[
\chi(x, t) = X \xi(x, t)
\]
with \( X = \begin{pmatrix} \beta & 1 \\ -\alpha & 1 \end{pmatrix} \).

This change of variable enables us to diagonalize matrix \( A \) as follows:
\[
A = X^{-1} D X
\]
with
\[
D = \begin{pmatrix} \alpha & 0 \\ 0 & -\beta \end{pmatrix}.
\]

The equation (1) can then be rewritten as:
\[
\frac{\partial \chi}{\partial t} + D \frac{\partial \chi}{\partial x} = 0 \quad (3)
\]

This change of variable corresponds to the characteristic form of the equations. Indeed, the new variable \( \chi(x, t) \) verifies:
\[
\begin{align*}
\frac{d\chi_1}{dt}(x_1(t), t) &= 0 \quad \text{along} \quad \frac{dx_1}{dt}(t) = \alpha \quad (4a) \\
\frac{d\chi_2}{dt}(x_2(t), t) &= 0 \quad \text{along} \quad \frac{dx_2}{dt}(t) = -\beta \quad (4b)
\end{align*}
\]

The variables \( \chi_1(x, t) \) and \( \chi_2(x, t) \) are constant along the characteristic lines defined by Eqs. (4a) and (4b). They are called Riemann invariants of the system (1).

Let us now use the Laplace transform to compute the transfer matrix of the system.

**B. Frequency Domain Approach**

We denote in the following \( \mathcal{L}(f) = \hat{f}(s) \) the Laplace transform of a function \( f(t) \). To derive the transfer matrix, we apply Laplace transform on Eq. (3), which leads to:
\[
\frac{\partial \hat{\chi}(x, s)}{\partial x} = -s D^{-1} \hat{\chi}(x, s) + D^{-1} \chi_0(x) \quad (5)
\]
where \( \chi_0(x) = X \xi_0(x) \) is the initial condition expressed in the characteristic variables.

The general solution of this ordinary differential equation in \( x \) is then given by:
\[
\hat{\chi}(x, s) = \Phi(x, s) \hat{\chi}(0, s) + \Phi(x, s) \int_0^x \Phi(v, s) D^{-1} \chi_0(v) dv
\]
with \( \Phi(x, s) = e^{-sD^{-1}x} = \begin{pmatrix} e^{-\frac{x}{\alpha}} & 0 \\ 0 & e^{\frac{x}{\beta}} \end{pmatrix} \).

The components of the solution can thus be expressed as:
\[
\begin{align*}
\hat{\chi}_1(x, s) &= e^{-\frac{x}{\alpha}} \hat{\chi}_1(0, s) + \hat{\chi}_{10}(x, s) \quad (7a) \\
\hat{\chi}_2(x, s) &= e^{\frac{x}{\beta}} \hat{\chi}_2(L, s) + \hat{\chi}_{20}(x, s) \quad (7b)
\end{align*}
\]
with
\[
\begin{align*}
\hat{\chi}_{10}(x, s) &= \frac{1}{\alpha} \int_0^x e^{-s\frac{\alpha}{x}} \chi_1(0, v) dv \quad (8a) \\
\hat{\chi}_{20}(x, s) &= \frac{1}{\beta} \int_x^L e^{s\frac{\beta}{x}} \chi_2(0, v) dv \quad (8b)
\end{align*}
\]

Let us now define \( \tau_1 \) and \( \tau_2 \), the delays for downstream and upstream propagation, respectively:
\[
\tau_1 = \frac{L}{\alpha} = \frac{L}{C_0 + V_0} \quad (9a) \\
\tau_2 = \frac{L}{\beta} = \frac{L}{C_0 - V_0} \quad (9b)
\]

Using Eqs. (7), we can now express the input-output transfer matrix in terms of the characteristics variables at the boundaries:
\[
\begin{pmatrix} \hat{\chi}_1(L, s) \\ \hat{\chi}_2(L, s) \end{pmatrix} = G_P(s) \begin{pmatrix} \hat{\chi}_1(0, s) \\ \hat{\chi}_2(0, s) \end{pmatrix} + \begin{pmatrix} \hat{\chi}_{10}(L, s) \\ \hat{\chi}_{20}(0, s) \end{pmatrix} \quad (10)
\]

We see that in the horizontal frictionless case, the transfer matrix is diagonal in the characteristics variables, and only contains delays. This is consistent with the physical interpretation of the characteristics: the variable \( \chi_1(x, t) \) can be expressed as a delayed function of its value at the upstream boundary \( x = 0 \), and the variable \( \chi_2(x, t) \) can be expressed as a delayed function of its value at the downstream boundary \( x = L \). The flow is the result of the interaction of these two traveling waves.

1) **Solution in the Time Domain:** The solution (6) can be expressed in the time domain using the changes of variables \( t_1 = \frac{x}{\alpha} \) for the first integral of (8) and \( t_2 = \frac{x}{\beta} \) for the second one. This yields:
\[
\begin{align*}
\hat{\chi}_{10}(x, s) &= \int_0^x e^{-t_1} \chi_1(0, x - \alpha t_1) dt_1 \quad (11a) \\
\hat{\chi}_{20}(x, s) &= \int_{x - \beta t}^L e^{-t_2} \chi_2(x + \beta t_2) dt_2 \quad (11b)
\end{align*}
\]

We now observe that \( \hat{\chi}_{10}(x, s) \) and \( \hat{\chi}_{20}(x, s) \) are the Laplace transform of \( \chi_1(x, t) \) and \( \chi_2(x, t) \) on a truncated time interval, \([0, \frac{x}{\alpha}] \) for \( \chi_1(x, t) \) and \([0, \frac{x - \beta t}{\beta}] \) for \( \chi_2(x, t) \). This is related to the fact that the initial condition has an influence in a given sector of the \((x, t)\) plane. Since we also know that the inverse Laplace transform of \( e^{-\tau_1 s} u(s) \) is the delayed function \( u(t - \tau) \), we obtain the following expressions in the time domain:
\[
\begin{align*}
\chi_1(x, t) &= \begin{cases} 
\chi_1(0, x - t) & \text{if} \ x \geq t \\
\chi_1(0, t - \frac{x}{\alpha}) & \text{if} \ t < x
\end{cases} \quad (12a) \\
\chi_2(x, t) &= \begin{cases} 
\chi_2(x + \beta t) & \text{if} \ L - x \geq \beta t \\
\chi_2(L, t - \frac{L - x}{\beta}) & \text{if} \ L - x < \beta t
\end{cases} \quad (12b)
\end{align*}
\]

We recover the classical solution obtained using the characteristics form. This result enables to show the link between the time domain and the frequency domain approaches.
III. NON ZERO SLOPE AND FRICTION

Nonzero slope and friction modify the characteristics equations: they induce a coupling which appears as a source term in the characteristics equations. But, as we will show below, it is still possible to eliminate this coupling by using a dynamic change of variable, which can easily be obtained in the Laplace domain.

Using the characteristics change of variable leads to:
\[ \frac{\partial \chi}{\partial t} + D \frac{\partial \chi}{\partial x} + E \chi = 0 \] (13)

where \( \chi(x,t) = X \xi(x,t) \) with \( \xi(x,t) = (T_0 y(x,t), q(x,t))^T \), \( X = \begin{pmatrix} \beta & 1 \\ -\alpha & 1 \end{pmatrix} \), \( D = \begin{pmatrix} \alpha & 0 \\ 0 & -\beta \end{pmatrix} \), and \( E = X B X^{-1} \), with \( B = \begin{pmatrix} 0 & -\gamma \\ -\delta & 0 \end{pmatrix} \).

In the horizontal frictionless case, the characteristics system was diagonal because matrix \( B \) was zero. In the uniform flow case with nonzero slope and friction, matrix \( B \) is non zero, and matrix \( E \) in Eq. (13) is non diagonal. Then, the solution in the time domain cannot be obtained as easily with the characteristics variables as in the horizontal frictionless case.

Still, the system can be diagonalized in the Laplace domain, as will be shown below. We now return back to the original system (1).

A. Derivation of the Transfer Matrix

We apply Laplace transform to the linear partial differential equations (1), using the classical relation \( \frac{df}{dt} = \mathcal{F}(s) - f(0) \), which yields:
\[ \frac{\partial \hat{\xi}(x,s)}{\partial x} = \mathcal{A}(s) \hat{\xi}(x,s) + \mathcal{B} \xi(x,0) \] (14)

with
\[ \mathcal{A}(s) = \frac{1}{\alpha \beta} \begin{pmatrix} (\alpha - \beta) s + \gamma - s - \delta & -\alpha \beta s \\ -\beta \alpha s & \alpha - \beta s \end{pmatrix} \]
\[ \mathcal{B} = \frac{1}{\alpha \beta} \begin{pmatrix} (\beta - \alpha) & 1 \\ \beta \alpha & 0 \end{pmatrix} \).

Let us diagonalize matrix \( \mathcal{A}(s) \):
\[ \mathcal{A}(s) = \mathcal{X}(s)^{-1} D(s) \mathcal{X}(s) \] (15)

with \( \mathcal{X}(s) = \begin{pmatrix} \lambda_2(s) & 1 \\ \lambda_1(s) & 1 \end{pmatrix} \), \( D(s) = \begin{pmatrix} \lambda_1(s) & 0 \\ 0 & \lambda_2(s) \end{pmatrix} \),
\[ \mathcal{X}(s)^{-1} = \begin{pmatrix} \lambda_1(s) \lambda_2(s) & 1 \\ \frac{1}{\lambda_1(s)} - \lambda_2(s) & -\frac{1}{\lambda_1(s)} \end{pmatrix} \), and where \( \lambda_1(s) \) and \( \lambda_2(s) \) are the eigenvalues of \( \mathcal{A}(s) \), given by:
\[ \lambda_1(s) = \frac{(\alpha - \beta) s + \gamma - \sqrt{d(s)}}{2\alpha \beta} \] (16)
\[ \lambda_2(s) = \frac{(\alpha - \beta) s + \gamma + \sqrt{d(s)}}{2\alpha \beta} \] (17)

with \( d(s) = (\alpha + \beta)^2 s^2 + 2[(\alpha - \beta) \gamma + 2\alpha \beta] s + \gamma^2 \).

In the following, we will factorize \( d(s) \) as follows: \( d(s) = (\alpha + \beta)^2 (s+b)^2 - a^2 \), with \( a^2 = \frac{4 \alpha \beta (\alpha \beta - \alpha \gamma - \beta \gamma)}{(\alpha + \beta)^2} \) and \( b = \frac{(\alpha - \beta) \gamma + 2 \alpha \beta}{(\alpha + \beta)^2} \).

For subcritical flow, it is easy to prove that \( 0 < a < b \).

B. Distributed Transfer Matrix

Once matrix \( \mathcal{A}(s) \) is diagonalized, the distributed transfer matrix relating the water depth \( \hat{y}(x,s) \) and the discharge \( \hat{q}(x,s) \) at any point \( x \) in the canal pool to the upstream and downstream discharges is obtained as:
\[ \begin{pmatrix} \hat{y}(x,s) \\ \hat{q}(x,s) \end{pmatrix} = G(x,s) \begin{pmatrix} \hat{y}(0,s) \\ \hat{q}(L,s) \end{pmatrix} \] (18)

with
\[ g_{11}(x,s) = \frac{\lambda_2(s) e^{\lambda_2(s)L} - \lambda_1(s) e^{\lambda_1(s)L}}{T_0 s(e^{\lambda_2(s)L} - e^{\lambda_1(s)L})} \] (19a)
\[ g_{12}(x,s) = \frac{\lambda_1(s) e^{\lambda_1(s)L} - \lambda_2(s) e^{\lambda_2(s)L}}{T_0 s(e^{\lambda_2(s)L} - e^{\lambda_1(s)L})} \] (19b)
\[ g_{21}(x,s) = \frac{e^{\lambda_1(s)L} e^{\lambda_2(s)L} - e^{\lambda_2(s)L} e^{\lambda_1(s)L}}{T_0 s(e^{\lambda_2(s)L} - e^{\lambda_1(s)L})} \] (19c)
\[ g_{22}(x,s) = \frac{e^{\lambda_1(s)L} e^{\lambda_2(s)L}}{e^{\lambda_2(s)L} - e^{\lambda_1(s)L}} \] (19d)

C. Link with the Characteristics Form

We observe that in the case where \( \gamma = \delta = 0 \), corresponding to a frictionless horizontal channel, we have \( \sum \lambda_j = \beta \) and \( \sum \frac{1}{\lambda_j} = -\alpha \). Therefore, we have \( \mathcal{X}(s) = X \), where \( X \) is the matrix used to convert the equations into the characteristics form.

The change of variable \( \xi(x,s) = \mathcal{X}(s) \hat{\xi}(x,s) \) can therefore be considered as an extension of the change of variable \( \chi(x,t) = X \xi(x,t) \) leading to the characteristics form. Indeed, the two changes of variable enable to diagonalize the system of equations. However, the change of variable \( \hat{\xi}(x,s) = \mathcal{X}(s) \hat{\xi}(x,s) \) is a dynamic one, since \( \mathcal{X}(s) \) depends on the Laplace variable \( s \).

The solutions in terms of the generalized characteristic variables is given by:
\[ \hat{\xi}_1(x,s) = e^{\lambda_1(s)x} \hat{\xi}_1(0,s) \] (20a)
\[ \hat{\xi}_2(x,s) = e^{-\lambda_2(s)(L-x)} \hat{\xi}_2(L,s) \] (20b)

We see here that the diagonal form can also be interpreted as traveling waves: one traveling downstream at “speed” \( \frac{x}{\lambda_1(s)} \), the other one traveling upstream at “speed” \( \frac{x}{\lambda_2(s)} \).

Moreover, it is possible to derive explicit expressions in the time domain for the characteristics variables.

1) Explicit Expressions for the Characteristics: The change of variable enables to diagonalize the system. Finally, the solution in terms of the new characteristics variables can be obtained directly in the frequency domain using Eqs. (20). These expressions can also be translated into the time domain. We introduce the filters \( \mathcal{F}(s) \) and \( \mathcal{H}(l,s) \) defined by:
\[ \mathcal{F}(s) = s + b - \sqrt{(s+b)^2 - a^2} \] (21)
\[ \mathcal{H}(l,s) = e^{l \mathcal{F}(s)} - 1 \] (22)
Using inverse Laplace transform tables \cite[pp. 1025-1027]{1}, one can check that:
\[
F(t) = ae^{-bt}\int_0^t I_1(at) \, dt
\]
with \( I_1(at) \) the modified Bessel function of order 1.

Using Eq. (21), we have:
\[
\lambda_1(s) = -r_1 - \frac{s}{\alpha} + \frac{\alpha + \beta}{2\alpha\beta} \hat{F}(s)
\]
\[
\lambda_2(s) = r_2 + \frac{s}{\beta} - \frac{\alpha + \beta}{2\alpha\beta} \hat{F}(s)
\]
with \( r_1 = \frac{\alpha\beta - \gamma}{\alpha(\alpha + \beta)} \) and \( r_2 = \frac{\beta\gamma + \delta}{\beta(\alpha + \beta)} \).

Therefore, we have:
\[
e^{-\lambda_1(s)x} = e^{-r_1 x} e^{-\frac{s}{\alpha} x} \left[ 1 + \tilde{H} \left( \frac{\alpha + \beta}{2\alpha\beta} (x, s) \right) \right]
\]
\[
e^{-\lambda_2(s)(L-x)} = e^{-r_2(L-x)} e^{-\frac{s}{\beta} x} \left[ 1 + \tilde{H} \left( \frac{\alpha + \beta}{2\alpha\beta} (L-x, s) \right) \right]
\]

Applying inverse Laplace transform to Eqs. (20) enables us to express the generalized characteristics as a function of their values at the boundary:
\[
\zeta_1(x,t) = e^{-r_1 x} \left[ \zeta_1 \left( 0, t - \frac{x}{\alpha} \right) + \int_0^t H \left( \frac{\alpha + \beta}{2\alpha\beta} (x, t - \tau) \right) \zeta_1 \left( 0, \tau - \frac{x}{\alpha} \right) d\tau \right]
\]
\[
\zeta_2(x,t) = e^{-r_2(L-x)} \left[ \zeta_2 \left( L, t - \frac{L-x}{\beta} \right) + \int_0^t H \left( \frac{\alpha + \beta}{2\alpha\beta} (L-x, t - \tau) \right) \zeta_2 \left( L, \tau - \frac{L-x}{\beta} \right) d\tau \right]
\]

The expressions (26) generalize the ones already obtained in the horizontal frictionless case. The variable \( \zeta_1(x,t) \) is obtained as the sum of its delayed value at \( x = 0 \) plus its delayed convolution with an infinite dimensional kernel \( H(l,t) \), multiplied by a damping coefficient \( e^{-r_1 x} \).

2) Explicit Expressions in the Time Domain: We now use the expressions of the complex eigenvalues \( \lambda_1(s) \) and \( \lambda_2(s) \) to obtain the explicit expression of the generalized characteristics for the uniform flow case. The generalized characteristics variables are given by:
\[
\hat{\zeta}_1(x,s) = \hat{q}(x,s) + \frac{T_0 s}{\lambda_1(s)} \hat{y}(x,s)
\]
\[
\hat{\zeta}_2(x,s) = \hat{q}(x,s) + \frac{T_0 s}{\lambda_2(s)} \hat{y}(x,s)
\]

Using Eqs. (25), expanding \( s/\lambda_1(s) \) and \( s/\lambda_2(s) \) and rearranging, we get:
\[
\frac{s}{\lambda_2(s)} = \beta - \frac{\beta^2 r_2}{s + \delta} - \frac{(\alpha + \beta)}{2(s + \delta)} \hat{F}(s)
\]
\[
\frac{s}{\lambda_1(s)} = -\alpha + \frac{\alpha^2 r_1}{s + \delta} + \frac{(\alpha + \beta)}{2(s + \delta)} \hat{F}(s)
\]

We now use the inverse Laplace transform to express the generalized characteristics \( \zeta(x,t) \) as follows:
\[
\zeta_1(x,t) = \chi_1(x,t) - \beta^2 r_2 T_0 \hat{y}(x,t)
\]
\[
- \frac{T_0 (\alpha + \beta)}{2} \int_0^t F(t - \tau) \hat{y}(x,\tau) d\tau
\]
\[
\zeta_2(x,t) = \chi_2(x,t) + \alpha^2 r_1 T_0 \hat{y}(x,t)
\]
\[
+ \frac{T_0 (\alpha + \beta)}{2} \int_0^t F(t - \tau) \hat{y}(x,\tau) d\tau
\]

where \( \chi_1(x,t) = q(x,t) + \beta T_0 \hat{y}(x,t) \) and \( \chi_2(x,t) = q(x,t) - \alpha T_0 \hat{y}(x,t) \) are the Riemann invariants for the solution in the horizontal frictionless case (see Eqs. (2)), \( \hat{y}(x,t) \) is defined by:
\[
\hat{y}(t) = \int_0^t e^{-\delta(t-\tau)} y(x,\tau) d\tau,
\]
and \( F(t) \) is the convolution kernel given by Eq. (23).

We therefore observe that even if the characteristics approach fails to diagonalize the system with a static change of variable, it is still possible to diagonalize the system, with a dynamic change of variable. This dynamic change of variable can be considered as the extension of the change of variable that leads to the Riemann invariants for the horizontal frictionless channel case.

The change of variable includes a first order filter of the water level, and a more complex infinite dimensional filter with convolution kernel \( F(t) \).

We therefore obtained a dynamic change of variable which is the extension of the characteristic form in the horizontal frictionless case. This change of variable includes a first order filter, and an infinite dimensional filter, which are both linked to the nonzero values of parameters \( \gamma \) and \( \delta \). When \( \gamma = \delta = 0 \), we recover the horizontal frictionless case, and the variables \( \zeta(x,t) \) coincide with the characteristics variables \( \chi(x,t) \).

3) Inverse Transform: The inverse transform can also be expressed in the time domain as follows. Using the inverse transformation \( \hat{\xi}(x,s) = \chi(s)^{-1} \hat{\zeta}(x,s) \), we have:
\[
\hat{y}(x,s) = \frac{\lambda_1(s) \lambda_2(s)}{T_0 s (\lambda_1(s) - \lambda_2(s))} (\hat{\zeta}_1(x,s) - \hat{\zeta}_2(x,s))
\]
\[
\hat{q}(x,s) = \frac{1}{\lambda_1(s) - \lambda_2(s)} (\lambda_1(s) \hat{\zeta}_2(x,s) - \lambda_2(s) \hat{\zeta}_1(x,s))
\]

Standard manipulations lead to
\[
\hat{y}(x,s) = \frac{1}{T_0 (\alpha + \beta)} \Delta \hat{\zeta}(x,s)
\]
\[
+ \frac{1}{T_0 (\alpha + \beta)} \left[ \frac{\hat{F}(s) + c_y}{\sqrt{(s + b)^2 - a^2}} \right] \Delta \hat{\zeta}(x,s)
\]
\[
\hat{q}(x,s) = \frac{1}{\alpha + \beta} (\alpha \hat{\zeta}_1(x,s) + \beta \hat{\zeta}_2(x,s))
\]
\[
+ \frac{\alpha - \beta}{2(\alpha + \beta)} \left[ \frac{\hat{F}(s) + c_y}{\sqrt{(s + b)^2 - a^2}} \right] \Delta \hat{\zeta}(x,s)
\]
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with
\[ c_y = \frac{(\alpha^2 + \beta^2)\delta - (\alpha - \beta)\gamma}{(\alpha + \beta)^2} \]
\[ c_q = \frac{2\alpha\beta}{(\alpha + \beta)^2 (2\gamma - (\alpha - \beta)\delta)}. \]
and \( \Delta \hat{\zeta}(x, s) = (\hat{\zeta}_1(x, s) - \hat{\zeta}_2(x, s)) \).

Using inverse Laplace transform tables [1], we find:
\[ L^{-1}\left\{ \frac{\hat{F}(s)}{\sqrt{(s + b)^2 - a^2}} \right\} = ae^{-bt}I_1(at) \]
and
\[ L^{-1}\left\{ \frac{1}{\sqrt{(s + b)^2 - a^2}} \right\} = e^{-bt}I_0(at) \]
with \( I_0(t) \) and \( I_1(t) \) the modified Bessel functions of order 0 and 1, respectively.

Therefore, the inverse transformation from \((\zeta_1(x, t), \zeta_2(x, t))\) to \((y(x, t), q(x, t))\) can be expressed as:
\[
y(x, t) = \frac{1}{T_0(\alpha + \beta)} \Delta \zeta(x, t)
+ \frac{a}{T_0(\alpha + \beta)} \int_0^T e^{-b(t-\tau)}I_1(a(t - \tau))\Delta \zeta(x, \tau)d\tau
+ \frac{c_y}{T_0(\alpha + \beta)} \int_0^T e^{-b(t-\tau)}I_0(a(t - \tau))\Delta \zeta(x, \tau)d\tau
\]
\[
q(x, t) = \frac{1}{\alpha + \beta} [a\zeta_1(x, t) + \beta \zeta_2(x, t)]
+ \frac{a(\alpha - \beta)}{2(\alpha + \beta)} \int_0^T e^{-b(t-\tau)}I_1(a(t - \tau))\Delta \zeta(x, \tau)d\tau
+ \frac{c_y(\alpha - \beta)}{2(\alpha + \beta)} \int_0^T e^{-b(t-\tau)}I_0(a(t - \tau))\Delta \zeta(x, \tau)d\tau.
\]  
(31a)

with \( \Delta \zeta(x, t) = [\zeta_1(x, t) - \zeta_2(x, t)] \).

This enables us to compute the physical variables \( y(x, t) \) and \( q(x, t) \) as functions of the characteristics variables \( \zeta_1(x, t) \) and \( \zeta_2(x, t) \).

Together, the formulas (29), (26) and (31) provide an explicit solution to the linearized Saint-Venant equations around a uniform flow regime. Indeed, assuming zero initial conditions (but nonzero initial conditions could also easily be introduced), one may first use (29) to transform the system into the generalized characteristic variables \((\zeta_1(x, t), \zeta_2(x, t))\). One can then compute the solution given the boundary conditions, using Eqs. (26), and finally, go back to the physical variables \( y(x, t) \) and \( q(x, t) \) using (31).

\section*{IV. Motion Planning}

In this section, we design a boundary controller that enables us to reach any pre-specified state \( \zeta(x, T_r) \) at a given time instant \( T_r \). This is closely related to the exact controllability problem. In the horizontal frictionless case, one may show that this is possible if \( T_r \) is greater than or equal to \( t_2 \). We extend here this exact controllability result to the case of uniform open channel flow with nonzero slope and friction.

\section*{A. Explicit Expressions for the Boundary Controls}

Using Eqs. (26), we can express the desired final state \( \zeta_{T_r}(x) \) as a function of the boundary controls as follows:
\[
\zeta_{1T_r}(x) = e^{-r_1x} \left[ \zeta_1 \left( 0, T_r - \frac{x}{\alpha} \right) \right]
+ \int_0^{T_r} H(\theta x, T_r - \tau) \zeta_1 \left( 0, \tau - \frac{x}{\alpha} \right) d\tau
\]
\[
\zeta_{2T_r}(x) = e^{-r_2(L-x)} \left[ \zeta_2 \left( L, T_r - \frac{(L-x)}{\beta} \right) \right]
+ \int_0^{T_r} H(\theta(L-x), T_r - \tau) \zeta_2 \left( L, \tau - \frac{(L-x)}{\beta} \right) d\tau
\]

with \( H(l, t) \) given by (24) and \( \theta = \frac{(\alpha + \beta)}{2\alpha\beta} \). With the changes of variables \( t = T_r - \frac{x}{\alpha} \) for \( \zeta_1 \) and \( t = T_r - \frac{L-x}{\beta} \) for \( \zeta_2 \), we obtain the following expressions:
\[
\zeta_{1T_r}(\alpha(T_r - t)) = e^{-r_1\alpha(T_r-t)} \left[ \zeta_1 \left( 0, t \right) \right]
+ \int_0^{T_r} H(\theta \alpha(T_r - t), T_r - \tau) \times \zeta_1 \left( 0, \tau - T_r + t \right) d\tau
\]
\[
\zeta_{2T_r}(L - \beta(T_r - t)) = e^{-r_2\beta(T_r-t)} \left[ \zeta_2 \left( L, t \right) \right]
+ \int_0^{T_r} H(\theta \beta(T_r - t), T_r - \tau) \times \zeta_2 \left( L, \tau - T_r + t \right) d\tau
\]

Then, choosing \( \zeta_1(0, t) \) such that:
\[
\zeta_1(0, t) = \begin{cases} 0 & \text{if } t < T_r - \frac{L}{\alpha} \\ e^{1_{T_r}(\alpha)T_r(t)} - \int_0^{T_r} H(\theta \alpha(T_r - t), \tau) x \zeta_1 \left( 0, \tau - T_r + t \right) d\tau & \text{if } t \geq T_r - \frac{L}{\alpha} \end{cases}
\]
ensures that \( \zeta_1(x, T_r) = \zeta_{1T_r}(x) \) for all \( x \in [0, L] \).

And choosing \( \zeta_2(L, t) \) such that:
\[
\zeta_2(L, t) = \begin{cases} 0 & \text{if } t < T_r - \frac{L}{\beta} \\ e^{2_{T_r}(\beta)T_r(t)} - \int_0^{T_r} H(\theta \beta(T_r - t), \tau) x \zeta_2 \left( L, \tau - T_r + t \right) d\tau & \text{if } t \geq T_r - \frac{L}{\beta} \end{cases}
\]
ensures that \( \zeta_2(x, T_r) = \zeta_{2T_r}(x) \) for all \( x \in [0, L] \).

These expressions give a solution to the motion planning problem for an open channel, but in an implicit form.

\section*{V. Feedback Control}

We now consider boundary feedback control of the open channel, and look for stability conditions.
A. Expressions in the Characteristics Variables

The boundary control inputs \((\hat{q}(0, s), \hat{q}(L, s))\) are related to the boundary measurements as follows:

\[
\begin{pmatrix}
\hat{q}(0, s) \\
\hat{q}(L, s)
\end{pmatrix} = K(s) \begin{pmatrix}
\hat{y}(0, s) \\
\hat{y}(L, s)
\end{pmatrix}
\]

We now express this relationship in the characteristics variables. Using Eqs. (27), the control inputs in the characteristics are related to the boundary discharges and measurements as follows:

\[
\begin{pmatrix}
\hat{x}_1(0, s) \\
\hat{x}_2(L, s)
\end{pmatrix} = \begin{pmatrix}
\hat{q}(0, s) \\
\hat{q}(L, s)
\end{pmatrix} + \begin{pmatrix}
\frac{T_{0s}}{\lambda_2} & 0 \\
0 & \frac{T_{0s}}{\lambda_1}
\end{pmatrix} \begin{pmatrix}
\hat{y}(0, s) \\
\hat{y}(L, s)
\end{pmatrix}
\]

and we also have:

\[
\begin{pmatrix}
\hat{x}_1(L, s) \\
\hat{x}_2(0, s)
\end{pmatrix} = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} \begin{pmatrix}
\hat{q}(0, s) \\
\hat{q}(L, s)
\end{pmatrix} + \begin{pmatrix}
0 & \frac{T_{0s}}{\lambda_2} \\
\frac{T_{0s}}{\lambda_1} & 0
\end{pmatrix} \begin{pmatrix}
\hat{y}(0, s) \\
\hat{y}(L, s)
\end{pmatrix}
\]

Then, combining with the controller \(K(s)\), we get:

\[
\begin{pmatrix}
\hat{x}_1(0, s) \\
\hat{x}_2(L, s)
\end{pmatrix} = G_K(s) \begin{pmatrix}
\hat{x}_1(L, s) \\
\hat{x}_2(0, s)
\end{pmatrix}
\]

with \(G_K(s)\) defined by:

\[
G_K(s) = \left[K(s) + \begin{pmatrix}
\frac{T_{0s}}{\lambda_2} & 0 \\
0 & \frac{T_{0s}}{\lambda_1}
\end{pmatrix}\right]^{-1} \times \left[\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} K(s) + \begin{pmatrix}
0 & \frac{T_{0s}}{\lambda_2} \\
\frac{T_{0s}}{\lambda_1} & 0
\end{pmatrix}\right]
\]

In the case of a diagonal controller, \(K = \begin{pmatrix}
k_0(s) & 0 \\
0 & k_L(s)
\end{pmatrix}\), we have:

\[
G_K(s) = \begin{pmatrix}
0 & k_0(s) + \frac{T_{0s}}{\lambda_2}(s) \\
k_L(s) + \frac{T_{0s}}{\lambda_1}(s) & 0
\end{pmatrix}
\]

B. Stability conditions

We now use the expressions derived above to study the stability of the system with boundary controls. Let us first recall the input-output relationship in the characteristics variables:

\[
\begin{pmatrix}
\hat{c}_1(L, s) \\
\hat{c}_2(0, s)
\end{pmatrix} = G_P(s) \begin{pmatrix}
\hat{c}_1(0, s) \\
\hat{c}_2(L, s)
\end{pmatrix} + \begin{pmatrix}
\hat{c}_{10}(L, s) \\
\hat{c}_{20}(0, s)
\end{pmatrix}
\]

with \(G_P(s) = \left|e^{\lambda_1(s)L}ight|\begin{pmatrix}
0 & e^{\lambda_2(s)L} \\
e^{\lambda_1(s)L} & 0
\end{pmatrix}\).

Then, we get the following closed-loop relationship:

\[
(I - G_K(s)G_P(s)) \begin{pmatrix}
\hat{c}_1(L, s) \\
\hat{c}_2(0, s)
\end{pmatrix} = G_K(s)G_0(s) \begin{pmatrix}
\hat{c}_{01}(s, L) \\
\hat{c}_{02}(s, L)
\end{pmatrix}
\]

Closed-loop stability can then be studied using the Nyquist theorem, which provides a necessary and sufficient stability condition [3]. However, this condition is not analytic, and is difficult to test. This is why we choose here to propose a simple sufficient condition of stability, based on the spectral radius [3]:

**Proposition 1:** The closed-loop system is stable if the transfer matrices \(G_P(s)\) and \(G_K(s)\) verify the following inequality

\[
\rho_{\text{max}}(|G_P(j\omega)G_K(j\omega)|) < 1, \forall \omega \in [0, \infty)
\]

where \(\rho_{\text{max}}(A)\) denotes the spectral radius of \(A\), i.e. the largest eigenvalue of of \(A \in \mathbb{C}^{n \times n}\).

This condition extends the results obtained using Riemann invariants to the case of open channel with slope and friction.

VI. CONCLUSION

We have derived in this article explicit formulations for solutions of open channel flow including slope and friction effects. These formulas have been obtained by first using the Laplace transform to express the system in the frequency domain, where the system can be diagonalized. This diagonalization extends the classical one leading to Riemann invariants in the horizontal frictionless case. The inverse Laplace transform is then used to go back to the time domain. As a result, we have been able to derive explicit expressions solving the motion planning problem for an open-channel with nonzero slope and friction. Using this approach, we have also extended existing results on the stability of the closed-loop system.
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