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A 3D DISCRETE DUALITY FINITE VOLUME METHOD FOR

NONLINEAR ELLIPTIC EQUATIONS∗

YVES COUDIÈRE† AND FLORENCE HUBERT‡

Abstract. Discrete Duality Finite Volume (DDFV) schemes have recently been developed in
2D to approximate nonlinear diffusion problems on general meshes. In this paper, a 3D extension of
these schemes is proposed. The construction of this extension is detailed and its main properties are
proved: a priori bounds, well-posedness and error estimates. The practical implementation of this
scheme is easy. Numerical experiments are presented to illustrate its good behavior.
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1. Introduction.

1.1. Nonlinear elliptic equations. In this paper, we are interested in the
study of a finite volume approximation of solutions to the nonlinear diffusion problem:

−div (ϕ(z,∇u(z))) = f(z), in Ω, u = g, on ∂Ω, (1.1)

where Ω is a bounded polyhedral domain in R
3. Consider p ≥ 2 and p′ = p

p−1 . The

flux ϕ : Ω × R
3 → R

3 in equation (1.1) is supposed to be a Caratheodory function
which is strictly monotonic with respect to ξ ∈ R

3:

(ϕ(z, ξ) − ϕ(z, η)) · (ξ − η) > 0, for all ξ 6= η, for a.e. z ∈ Ω . (1.2)

We also assume that there exist c1, c2 > 0, b1 ∈ L1(Ω), b2 ∈ Lp′

(Ω) such that

ϕ(z, ξ) · ξ ≥ c1|ξ|
p − b1(z), for all ξ ∈ R

3, a.e. z ∈ Ω, (1.3)

|ϕ(z, ξ)| ≤ c2|ξ|
p−1 + b2(z), for all ξ ∈ R

3, a.e. z ∈ Ω. (1.4)

These assumptions ensure that u 7→ −div(ϕ( · ,∇u)) is a Leray-Lions operator, and
in particular (see [22])

the mapping G ∈ (Lp(Ω))3 7→ ϕ(·, G(·)) ∈ (Lp′

(Ω))3 is continuous. (1.5)

Furthermore, Leray and Lions [22] proved that
Theorem 1.1. Under assumptions (1.2), (1.3) and (1.4), for any source term

f ∈W−1,p′

(Ω) and boundary data g ∈W 1−1/p,p(∂Ω), the problem (1.1) has a unique
solution u ∈W 1,p(Ω).

For sake of simplicity, the numerical method is described in details in the more
regular context f ∈ Lp′

(Ω) and g continuous on ∂Ω. The possible extension to the
general case g ∈ W 1−1/p,p′

(Ω) and f ∈ W−1,p′

(Ω) is briefly explained in section 5.
The computation of the final error estimates requires the additional regularity u ∈
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2 Y. COUDIÈRE AND F. HUBERT

W 2,p(Ω). In view of the Sobolev’s injections on Ω in dimension d = 3 (see [1]), since
p ≥ 2 > d/2 (and then 1

p − 1
d <

1
d ), the following continuous embeddings hold true

W 2,p(Ω) ⊂W 1,q(Ω) ⊂ C0(Ω̄) if
1

p
−

1

d
<

1

q
<

1

d
. (1.6)

In this case, the boundary data is supposed to be g = γ0(ḡ) where ḡ is in W 2,p(Ω) ⊂
C0(Ω̄).

The scheme could still be analyzed in the general case, and its numerical properties
be essentially preserved, although their proofs require much technical work, see for
instance [3].

1.2. The discrete duality finite volume approaches in 3D. Given a finite
volume mesh, the 2D DDFV method relies on the diamond formula [9] to compute
gradients of the unknown u from finite differences in two independent directions,
involving values of u at the centers and at the vertices of the control volumes (see
[16, 10, 3]). Hence, the DDFV strategy consists in building two finite volume meshes,
namely the cell-centered given mesh and a vertex centered one. In 2D, there is a
geometric duality relationship such that the interfaces between control volumes of
each of these two meshes can be gathered by pairs. These pairs of edges define the
so-called diamond cells, on which the gradient vectors are computed. The diamond
cells are quadrilateral as shown on figure 1.1(a).

Considering 3D extensions, three different methods have been proposed up to now
in the linear case ϕ(z, ξ) = K(z)ξ (K(z) a symmetric uniformly elliptic matrix). In
these proposals, the additional mesh of control volumes is built around the vertices
of the primal mesh (figures 1.1(c) and 1.1(d)) and the diamond cells are as shown on
figure 1.1(b). The gradient is approximated by finite differences on the diamond cells
and the scheme is obtained by integrating eq. (1.1) on both the primal and dual control
volumes. In [8, 23, 2, 18], each diamond cell is composed of a pair of pyramids having

xl

xk

xa

xb

•

•

(a) 2D situation.

xkxl ••

xa

xb

xc

(b) 3D diamond
from [8, 2].

xa

(c) 3D node control vol-
ume from [8, 23].

xa

(d) 3D node control vol-
ume from [2, 18].

Figure 1.1. Various schemes.

as base an interface of the primal mesh and vertices the two neighboring centers (see
figure 1.1(b)). In [8, 23] a 3D gradient is built from the vertex values of each diamond
cell under the condition that the interfaces of the primal mesh are either triangles or
quadrangles. This includes locally refined meshes. The construction in [2, 18] allows
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more general meshes. The construction of the dual control volumes is specific to each
method. Extension to discontinuous permeability has been proposed in [18].

Unlike in the 2D version, the primal and the dual meshes play a different role: in
[23] the domain Ω is recovered twice by the dual mesh and in [2] the orthogonality
condition means that the dual mesh is the Voronöımesh associated to the vertices of
the primal mesh. In reference [17], diamond cells are constructed in a different way:

xd
xk xl• •

xa

xb

xf

xe

N

N

Figure 1.2. View of a diamond cell.

choosing a point in each face of the mesh, the diamond cell is made of two tetrahedral
cells that have a common triangular base with vertices the endpoints of one edge of the
face and the center of the face; and the two neighboring centers as additional vertices,
see figure 1.2. Two auxiliary unknowns, at the centers of the face and of the edge,
are introduced to reconstruct the 3D gradient. With this two additional points, the
diamond cell now has 6 vertices, defining 3 independent directions: between the two
new points, between the two neighboring centers and between the two endpoints of the
edge. It can be constructed a gradient from the 3 finite differences in these directions.
But it remains the auxiliary unknowns to eliminate. F. Hermeline suggests several
possibilities to eliminate them. The derived schemes are in general non symmetric.
Their convergence seems to be difficult to prove.

In any case, three finite differences in independent directions are needed to con-
struct a 3D gradient. The diamond mesh constructed in [17] gives naturally these
three independent directions. According to our method, the additional unknowns are
computed by integrating the equation on a third family of control volumes associ-
ated to the new unknowns at the faces and at the edges of the primal mesh. Like in
the 2D case, the three meshes play a symmetric role, resulting in a scheme that is
unexpectedly simple to implement.

Hence, our innovative scheme is based on a three meshes finite volume formula-
tion. The diamond cells have 6 vertices organized in 3 pairs, defining 3 independent
directions in R

3. The approximate gradient is easily obtained by the 3 correspond-
ing finite differences. The scheme is naturally symmetric. It is derived as a natural
generalization of the 2D method, and could eventually be generalized to higher di-
mensions. Assembling the matrix consists in gathering some local 3 × 3 anisotropic
Gram matrices (section 5.2).

This paper specifies the construction of this 3D DDFV scheme for a nonlinear
elliptic equation, states and proves the main properties of this scheme, including
some error estimates, and finally presents several numerical results in the linear case.

1.3. Outline. The meshes involved in the construction of the scheme are de-
scribed in section 2. Some discrete divergence divT and gradient ∇T operators are
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defined in section 3, that are proved to verify a discrete duality property similar to
the Green formula in section 4. The approximation scheme for the nonlinear elliptic
equation (1.1) stated in section 5 reads

−divT (ϕD(∇T uT )) = fT

where T is the set of the three finite volume meshes and D is the set of the diamond
cells. The discrete divergence operator maps functions piecewise constant on the
diamond cells in D to functions piecewise constant on the control volumes in T ,
while the discrete gradient maps functions piecewise constant on the control volumes
to functions piecewise constant on the diamond cells. The main properties of our
scheme, well-posedness, a priori estimates and some error estimates, are inherited
from the discrete duality property and assumptions (1.2), (1.3) and (1.4) exposed in
section 6. The numerical experiments are presented in section 7.

2. Construction of the meshes. Consider a usual finite volume mesh M called
the primary mesh. We construct two additional finite volume meshes, with control
volumes respectively around the vertices and the faces and edges of the primary mesh.
They are denoted by N and FE . The diamond cells d are defined in order to contain
one part of each of the interfaces between control volumes of the three meshes, so that
three finite differences are available inside d to construct the discrete gradient of u.

The mesh T is the triple (M,N ,FE) of meshes on Ω, defined below (see figure
2.2). We refer as c ∈ T for any of the volumes in M∪N ∪FE .

2.1. The primary mesh. The mesh M is a set of open disjoint polyhedral
control volumes k ⊂ Ω such that ∪k̄ = Ω. The interfaces k̄ ∩ l̄ of these control
volumes1 are denoted by f = k̄∩l̄ as well as the remaining boundary faces f = ∂k∩∂Ω.
They are all supposed to be polygonal. The vertices of theses faces f are denoted by
xa and called the vertices of M, while the edges of these faces are called the edges of
M and denoted by e.

We associate to each cell k a point xk ∈ k, to each face f a point xf ∈ f and
finally to each edge e a point xe ∈ e. They are for example the isobarycenters of k,
f, e.

For each boundary face f ⊂ ∂Ω, we introduce a degenerate boundary control
volume k reduced to the face F , with center xk = xf. The set of these degenerated
boundary control volume is denoted by ∂M.

Definition 2.1. We define the relation ≺ between respectively the vertices and
edges, edges and faces, faces and control volumes as “belongs to the boundary to”. In
other words

xa ≺ xe ≺ xf ≺ xk means xa ⊂ ∂e, e ⊂ ∂f, f ⊂ ∂k.

This relation is useful to describe, for instance, the subset of the edges that are
connected to a given node xa (e.g. {xe : xa ≺ xe}), or the subset of the edges that
are boundaries of a face f (e.g. {xe : xe ≺ xf}), etc.

2.2. The diamond cells. Consider an edge e of a face f: xe ≺ xf. The edge
e has two endpoints denoted by xa and xb and two neighbouring control volumes in
M∪ ∂M denoted by k and l. Using the relation ≺, they are defined by

(

xa

xb

)

≺ xe ≺ xf ≺

(

xk

xl

)

.

1when they have a non zero d − 1 dimensional measure
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Each of the pairs (e, f) with xe ≺ xf defines a diamond cell that is the polyhedra
with vertices xa, xb, xe, xf, xk, xl. More specifically, it is denoted by d(e, f) or simply
d and given by

d = d(e, f) = hull(xa, xf, xb, xk) ∪ hull(xa, xf, xb, xl)

where hull(·) denotes the convex hull of a set of points. The set of diamond cells is
called the diamond mesh and denoted by D. We associate to each diamond cell a
point xd ∈ d called the “center” of d and defined as the midpoint between xe and xf:

xd =
1

2
(xe + xf).

With the center xd of d(e, f), the diamond cell can be seen as a collection of eight
tetrahedra sharing xd as a common vertex, with three more vertices chosen within
the pairs (xa, xb), (xe, xf) and (xk, xl) which we denote by

d = hull

(

xd,

(

xa

xb

)

,

(

xe

xf

)

,

(

xk

xl

))

. (2.1)

Remark: If xf ∈ ∂Ω then the diamond cell d degenerates into only four tetrahedra,
because xf = xl, namely

d = hull

(

xd,

(

xa

xb

)

,

(

xe

xf

)

, xk

)

.

The four remaining tetrahedra degenerate into the four triangles

hull

(

xd,

(

xa

xb

)

,

(

xe

xf

))

that are subsets of ∂Ω.
The six vertices xk, xl, xa, xb and xe, xf of the diamond cell d(e, f) are supposed

to be ordered in such a way that

∆ef := det(xb − xa, xf − xe, xl − xk) > 0.

With this orientation the measure of d is

|d| =
1

6
∆ef.

2.3. The node mesh. A control volume denoted by a is associated to each
vertex xa of the mesh. It can be defined as follows by gathering the four tetrahedra
that share xa as a common vertex within each diamond cell d for which xa is a vertex:
consider first the set

da = {d(e, f) ∈ D, with xa ≺ xe ≺ xf};

The node cell a is

a = ∪
d(e,f)∈da

hull

(

xd, xa,

(

xe

xf

)

,

(

xk

xl

))

. (2.2)

This definition is valid for both the interior and boundary vertices xa. The set of the
node cells associated to the interior vertices xa ∈ Ω is denoted by N and the set of
the node cells associated to the boundary vertices xa ∈ ∂Ω is denoted by ∂N :

N = {a, xa ∈ Ω}, ∂N = {a, xa ∈ ∂Ω}.
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(a) The 3 meshes.

xa xa
xa xa

(b) Primary mesh M and a node cell associated to xa.

fN fN fN fN

(c) Primary mesh M and a face cell associated to xf.

eN eN eN eN

(d) Primary mesh M and an edge cell associated to xe.

Figure 2.1. 3D views of the 3 meshes for a Cartesian grid.

2.4. The face+edge mesh. A control volume is associated to each center xf

of the faces f and to each center xe of the edges e. For sake of simplicity and because
we shall no more need to refer to the face or the edge directly, we can securely use the
same notations, e and f, to denote the control volumes associated to xe and xf: from
now on, e and f denote control volumes.

They are defined like the node cells a: consider first the sets

de = {d(e, f) ∈ D, with xe ≺ xf}, df = {d(e, f) ∈ D, with xe ≺ xf}

of the diamond cells that share xe or xf as a vertex; the face and edge cells e and f
are defined by

e = ∪
d(e,f)∈de

hull

(

xd,

(

xa

xb

)

, xe,

(

xk

xl

))

, f = ∪
d(e,f)∈df

hull

(

xd,

(

xa

xb

)

, xf,

(

xk

xl

))

. (2.3)

This definition is valid for both the interior and boundary edges and faces. It is
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defined FE and ∂FE as

FE = {e, xe ∈ Ω} ∪ {f, xf ∈ Ω}, ∂FE = {e, xe ∈ ∂Ω} ∪ {f, xf ∈ ∂Ω}.

For sake of clarity in the exposition, the set FE is split into E and F , respectively the
edge cells, associated to the xe, and the face cells, associated to the xf.

k Using the same notation, it can be defined the sets

dk = {d(e, f) ∈ D, with xe ≺ xk}

and then the control volumes k of the primary mesh M are simply

k = ∪
d(e,f)∈dk

hull

(

xd,

(

xa

xb

)

,

(

xe

xf

)

, xk

)

. (2.4)

2.5. Interfaces within the three meshes.

The DDFV scheme is based on three finite volume formulations on the meshes
M, N and FE . The interfaces between pairs of control volumes of these three meshes
are described in terms of triangles inside each diamond cell d.

xd
xk xl• •

xa

xb

xf

xe

N

N

(a) Interface Skl.

xd
xk xl• •

xa

xb

xf

xe

N

N

(b) Interface Sab.

xd
xk

xl

•
•

xa

xb

xf
xe

N N

(c) Interface Sef.

Figure 2.2. Interfaces in a diamond cell.

Lemma 2.2. For any diamond cell d with vertices xk, xl, xa, xb, xe, xf, we can
define (see fig: 1.2 or fig: 2.2)

Skl(d) := k̄ ∩ l̄ ∩ d = hull

(

xd,

(

xa

xb

)

,

(

xe

xf

))

, (2.5)

Nkl =

∫

Skl

nkl ds =
1

2
(xb − xa) × (xf − xe), (2.6)

Sab(d) := ā ∩ b̄ ∩ d = hull

(

xd,

(

xe

xf

)

,

(

xk

xl

))

, (2.7)

Nab =

∫

Sab

nab ds =
1

2
(xf − xe) × (xl − xk), (2.8)

Sef(d) := ē ∩ f̄ ∩ d = hull

(

xd,

(

xk

xl

)

,

(

xa

xb

))

, (2.9)

Nef =

∫

Sef

ne,f ds =
1

2
(xl − xk) × (xb − xa), (2.10)
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where nkl stands for the unit normal to Skl(d) oriented from k to l, nab stands for
the unit normal to Sab(d) oriented from a to b and ne,f stands for the unit normal
to Sef(d) oriented from e to f.

Furthermore, note that

Nkl · (xl − xk) = Nab · (xb − xa) = Nef · (xf − xe) =
1

2
∆ef = 3|d|. (2.11)

Proof. A straightforward computation shows that the interfaces between pairs
of control volumes are indeed made of triangles, and their average normal can be
expressed using simple vector products, so that eq. (2.11) is obvious.

Finally, the boundaries of the interior control volumes k ∈ M, a ∈ N , e, f ∈ FE
can be expressed in terms of the Skl(d), Sef(d), Sab(d):

∂k = ∪
d∈dk

Skl(d) , ∂a = ∪
d∈da

Sab(d), (2.12)

∂e = ∪
d∈de

Sef(d), ∂f = ∪
d∈df

Sef(d). (2.13)

Remark: In the case a ∈ ∂N or e or f ∈ ∂FE , it is important to note that the
boundary ∂a, ∂e or ∂f is not easily described in such a way. Anyway they are not
needed since only Dirichlet boundary conditions are used: the scheme writes only on
interior control volumes.

2.6. Regularity of the meshes. Given a diamond cell d ∈ D, let

νkl =
Nkl

|Nkl|
, νab =

Nab

|Nab|
, νef =

Nef

|Nef|
(2.14)

denote the unit normals (see eqs. (2.6)-(2.10)) and

Gd =





νkl · νkl νkl · νab νkl · νef

νab · νkl νab · νab νab · νef

νef · νkl νef · νab νef · νef



 (2.15)

denote the Gram matrix associated to (νkl, νab, νef).
Definition 2.3. The size h of the mesh T is the maximum diameter of the

diamond cells,

hd = sup
x,y∈d

|x− y|, h = max
d∈D

hd. (2.16)

It is assumed that each diamond cell d contains an open ball Bd of diameter Rd such
that d is star-shaped with respect to Bd, that is {tx+ (1− t)y, t ∈ (0, 1)} ⊂ d for any
x ∈ Bd and y ∈ d.

The constant of regularity of the mesh is any number cr(T ) > 0 such that

∀d ∈ D,
1

λm(d)
≤ cr(T ),

|d|

|di|
≤ cr(T ),

hd

Rd
≤ cr(T ) (2.17)

where λm(d) is the smallest eigenvalue of Gd, (di)i=1...8 are the 8 tetrahedra that
compose d (see eq. (2.1)).

3. The discrete spaces and operators.
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3.1. The discrete spaces. Consider the data (uM, uN , uFE) of three functions
piecewise constant respectively on the k ∈ M, a ∈ N and e/f ∈ FE :

uM =
∑

k∈M

ukχk, uN =
∑

A∈N

uaχA, uFE =
∑

f∈F

ufχf +
∑

e∈E

uχe.

The sets of functions piecewise constant on the K ∈ M, a ∈ N and e/f ∈ FE are
respectively denoted by XM, XN and XFE . They are finite dimensional subspaces
of any Lq(Ω) (q ≥ 1). The finite volume unknown is an element of the space X =
XM ×XN ×XFE . It is denoted by

uT = (uM, uN , uFE) = ((uk)k∈M, (ua)a∈N , (ue)e∈E , (uf)f∈F ) .

It is supplemented with boundary values

δuT = ((uk)xk∈∂M, (ua)xa∈∂Ω, (ue)xe∈∂Ω, (uf)xf∈∂Ω)

that define a linear space ∂X. These boundary values δuT are actually determined
by a suitable projection of the boundary data g (see eq. (5.3) below).

The space X is supplied with the natural inner product

(uT , vT )X =
1

3

(∫

Ω

uMvM +

∫

Ω

uN vN +

∫

Ω

uFEvFE

)

=
1

3

(

∑

k∈M

ukvk|k| +
∑

a∈N

uava|a| +
∑

e∈E

ueve|e| +
∑

f∈F

ufvf|f|

)

. (3.1)

For this norm, the inequality of Hölder reads:

(uT , vT )X ≤
1

3

(

‖uM‖Lp′‖vM‖Lp + ‖uN ‖Lp′‖vN ‖Lp + ‖uFE‖Lp′‖vFE‖Lp

)

≤ ‖uT ‖Lp′‖vT ‖Lp (3.2)

with the notation

‖uT ‖Lp =

(

1

3

(

‖uM‖p
Lp + ‖uN ‖p

Lp + ‖uFE‖p
Lp

)

)1/p

. (3.3)

A linear space of vector fields will be associated to the finite volumes gradient. It
is the space Q of functions piecewise constant on the d ∈ D with value in R

3:

ξD ∈ Q ⇔ ξD =
∑

d∈D

ξdχd, ∀d ∈ D, ξd ∈ R
3.

These functions are (Lq(Ω))3 for any q ≥ 1 and like for elements uT ∈ X, an element
ξD ∈ Q may also be denoted by the sequence of its degrees of freedom: ξD = (ξd)d∈D.
The space Q is endowed with the natural inner product

(ξD, ηD)Q =

∫

Ω

ξD · ηD =
∑

d∈D

ξd · ηd|d|. (3.4)
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3.2. The discrete gradient. The discrete gradient is defined for (uT , δuT ) ∈
X × ∂X. It is a vector field in Q, denoted by ∇T

δuu
T = (∇d

δuu
T )d∈D where

∀d ∈ D, ∇d
δuu

T =
1

3|d|
((ul − uk)Nkl + (ub − ua)Nab + (uf − ue)Nef) . (3.5)

The mapping (uT , δuT ) ∈ X × δX 7→ ∇T

δuu
T ∈ Q is linear with respect to (uT , δuT )

and we shall need a “homogeneous” gradient, denoted by ∇T

0 : uT ∈ X 7→ ∇T

0 u
T ∈ Q

defined by eq. (3.5) with δuT = 0δX . It is a linear mapping from X onto Q.
Lemma 3.1 (Properties of the discrete gradient). By construction, for each

diamond cell d ∈ D,
1. the vector ∇d

δuu
T is the unique vector of R

3 such that

∇d
δuu

T ·(xl−xk) = ul−uk, ∇d
δuu

T ·(xb−xa) = ub−ua, ∇d
δuu

T ·(xf−xe) = uf−ue,

2. if u(x) = u0 + p · x is an affine function and uk = u(xk), ul = u(xl),
ue = u(xe), uf = u(xf), ua = u(xa), ub = u(xb), then

∇d
δuu

T = ∇u = p in R
3.

Proof. The first point is a consequence of the relation (2.11) and the second point
is a consequence of the first one.

3.3. The discrete divergence. The discrete divergence is defined for a vector
field ξD ∈ Q. It is an element of X denoted by

divT ξD = (divM ξD,divN ξD,divFE ξD) ∈ X

where

divM ξD = (divk ξ
D)k∈M, divN ξD = (diva ξ

D)a∈N ,

divFE ξD =
{

(dive ξ
D)e∈E , (divf ξ

D)f∈F

}

.

For any control volume denoted in general by c = k,a,e, f ∈ T , the discrete diver-
gence is the finite volume one:

|c|divc ξ
D =

∫

∂c

ξD(x) · nc(x)dσ(x), (3.6)

where nc is the unit normal to ∂c outward of c. Because of lemma 2.2 and equali-
ties (2.12) and (2.13), these discrete divergences read

|k|divk ξ
D =

∑

d∈dk

ξd ·Nkl, |a|diva ξ
D =

∑

d∈da

ξd ·Nab, (3.7)

|e|dive ξ
D =

∑

d∈de

ξd ·Nef, |f|divf ξ
D =

∑

d∈df

ξd · (−Nef) . (3.8)

4. Properties of the Discrete operators.

4.1. The discrete duality relationship. We first state a discrete version of
the Green formula in the spaces W 1,p′

(Ω) and W 1,p
0 (Ω):

〈div q, u〉Lp′ ,Lp + 〈q,∇u〉(Lp′ )3,(Lp)3 = 0, ∀u ∈W 1,p
0 (Ω), ∀q ∈

(

W 1,p′

(Ω)
)3

.



A 3D DDFV Scheme 11

Theorem 4.1 (Discrete duality identity). For any uT ∈ X and ξD ∈ Q, the ho-
mogeneous gradient ∇T

0 u
T and divergence divT ξD verify the discrete duality relation

(

divT ξD, uT
)

X
+
(

ξD,∇T

0 u
T
)

Q
= 0.

Proof. From the eqs. (3.7) and (3.8) of the divergence and (3.1) of the inner
product in X, it is computed:

(

divT ξD, uT
)

X
=

1

3

(

∑

k∈M

∑

d∈dk

ξd ·Nkluk +
∑

a∈N

∑

d∈da

ξd ·Nabua

+
∑

f∈F

∑

d∈df

ξd · (−Nef)uf +
∑

e∈E

∑

d∈de

ξd ·Nefue

)

= −
1

3

∑

d∈D

ξd · (Nkl(ul − uk) +Nab(ub − ua) +Nef(uf − ue))

= −
∑

d∈D

|d|ξd · ∇duT = −
(

ξD,∇T uT
)

Q
,

using also eqs. (3.5) and (3.4) for the discrete gradient and the inner product in Q,
and with the homogeneous Dirichlet condition δuT = 0δX .

4.2. The inequality of Poincaré. The discrete spaces X× δX and X (or X×
{0}) can be interpreted as discrete counterparts of W 1,p(Ω) and W 1,p

0 (Ω) respectively.
For homogeneous Dirichlet boundary data, that is using ∇T

0 in X, it is expected that
∇T

0 u
T = 0 ⇒ uT = 0 and that a discrete inequality of Poincaré holds.
Theorem 4.2 (Inequality of Poincaré). There exists a constant C > 0 depending

on cr(T ) such that

∀uT ∈ X, ‖uT ‖Lp ≤ C‖∇T

0 u
T ‖Lp .

Proof. The proof makes use of the notations from eqs. (2.14) and (2.15) for
the unit normals inside a diamond d, the associated Gram matrix and its smallest
eigenvalue λm(d). For sake of simplicity, consider the notations

akl = (ul − uk)
|Nkl|

3|d|
, aab = (ub − ua)

|Nab|

3|d|
, aef = (uf − ue)

|Nef|

3|d|
.

The expression of the discrete gradient now reads ∇d
δuu

T = aklνkl + aabνab + aefνef

and then

∣

∣∇d
0u

T
∣

∣

2
= aTGda ≥ λm(d)

3
∑

i=1

|ai|
2,

where a = (akl, aab, aef). As a consequence, |ai|
2 ≤ 1/λm(d)

∣

∣∇d
0u

T
∣

∣

2
, and then

∣

∣∇d
0u

T
∣

∣

p
≥
λm(d)p/2

3

(

|ul − uk|
p |Nkl|

p

3p|d|p
+ |ub − ua|

p |Nab|
p

3p|d|p
+ |uf − ue|

p |Nef|
p

3p|d|p

)

.
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It remains to prove that there exists a constant C > 0 depending on the regularity of
the meshes cr(T ) and on Ω such that

∫

Ω

|uM(x)|pdx ≤ C
∑

d∈D

|ul − uk|
p |Nkl|

p

3p|d|p
|d|,

and similarly for the two other finite differences in the above inequality. The usual
VF4 computation from [14] yields such a result (see also [4] for the Lp case).

5. The finite volume scheme.

5.1. Formulation of the scheme. The Discrete Duality Finite Volume scheme
is obtained by integrating equation (1.1) on all the control volumes of the three meshes,
k ∈ M, a ∈ N , e ∈ E and f ∈ F [16, 10, 3]: the exact solution u verifies for all c ∈ T
(ie c = k,a,e, f):

−

∫

∂c

ϕ(s,∇u(s)) · nc ds =

∫

c

f(x)dx. (5.1)

For any diamond cell d ∈ D, consider the spatial approximation ϕd : R
3 → R

3 of the
flux ϕ defined by

∀d ∈ D, ∀ξ ∈ R
3, ϕd(ξ) =

1

|d|

∫

d

ϕ(z, ξ) dz. (5.2)

The flux ϕ(·,∇u(·)) is approximated by the vector field in Q defined by

ϕD(∇T

δuu
T ) = (ϕd(∇d

δuu
T ))d∈D ∈ Q,

where δuT = pT g ∈ ∂X is given by a pointwise projection of the data g on the xk,
xa, xe and xf on ∂Ω,

∀g ∈ C0(∂Ω), pT g = (g(xk), g(xa), g(xe), g(xf))xk∈∂M,xa∈∂N ,xe,xf∈∂FE (5.3)

and ∇T

δuu
T has been defined in section 3.2. With this approximation of the flux and

the discrete divergence described in section 3.3, eq. (5.1) reads

−divT
(

ϕD(∇T

δuu
T )
)

= πT f, δuT = pT g (5.4)

where the projection πT f = {(fk)k∈M, (fa)a∈N , (fe, ff)e∈E,f∈F} ∈ X is the piecewise
constant projection defined by average values,

∀k ∈ M, fk =
1

|k|

∫

k

f(x)dx, ∀a ∈ N , fa =
1

|a|

∫

a

f(x)dx, (5.5)

∀e ∈ E , fe =
1

|e|

∫

e

f(x)dx, ∀f ∈ F , ff =
1

|f|

∫

f

f(x)dx. (5.6)

For any fixed values δuT ∈ ∂X, eq. (5.4) is a non linear system of NM +NN +NFE

equations with NM+NN +NFE unknowns, where NM, NN and NFE are the number
of cells, interior vertices and interior faces plus edges of the primal mesh T .
Remark: in the general case, g ∈W 1−1/p,p′

(∂Ω) and f ∈W−1,p′

(Ω), only the projec-
tions πT for the right-hand side f and pT for the boundary data g has to be modified.
For instance fk = 〈f, χk〉 is a natural choice to define πT and the gk,a,... would be
some average values of g on the boundary.
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5.2. A word on practical implementation. Note that the implementation
of such a scheme does not require the construction of the node mesh N and the face
and edges mesh FE explicitly. If the primal mesh is given with the format

a ≺ e ≺ f ≺ k

that is a control volume is defined by its faces, a face by its edges and an edge by
its vertices, then a diamond cell is easily constructed by referencing its six vertices
xa, xb, xk, xl, xe, xf. This is a usual structure for simplicial meshes (i.e. tetrahedra in
3D) of Ω.

The expression of the scheme requires to compute the valuesNkl, Nab, Nef and the
measures of the eight tetrahedral cells that compose the diamond cell (see eq. (2.1)).
The system of equations involved in the resolution of the scheme can be easily imple-
mented by iterating through the diamond cell structure.

For instance, in the linear case, ϕ(z,∇u(z)) = K(x)∇u(x) where K(x) is a uni-
formly elliptic symmetric matrix, the flux in the diamond cell d is Kd∇

d
δuu

T and
eq. (5.4) is a symmetric and positive definite linear system of equations. Its coeffi-
cients are computed by assembling the local contributions of all the diamond cells d.
The elementary matrix in d is

Kd =





KdNkl ·Nkl KdNkl ·Nab KdNkl ·Nef

KdNab ·Nkl KdNab ·Nab KdNab ·Nef

KdNef ·Nkl KdNef ·Nab KdNef ·Nef





with Kd = 1
|d|

∫

d
K(x)dx. The right hand side in eq. (5.4) is split similarly in elemen-

tary contributions on the eight tetrahedra that compose the diamond cells d thanks
to (2.2), (2.3) and (2.4).

6. Analysis of the scheme. In this section, the nonlinear system of equations
(5.4) is proved to be well-posed, uniform a priori estimates are found on its solutions
and finally error estimates are given. The discrete solution uT will be compared to
the pointwise projection of the exact solution u, defined as in eq. (5.3) by

∀u ∈W 2,p(Ω), pT u = (u(xk), u(xa), u(xe), u(xf))k∈M,a∈N ,e∈E,f∈F . (6.1)

The comparison uT −pT u will be studied in the Lp norm as defined by eq. (3.3) and
in the discrete W 1,p semi norm, defined by

|uT |W 1,p(Ω),T = ‖∇T

0 u
T ‖Lp(Ω). (6.2)

6.1. The discrete problem and a priori estimate. First, the discrete prob-
lem is proved to be well-posed and the discrete solution uT to be bounded in the
discrete W 1,p norm.

Theorem 6.1 (Well-posedness of Eqs. (5.4)). Assume that the flux ϕ satisfies
assumptions (1.2), (1.3) and (1.4). For any function f ∈ Lp′

(Ω), any boundary data
g = γ0(ḡ) with ḡ ∈ W 2,p(Ω) and any mesh T on Ω, the finite volume scheme (5.4)
admits a unique solution uT ∈ X and there exists a constant C > 0 depending only
on p, (ci)i=1,2 and cr(T ), such that

∫

Ω

|∇T

δuu
T |p ≤ C

(

‖f‖p′

Lp′ + ‖b1‖L1 + ‖b2‖
p′

Lp′ + ‖ḡ‖p
W 2,p(Ω)

)

. (6.3)
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Proof. The mapping aT : (uT , δuT ) ∈ X×δX 7→ −divT (ϕD(∇T

δuu
T ))−πT f ∈ X

is continuous and coercitive: its continuity follows from eq. (1.5) and its coercitivity
is a consequence of theorems 4.1 and 4.2 and of assumption (1.3).

For any piecewise constant function vT ∈ X and piecewise constant boundary
data δuT ∈ δX, note that ∇T

δuu
T −∇T

δuv
T = ∇T

0 (uT − vT ) so that

(

aT (uT , δuT ), uT − vT
)

X
=
(

−divT (ϕD(∇T

δuu
T )) − πT f, uT − vT

)

X

=

∫

Ω

ϕ(z,∇T

δuu
T (z)) · ∇T

0 (uT (z) − vT (z))dz − (πT f, uT − vT )X

=

∫

Ω

ϕ(z,∇T

δuu
T (z)) · ∇T

δuu
T (z)dz −

∫

Ω

ϕ(z,∇T

δuu
T (z)) · ∇T

δuv
T (z)dz

− (πT f, uT − vT )X .

Assumptions (1.3) and (1.4) are used to bound the first two terms of the above right-
hand side:

∫

Ω

ϕ(z,∇T

δuu
T (z)) · ∇T

δuu
T (z)dz ≥ c1‖∇

T

δuu
T ‖p

Lp − ‖b1‖L1

and
∣

∣

∣

∣

∫

Ω

ϕ(z,∇T

δuu
T (z)) · ∇T

δuv
T (z)dz

∣

∣

∣

∣

≤

∫

Ω

(

c2|∇
T

δuv
T |p−1 + b2

)

|∇T

δuv
T |

≤ c2‖∇
T

δuu
T ‖p−1

Lp ‖∇T

δuv
T ‖Lp + ‖b2‖Lp′‖∇T

δuv
T ‖Lp .

With some inequalities of Young, we get, for any α, β > 0,

(

aT (uT , δuT ), uT − vT
)

X
≥

(

c1 −
c2
βp′p′

)

‖∇T

δuu
T ‖p

Lp

−

(

‖b1‖L1 +
1

p′
‖b2‖

p′

Lp′ +
1

αp′p′
‖πT f‖p′

Lp′

)

−

(

c2β
p

p
+

1

p

)

‖∇T

δuv
T ‖p

Lp

−
αp

p
‖uT − vT ‖p

Lp .

The inequality of Poincaré (theorem 4.2) is used to bound ‖uT − vT ‖p
Lp :

‖uT − vT ‖p
Lp ≤ C‖∇T

0 (uT − vT )‖p
Lp ≤ C‖∇T

δuu
T ‖p

Lp + C‖∇T

δuv
T ‖p

Lp .

At last, we can choose β > 0 such that c1 − c2

βp′p′
= 1

2c1 and then α > 0 such that
1
2c1 − Cαp

p = 1
4c1 (C is still the Poincar̈ı¿1

2 constant) and get, because ‖πT f‖Lp′ ≤

‖f‖Lp′ ,

(

aT (uT , δuT ), uT − vT
)

X
+

(

‖b1‖L1 +
1

p′
‖b2‖

p′

Lp′ +
1

αp′p′
‖f‖p′

Lp′

)

+

(

c2β
p

p
+

1

p
+
Cαp

p

)

‖∇T

δuv
T ‖p

Lp ≥
1

4
c1‖∇

T

δuu
T ‖p

Lp . (6.4)

Consider ḡ ∈ W 2,p(Ω) such that the boundary data is g = γ0(ḡ). Substituting vT =
pT ḡ ∈ X and δuT = pT g ∈ δX as defined by eqs. (6.1) and (5.3), lemma 6.8 can be
applied and results in

‖∇T

δuv
T ‖Lp ≤ C‖ḡ‖W 2,p(Ω).
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The existence of a solution to the scheme (5.4) is then a consequence of the
Brouwer fixed point theorem, and estimate (6.3) is a direct consequence of inequal-
ity (6.4).

The uniqueness of the solution is finally due to the monotonicity of the map
aT . Indeed, theorem 4.1 and assumption (1.2) yield, for any uT , vT ∈ X such that
uT 6= vT (with the same boundary data δuT ),

(

aT (uT ) − aT (vT ), uT − vT
)

X

=
(

−divT (ϕD(∇T

δuu
T )) + divT (ϕD(∇T

δuv
T )), uT − vT

)

X

=

∫

Ω

(

ϕ(z,∇T

δuu
T ) − ϕ(z,∇T

δuv
T )
)

· (∇T

0 (uT − vT ))dz

=

∫

Ω

(

ϕ(z,∇T

δuu
T ) − ϕ(z,∇T

δuv
T )
)

· (∇T

δuu
T −∇T

δuv
T )dz > 0.

Remark: In the case where the flux ϕ derives from a convex potential Φ:

ϕ(z, ξ) = ∇ξΦ(z, ξ) ∀ξ ∈ R
2, for a.e. z ∈ Ω, and Φ(z, 0) = 0 for a.e. z ∈ Ω

the solution uT of the scheme (5.4) is also the unique minimizer of the discrete energy
JT associated to the scheme by JT (uT ) =

∫

Ω
Φ(z,∇T uT ) −

∫

Ω
uT πT f .

6.2. Assumptions and technical lemmas. The scheme is well-posed, and
the discrete solution might be proved to converge under assumptions (1.2), (1.3) and
(1.4) only, following the 2D case [3] or another 3D approach [2]. Anyway, in order to
compute some error estimates, the following additional assumptions on ϕ are needed :
there exists constants c3, c4, c5 > 0, b3 ∈ L

p
p−2 (Ω) and a function b4 ∈ Lp′

(Ω) such
that for all (ξ, η) ∈ R

3 × R
3 and almost every z ∈ Ω,

(ϕ(z, ξ) − ϕ(z, η)) · (ξ − η) ≥ c3|ξ − η|p, (6.5)

|ϕ(z, ξ) − ϕ(z, η)| ≤ c4
(

b3(z) + |ξ|p−2 + |η|p−2
)

|ξ − η|, (6.6)

and for all ξ ∈ R
3 and almost every z ∈ Ω,

∣

∣

∣

∣

∂ϕ

∂z
(z, ξ)

∣

∣

∣

∣

≤ c5
(

b4(z) + |ξ|p−1
)

. (6.7)

For p = 2, inequality (6.6) degenerates and the assumptions becomes b3 ∈ L∞(Ω).
Lemma 6.2 (Regularity of the flux). Under assumptions (6.5)-(6.7) on ϕ and

given a function u ∈ W 2,p(Ω), the mapping G : z 7→ ϕ(z,∇v(z)) is well defined in
(W 1,p′

(Ω))3. Furthermore, the mapping v 7→ G is such that

‖∇G‖Lp′ (Ω) ≤ C‖v‖W 2,p(Ω) (6.8)

with C > 0 that depends only on the (bi)i=3,4 and (ci)i=3,4,5.
Proof. The proof is straightforward.
Definition 6.3 (Errors of consistency). Suppose that the solution u of the con-

tinuous problem (1.1) is in W 2,p(Ω). Consider its pointwise projection (pT u,pT g) ∈
X × δX defined by eqs (6.1) and (5.3). The approximate flux associated to the pro-
jection (pT u,pT g) is exactly ϕD(∇T

pg
pT u) ∈ Q while there are two discrete flux
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functions associated to the function u, namely the piecewise constant projection of
ϕ(x,∇u(x)) onto the diamond cells, denoted by ϕD(∇u) = (ϕd(∇u))d∈D ∈ Q with

ϕd(∇u) =
1

|d|

∫

d

ϕ(x,∇u(x))dx

and the function ψT (∇u) = (ψd(∇u))d∈D ∈ Q where the vectors ψd(∇u) ∈ R
3 are

defined uniquely for any diamond cell d ∈ D by the three equations

ψd(∇u) ·Nkl = F d
kl :=

∫

Skl

ϕ(z,∇u(z)) · nkldz, (6.9)

ψd(∇u) ·Nab = F d
ab :=

∫

Sab

ϕ(z,∇u(z)) · nabdz, (6.10)

ψd(∇u) ·Nef = F d
ef :=

∫

Sef

ϕ(z,∇u(z)) · nefdz (6.11)

(i.e. the numbers F d
· are the exact fluxes through the 3 interfaces inside the diamond

cell d). The total error of consistency is RT (u) = (Rd(u))d∈D ∈ Q where

∀d ∈ D, Rd(u) = ψd(∇u) − ϕd(∇T

pg
pT u).

It is split as RT (u) = R1
T (u) +R2

T (u) with Rj
T (u) = (Rj

d(u))d∈D and

∀d ∈ D, R1
d(u) = ψd(∇u) − ϕd(∇u)

involves differences between surface and volume integrals and

∀d ∈ D, R2
d(u) = ϕd(∇u) − ϕd(∇T

pg
pT u)

is related to the error of consistency on the gradient.
The next lemma are technical multidimensional results used to bound the errors

term R1
d and R2

d, similar to the usual finite element estimates, see for instance [6].
Lemma 6.4. Let H = {x, (x−x0) ·n = 0} (x0 ∈ R

d and n ∈ R
d) be a hyperplane

in R
d and σ ⊂ H be an bounded polygon in H. Consider x1 and x2 in R

d\H such
that (x1 − x0) · n < 0 < (x2 − x0) · n and let Ki (i = 1, 2) be the pyramid with basis σ
and vertex xi, namely Ki = {txi + (1 − t)y, y ∈ σ, t ∈ (0, 1)}. Finally consider the
set K = K1 ∪K2. For any q ≥ 1 and any function v ∈W 1,q(K),

∣

∣

∣

∣

1

|Ki|

∫

Ki

v(x)dx−
1

|σ|

∫

σ

v(y)dσ(y)

∣

∣

∣

∣

≤
hi

d|Ki|1/q
‖∇v‖Lq(Ki) (i = 1, 2),

∣

∣

∣

∣

1

|K1|

∫

K1

v(x)dx−
1

|K2|

∫

K2

v(x)dx

∣

∣

∣

∣

≤
1

d

(

max
i=1,2

hi

|Ki|

)

|K|1−1/q‖∇v‖Lq(K),

where hi = diam(Ki) = max{|x− y|, x, y ∈ K̄}.
Proof. The first inequality is a variant of the result proved in [12] (lemma 6.3)

while the second is an easy consequence of the former one.
Lemma 6.5. Consider an open bounded subset K in R

d and suppose that there
exists an open ball B of center xK ∈ K and of radius R > 0 such that K is star-shaped
with respect to B. For any q ≥ 1 and for any function v ∈W 1,q(K),

‖v − vB‖Lq(K) ≤

(

d

d− 1

)1/q
h2

K

R
‖∇v‖Lq(K)
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where hK = sup{|x − y|, x, y ∈ K} is the diameter of K and vB = 1
|B|

∫

B
v(x)dx is

the average value of v on B.
Proof. The proof is an adaptation of the proof of lemma 7.1 in [11].
Lemma 6.6 (Error of consistency due to the projections). If u ∈W 2,p(Ω) then

‖R1
T (u)‖Lp′ (Ω) ≤ 2cr(T )

2
h‖∇G‖Lp′ (Ω) ≤ 2Ccr(T )

2
h‖u‖W 2,p(Ω),

where the constant C > 0 and the function G are taken from lemma 6.2.
Proof. The difference R1

d(u) involves differences between surface and volume
averages of the flux:

∣

∣R1
d(u) · νkl

∣

∣ =

∣

∣

∣

∣

1

|Nkl|

∫

Skl

ϕ(z,∇u(z)) · nkldz −
1

|d|

∫

d

ϕ(z,∇u(z)) · νkldz

∣

∣

∣

∣

,

∣

∣R1
d(u) · νab

∣

∣ =

∣

∣

∣

∣

1

|Nab|

∫

Sab

ϕ(z,∇u(z)) · nabdz −
1

|d|

∫

d

ϕ(z,∇u(z)) · νabdz

∣

∣

∣

∣

,

∣

∣R1
d(u) · νef

∣

∣ =

∣

∣

∣

∣

1

|Nef|

∫

Sef

ϕ(z,∇u(z)) · nefdz −
1

|d|

∫

d

ϕ(z,∇u(z)) · νefdz

∣

∣

∣

∣

.

Remark that each of the interfaces Skl, Sab and Sef is composed of four triangles
(eqs. (2.5), (2.7) and (2.9) from lemma 2.2), while d is a collection of 8 tetrahedra
with theses faces as bases and, respectively, (xk, xl), (xa, xb) and (xe, xf) as vertices.

For sake of simplicity, let S denote any of these interfaces, Si denote the four
triangles (i = 1 . . . 4), x1, x2 denote the two corresponding vertices and n(x) =
∑4

i=1 niχSi(x) denote the unit normal to S from x1 towards x2. The diamond cell is
composed of the 8 tetrahedra dk

i = hull(Si, xk) (i = 1, . . . 4 and k = 1, 2). The cor-

responding integral normal is N =
∫

S
n(x)dσ(x) =

∑4
i=1 |Si|ni and the unit normal

is ν =
∑4

i=1
|Si|
|S| ni. At last, consider the function G(z) = ϕ(z,∇u(z)) as defined in

lemme 6.2. Each of the 3 errors from above now reads

R1
d(u) · ν =

4
∑

i=1

|Si|

|S|
ni ·

(

1

|Si|

∫

Si

G(z)dz −
1

|d|

∫

d

G(z)dz

)

=

4
∑

j=1

4
∑

i=1

∑

k=1,2

|dk
j |

|d|

|Si|

|S|
ni ·

(

1

|Si|

∫

Si

G(z)dz −
1

|dk
j |

∫

dk
j

G(z)dz

)

and it remains to bound
∣

∣

∣

1
|Si|

∫

Si
G(z)dz − 1

|dk
j |

∫

dk
j
G(z)dz

∣

∣

∣
for any i = 1 . . . 4, j =

1 . . . 4 and k = 1, 2. Since the dk
j form a tetrahedrisation of d the following bound is

a consequence of lemma 6.4 with q = 1 and d = 3 :

∣

∣

∣

∣

∣

1

|Si|

∫

Si

G(z)dz −
1

|dk
j |

∫

dk
j

G(z)dz

∣

∣

∣

∣

∣

≤

∣

∣

∣

∣

∣

1

|Si|

∫

Si

G(z)dz −
1

|dk
i |

∫

dk
i

G(z)dz

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

1

|dk
i |

∫

dk
i

G(z)dz −
1

|dk
j |

∫

dk
j

G(z)dz

∣

∣

∣

∣

∣

≤
hi,k

3|dk
i |

∫

dk
i

|∇G(z)|dz +
1

3

(

max
j=1,...4

hj,k

|dk
j |

)

∫

dk

|∇G(z)|dz

≤
2

3

(

max
j=1,...4

hj,k

|dk
j |

)

∫

dk

|∇G(z)|dz
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where dk = ∪4
j=1d

k
j and hj,k = diam(dk

j ). Finally, since dk ⊂ d,

∣

∣R1
d(u) · ν

∣

∣ ≤
2

3

(

max
k=1,2

max
j=1,...4

hj,k

|dk
j |

)

∫

d

|∇G(z)|dz
4
∑

j=1

4
∑

i=1

∑

k=1,2

|dk
j |

|d|

|Si|

|S|

≤
2

3

(

max
k=1,2

max
j=1,...4

hj,k

|dk
j |

)

|d|1/p‖∇G‖Lp′ (d)

≤
2cr(T )

3
h|d|−1/p′

‖∇G‖Lp′ (d)

because cr(T )|dk
j | ≥ |d| and hj,k ≤ hd ≤ h. The vector R1

d(u) can be expressed in

the basis (νkl, νab, νef) as R1
d(u) = R1

kl(u)νkl + R1
ab(u)νab + R1

ef(u)νef and its norm
verifies

∣

∣R1
d(u)

∣

∣

2
= R1

d(u)
T
GdR

1
d(u) ≤ λM (d)

(

(R1
kl(u))

2 + (R1
ab(u))

2 + (R1
ef(u))

2
)

.

The three errors of consistency evaluated above are R1
d(u) · νkl, ... given by





R1
d · νkl

R1
d · νab

R1
d · νef



 = Gd





R1
kl

R1
ab

R1
ef



 .

Because ‖Gd
−1‖2 ≤ 1

λm(d) , it is derived the estimate

∣

∣R1
d(u)

∣

∣

2
≤

λM (d)

λm(d)2

(

(

R1
d(u) · νkl

)2
+
(

R1
d(u) · νab

)2
+
(

R1
d(u) · νef

)2
)

.

Here, λM (d) is the largest eigenvalue of the Gram matrix Gd as defined by eq. (2.15),
while λm(d) is its smallest one. Note that λM (d) ≤ ‖Gd‖1 ≤ 3 and cr(T )λm(d) ≥ 1,
so that the bound on the local error of consistency reads

∣

∣R1
d(u)

∣

∣ ≤ 3cr(T )
2cr(T )

3
h|d|−1/p′

‖∇G‖Lp′ (d) = 2cr(T )
2
h|d|−1/p′

‖∇G‖Lp′ (d)

and the proof is completed by an easy summation over the diamond cell d in D.

Lemma 6.7 (Error of consistency on the flux). There exists a constant C > 0
depending on the mesh regularity constant cr(T ), on c4 and p, q, such that, if u ∈
W 2,p(Ω),

‖R2
T (u)‖Lp′ (Ω) ≤ Ch

(

‖b3‖Lp/(p−2)(Ω) + ‖u‖p−2
W 2,p(Ω)

)

‖u‖W 2,p(Ω)

with g = γ(u) as a boundary data.
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Proof. Using (6.6), the computation of R2
T (u) reads for p 6= 2:

∫

Ω

|R2
T (u)|p

′

=
∑

d∈D

|d|

∣

∣

∣

∣

1

|d|

∫

d

(

ϕ(z,∇u(z)) − ϕ(z,∇d
pg

pT u(z))
)

dz

∣

∣

∣

∣

p′

≤
∑

d∈D

∫

d

∣

∣

∣ϕ(z,∇u(z)) − ϕ(z,∇d
pg

pT u(z))dz
∣

∣

∣

p′

≤
∑

d∈D

∫

d

∣

∣

∣c4

(

b3 + |∇u|p−2 + |∇d
pg

pT u|p−2
)∣

∣

∣

p′

|∇u−∇d
pg

pT u|p
′

dz

≤

(∫

Ω

∣

∣

∣c4

(

b3 + |∇u|p−2 + |∇T

pg
pT u|p−2

)∣

∣

∣

p/(p−2)

dz

)1−p′/p

(∫

Ω

|∇u−∇T

pg
pT u|pdz

)p′/p

because p′/(1 − p′/p) = 1/(1 − 2/p) = p/(p− 2). This inequality finally reads

‖R2
T (u)‖Lp′ (Ω) ≤ c

1−2/p
4

∥

∥

∥
b3 +|∇u|p−2+|∇T

pg
pT u|p−2

∥

∥

∥

Lp/(p−2)
‖∇u−∇T

pg
pT u‖Lp(Ω)

≤ c
1−2/p
4

(

‖b3‖Lp/(p−2)(Ω) + ‖∇u‖p−2
Lp(Ω) + ‖∇T

pg
pT u‖p−2

Lp(Ω)

)

‖∇u−∇T

pg
pT u‖Lp(Ω).

For p = 2, we simply have

∫

Ω

|R2
T (u)|2 ≤

∑

d∈D

∫

d

∣

∣

∣ϕ(z,∇u(z)) − ϕ(z,∇d
pg

pT u(z))dz
∣

∣

∣

2

≤ ‖b3‖L∞(Ω)‖∇u−∇d
pg

pT u‖2
L2(Ω).

The final estimate results from lemma 6.8 below.
Lemma 6.8 (Estimates on the projection). There exists a constant C(p) > 0 that

depends only on p such that, for any function u ∈W 2,p(Ω),

‖∇u−∇T

pg
pT u‖Lp(Ω) ≤ C(p)cr(T )3(1+1/p)h‖u‖W 2,p(Ω), (6.12)

‖∇T

pg
pT u‖Lp(Ω) ≤

(

1 + C(p)cr(T )3(1+1/p) diam(Ω)
)

‖u‖W 2,p(Ω) (6.13)

with g = γ(u). The value of C(p) is specified in eq. (6.15).
Proof. By density, it is sufficient to prove the estimate (6.12) for functions u ∈

C2(Ω̄). In that case, for any d ∈ D, consider the ball Bd inside d of radius Rd > 0
and such that d is star-shaped with respect to Bd (definition 2.3). It is written

‖∇u − ∇T

pg
pT u‖Lp(Ω) =

(
∑

d∈D Ed

)1/p
with Ed =

∫

d

∣

∣

∣
∇u(z) −∇d

pg
pT u

∣

∣

∣

p

dz. Let

〈∇u〉B = 1
|B|

∫

B
∇u(z)dz denote the average of ∇u on the ball B. The estimate is

split as

Ed ≤ 2p−1

(∫

d

|∇u(z) − 〈∇u〉B |p dz +
∣

∣

∣
〈∇u〉B −∇d

pg
pT u

∣

∣

∣

p

|d|

)

. (6.14)

The first term is bounded because of the result from lemma 6.5,
∫

d

|∇u(z) − 〈∇u〉B |p dz ≤
3

2

(

hd

Rd

)p

hp
d

∫

d

|∇u(z)|pdz.
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To bound the second term, note that, for any c = k, l,a,b,e, f,

∀z ∈ B, u(xc) = u(z) + ∇u(z) · (xc − z) + Ec(z),

with Ec(z) =
∫ 1

0
H(u)(z + t(xc − z))(xc − z) · (xc − z)(1 − t)dt (where H(u) denotes

the Hessian matrix of u). From the consistency property stated in lemma 3.1 and
because g = γ0(u),

∇d
pg

pT u = ∇u(z) +
1

3|d|

(

(El(z) − Ek(z))Nkl + (Eb(z) − Ea(z))Nab

+ (Ef(z) − Ee(z))Nef

)

.

As a consequence,

∇d
pg

pT u− 〈∇u〉B =
1

3|d|
((El − Ek)Nkl + (Eb − Ea)Nab + (Ef − Ee)Nef)

with Ec = 1
|B|

∫

B
Ec(z)dz. The estimate of Ec is carried out as usual, with the change

of variable s = 1 − t and because |z − xc| ≤ hd, and then with the change of variable
x = sz + (1 − s)xc:

|Ec| ≤
h2

d

|B|

∫

B

∫ 1

0

|H(u)(sz + (1 − s)xc)| sdsdz ≤
h2

d

|B|

∫ 1

0

∫

B(s)

|H(u)(x)| dx
sds

sd

where d = 3 is the dimension and B(s) = {sz + (1 − s)xc, z ∈ B} ⊂ d because d is
star-shaped with respect to B. Due to the inequality of Hölder,

∫

B(s)
|H(u)(x)| dx ≤

‖H(u)‖Lp(d)|B(s)|1−1/p with |B(s)| = sd|B| and it finally reads

|Ec| ≤
h2

d

|B|
‖H(u)‖Lp(d)

∫ 1

0

sd(1−1/p)|B|1−1/p sds

sd

= h2
d|B|−1/p‖H(u)‖Lp(d)

∫ 1

0

s1−d/pds =
1

2 − d/p
h2

d|B|−1/p‖H(u)‖Lp(d).

Here, 2− d/p > 0 because d = 3 and p ≥ 2, which is also used to prove the Sobolev’s
embeddings stated in (1.6). The final estimate of the second term of eq. (6.14) is

∣

∣

∣
〈∇u〉B −∇d

pg
pT u

∣

∣

∣
≤

1

3|d|

2

2 − 3/p
h2

d|B|−1/p‖H(u)‖Lp(d) (|Nkl| + |Nab| + |Nef|)

≤
1

3|d|

2

2 − 3/p
h2

d|B|−1/p‖H(u)‖Lp(d)
3

2
h2

d

because |Nkl|, |Nab| and |Nef| ≤
1
2h

2
d in view of eqs. (2.6), (2.8) and (2.10). At last,

the bound on each Ed reads

Ed ≤ 2p−1

(

3

2

(

hd

Rd

)p

hp
d +

1

(2 − 3/p)p

h4p
d

|d|p
|d|

|B|

)

‖u‖p
W 2,p(d)

and the conclusion holds because hd ≤ cr(T )Rd and

4

3
πR3

d = |B| ≤ |D| ≤
4

3
π
h3

d

23
and then

h3
d

|d|
≤

3

4π

h3
d

R3
d

,
|d|

|B|
≤

1

8

h3
d

R3
d

.
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Specifically, Ed ≤ C(p)pcr(T )3(p+1)hp
d‖u‖

p
W 2,p(d) where the constant C(p) > 0 de-

pends only on p:

C(p)p = 2p−1

(

3

2
+

1

(2 − 3/p)p

1

8

(

3

4π

)p)

. (6.15)

For functions u in W 2,p(Ω), the inequality (6.13) is derived directly from the previous
one using the triangular inequality.

Lemma 6.9. Given q such that 1
p −

1
3 <

1
q <

1
3 like in (1.6), for any u ∈W 2,p(Ω),

‖u− pT u‖Lp(Ω) ≤
|Ω|1/p−1/q

(1 − 3p/q)
1/p

h‖∇u‖Lq(Ω) ≤ Ch‖u‖W 2,p(Ω) (6.16)

where C > 0 is constant that depends only on Ω and p.
Proof. Recall that pT u = (u(xk), u(xa), u(xe), u(xf))k∈M,a∈N ,e∈E,f∈F is a triple

of piecewise constant functions, namely uM, uN and uFE and according to the nota-
tion (3.3),

‖u− pT u‖Lp(Ω) =

(

1

3

(∫

Ω

|u− uM|p +

∫

Ω

|u− uN |p +

∫

Ω

|u− uFE |p
))1/p

. (6.17)

For each of these 3 piecewise constant functions, the error is split into integrals on
the 8 tetrahedra that form a diamond, namely the (di)i=1...8 as defined by eq. (2.1).
Hence, it is sufficient to estimate some integrals of the form

∫

di
|u(z) − u(xc)|

pdz for

any c = k, l,a,b,e, f. If u is a function in C2(Ω̄), then u(z) − u(xc) =
∫ 1

0
∇u(tz +

(1 − t)xc) · (z − xc)dt and

∫

di

|u(z) − u(xc)|
pdz ≤

∫

di

∫ 1

0

|∇u(tz + (1 − t)xc)|
php

ddtdz

≤ hp
d

∫ 1

0

dt

t3

∫

di(t)

|∇u(x)|pdx ≤ hp
d

∫ 1

0

dt

t3

(∫

di

|∇u(x)|qdx

)p/q

|di(t)|
1−p/q

where di(t) = {tz+(1− t)xc, z ∈ di} ⊂ di because di is convex. Now |di(t)| = t3|di|
and then

∫

di

|u(z) − u(xc)|
pdz ≤ hp

d|di|
1−p/q‖∇u‖p

Lq(di)

∫ 1

0

t−3p/qdt

=
1

1 − 3p/q
hp

d|di|
1−p/q‖∇u‖p

Lq(di)
.

Each of the 3 integrals in eq. (6.17) is bounded by hp

1−3p/q‖∇u‖
p
Lq(Ω)|Ω|1−p/q so that,

using the Sobolev’s embedding W 2,p(Ω) ⊂W 1,q(Ω), the inequalities (6.16) hold.

6.3. Main result and proof. Our main result is the following.
Theorem 6.10 (Error estimates). Assume that the flux ϕ satisfies assumptions

(1.2), (1.3), (1.4) on the one hand and assumptions (6.5), (6.6) and (6.7) on the
other hand. Consider f ∈ Lp′

(Ω) and assume that the solution u to (1.1) belongs to
W 2,p(Ω).
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For any mesh T on Ω there exists a constant C > 0 depending on the norm
‖u‖W 2,p , the regularity parameter cr(T ), the data Ω, f, g, (bi)1≤i≤5 and (ci)1≤i≤4,
such that

‖u−uM‖Lp + ‖u−uN ‖Lp + ‖u−uFE‖Lp + ‖∇u−∇T

δuu
T ‖Lp ≤ C‖u‖W 2,p(Ω) h

1/(p−1)

(6.18)
where uT = (uM, uN , uFE) ∈ X and δuT = pT g (eq. (5.3)) are the solutions to
eq. (5.4).

Proof. With the discrete fluxes from definition 6.3, the exact solution verifies the
system of equations

−divT (ψT (∇u)) = πT f, (6.19)

that is the continuous counterpart of the scheme (5.4). Comparing equation (6.19)
on the exact solution u and (5.4) on the approximation uT , it is obvious that

−divT (ψT (∇u)) + divT (ϕD(∇T

δuu
T )) = 0

and equivalently

−divT

(

ϕD(∇T

δuu
T ) − ϕD(∇T

pg
pT u)

)

= −divT (RT (u)) ,

where RT (u) = ψT (∇u) − ϕD(∇T

δup
T u) ∈ Q is given in definition 6.3. Since we take

δuT = pT g, using the discrete duality identity (theorem 4.1), the error equation reads

(

ϕD(∇T

δuu
T ) − ϕD(∇T

δup
T u), ∇T

δuu
T −∇T

δup
T u
)

Q

=
(

RT (u), ∇T

δuu
T −∇T

δup
T u
)

Q
. (6.20)

Under assumption (6.5), the error equation (6.20) proves that

c3

∫

Ω

∣

∣∇T

0 (uT − pT u)
∣

∣

p
≤

∫

Ω

RT (u) · ∇T

0 (uT − pT u),

and then, using the inequality of Hölder,

(c3)
p′

∫

Ω

∣

∣∇T

0 (uT − pT u)
∣

∣

p
≤

∫

Ω

|RT (u)|p
′

≤
(

‖R1
T (u)‖Lp′ (Ω) + ‖R2

T (u)‖Lp′ (Ω)

)p′

.

And from lemma 6.6 and 6.7, there exists a constant C > 0 that depends on cr(T )
and on the (bi), the (ci) and p such that

‖∇T

0 (uT − pT u)‖Lp(Ω) ≤ C‖u‖W 2,p(Ω)h
1/(p−1)

since p′/p = 1/(p − 1). The proof is easily completed using lemma 6.8 to get the
estimate on ‖∇u−∇T

pg
uT ‖Lp(Ω) and theorem 4.2 and lemma 6.9 to get the estimate

on ‖u− pT u‖Lp(Ω), because 1/(p− 1) ≤ 1 (so that h ≤ h1/(p−1) for h ≤ 1).
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7. Numerical tests. We exhibit the efficiency of this 3D DDFV scheme on the
linear anisotropic problem ϕ(x, ξ) = K(x)ξ. For all the tests, the source term f and
the boundary data g are built in such a way that the solution of (1.1) is a given
function u. The accuracy of the scheme is investigated in the L2 and discrete H1

norms (from eq. (6.2)). The maximum principle is also examined.

The tests are carried out on four families of meshes as illustrated on figure 7.1:
some standard cubic and tetrahedrical meshes (figures 7.1(a) and 7.1(b)), a distorted
family of meshes proposed in [7] (figure 7.1(c)) and checkerboard-like meshes (fig-
ure 7.1(d)) that present a great amount of non conformal faces.

(a) Mesh 1: Cubes. (b) Mesh 2: Tetrahe-
dra.

(c) Mesh 3: Prismes. (d) Mesh 4: Checker-
boards.

Figure 7.1. The different meshes. Meshes 2 were generated with TetGen [25], meshes 3 are
courtesy of K. Lipnikov and Meshes 4 were generated with PELICANS [19].

Mesh 1 Mesh 2 Mesh 3 Mesh 4
# Nb cv Nb un Nb cv Nb un Nb cv Nb un Nb cv Nb un
1 8 27 215 737 36 239 1210 12179
2 64 343 2003 7777 288 2543 8820 96759
3 512 3375 3898 15495 2304 23135 28830 325739
4 4096 29791 7711 31139 18432 196799 – –
5 32768 250047 15266 62419 – – – –

Table 7.1
Number of primary control volumes and number of unknowns.

Test 1: in this first test, the exact solution is quadratic and there is a mild
anisotropy. The data are

K =





1 0.5 0
0.5 1 0.5
0 0.5 1



 , u(x, y, z) = 16(x(1 − x) + y(1 − y) + z(1 − z)).

Test 2: it is the test proposed in [7] where the permeability is strongly heteroge-
neous and anisotropic and the exact solution is sharp. The data are

K(x, y, z) =





y2 + z2 + 1 −xy −xz
−xy x2 + z2 + 1 −yz
−xz −yz x2 + y2 + 1



 ,

u(x, y, z) = x3y2z + x sin(2πxz) sin(2πxy) sin(2πz).

Tests 3 and 4: they are built from a rotating and heterogeneous anisotropic
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permeability with a harmonic solution. The data are

K =







K1x2+K2y2

x2+y2

(K1−K2)xy
x2+y2 0

(K1−K2)xy
x2+y2

K2x2+K1y2

x2+y2 0

0 0 K3z + 1.0






,

u(x, y, z) = sin(2πx) sin(2πy) sin(2πz)

and the values of K1,K2,K3 for tests 3 and 4 are given in table 7.2.

K1 K2 K3

Test 3 1 0.1 1
Test 4 1 0.001 10

Table 7.2
K1 and K2 for tests 3 and 4.

We observe in tables 7.3-7.6 an order of convergence closed to 2 in L2−norm and
order 1 convergence in the discrete H1 norm. This super-convergence is classically
observed for finite volume schemes, but it remains an open problem for general meshes,
even for 2D-DDFV.

As the exact solution lies for test 1 in [0, 12] and for test 2, 3, 4 in [−1, 1], we
observe in table 7.7 that the positivity of the scheme is fulfilled, and that the maximum
principle is only achieved asymptotically. In the highly anisotropic and heterogeneous
tests 3 and 4, we observe in table 7.8 that neither the positivity, neither the maximum
principle hold, as it was already the case for the 2D DDFV schemes and for all the
linear schemes (see [15, 5]). Only nonlinear schemes can ensure the maximum principle
in such severe situations ([21, 24, 20, 13]).

Mesh 1 Mesh 4

# ‖ · ‖2 Rate ‖ · ‖H1
Rate ‖ · ‖2 Rate ‖ · ‖H1

Rate
1 0.18e+00 – 0.12e+01 – 0.78e+00 – 0.28e+01 –
2 0.37e-01 2.02 0.49e+00 1.10 0.22e+00 1.62 0.15e+01 0.80
3 0.24e-01 1.91 0.39e+00 0.96 0.57e-01 1.82 0.77e+00 0.90
4 0.15e-01 2.10 0.30e+00 1.09 0.14e-01 1.91 0.39e+00 0.95
5 0.95e-02 1.87 0.25e+00 0.93 – – – –

Table 7.3
Relative L2 and H1 errors and rate of convergence for test 1.
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