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In this paper, we show how the approach of Moreau and Panagiotopoulos can be used to develop a suitable method for the formulation and mathematical analysis of circuits involving devices like diodes and thyristors.
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1. Introduction

In order to deal with nonlinear phenomena like unilateral contact and Coulomb friction, the notion of superpotential has been introduced by Moreau [31] for convex but generally non-differentiable energy functionals. This approach has led to a major generalization of the concept of superpotential by Panagiotopoulos [37] so as to recover the case of non-convex energy functionals. The approach of Moreau and Panagiotopoulos is now well established and often used for the treatment of various problems in elasticity, plasticity, fluid mechanics and robotics.

Our aim in this paper is to extend the superpotential approach of Moreau and Panagiotopoulos in a new direction. Indeed, in this paper, we show how the approach of Moreau and Panagiotopoulos can be used to develop a suitable method for the formulation and mathematical analysis of circuits involving devices like diodes, diacs and thyristors.

Precise descriptions including ampere–volt characteristics of electrical devices can be found in the database and catalogs of electronics companies (see e.g. [3,5,7,8]), in the appropriate engineering literature (see e.g. [30]) and in the documentation available on the Net (see e.g. [1,2,4,6]). It is then easy to remark that ampere–volt characteristics of various devices like diodes and thyristors are set-valued graphs.
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Now, we hope that it is not sacrilege to think that there remains perhaps something like a small gap between
the database and catalogs of electrical components and the catalogs of theorems that can be found in the set-valued
mathematical literature. Our purpose in this paper is to try to build something like a small bridge over this gap.

More precisely, we will show that the approach of Moreau and Panagiotopoulos [31,37] constitutes a powerful key
that can be used to write a precise and rigorous mathematical model describing the dynamics of circuits involving
devices like diodes, diacs and thyristors.

2. Set-valued ampere–volt characteristics in electronics

Electrical devices are described in terms of ampere–volt characteristics. Experimental measures and mathematical
models lead to a variety of graphs that may present vertical branches. The reader can find general descriptions of
devices and ampere–volt characteristics either in the appropriate electronics literature or in electronics society catalogs
available on the Net.

Example 1. The diode is a device that constitutes a rectifier which permits the easy flow of charges in one direction but
restrains the flow in the opposite direction. Fig. 1 illustrates the ampere–volt characteristic of a practical diode model.
There is a voltage point, called the knee voltage $V_1$, at which the diode begins to conduct and a maximum reverse
voltage, called the peak reverse voltage $V_2$, that will not force the diode to conduct. When this voltage is exceeded,
the depletion may breakdown and allow the diode to conduct in the reverse direction. Note that $|V_2| \gg |V_1|$.

Example 2. Fig. 2 illustrates a complete diode model which includes the effect of the natural resistance of the diode,
called the bulk resistance, the reverse current $I_R$, the diode capacitance and the diffusion current. For example, the
10ETS. rectifier (SAFEIR series [7]) has been designed with $V_1 = 1.1$ V, $V_2 \in [-1600, -800]$ V, $I_R = 0.05$ mA and
with a bulk resistance equal to 20 mΩ.

Example 3. A varactor (see Fig. 3) is a diode that is made to take advantage of the capacitance effect. A voltage
controlled capacitance is useful in electronics tuning circuits such as in television tuners. The capacitance of the
diode can be modified by varying the reverse bias across the diode. Thus, if the direct current control voltage is time
dependent, so is the graph in Fig. 3.

Example 4. The Zener diodes are made to permit current to flow in the reverse direction if the voltage is larger than
the rated breakdown or “Zener voltage” $V_2$. For example, for a practical diode, $V_1 \simeq 0.7$ V and $V_2 = -7$ V. The Zener
diode is (see Fig. 4) a good voltage regulator for maintaining a constant voltage regardless of minor variations in load.
current or input voltage. There is a current point $I_1$, called the Zener knee current, which is the minimum value of the Zener current required to maintain voltage regulation and a maximum allowable value of Zener current $I_2$. Currents above this value will damage or destroy the model.

**Example 5.** Bilateral trigger diacs are bidirectional thyristors designed to switch alternating current and trigger silicon controlled rectifiers and triacs. Fig. 5(a) and (b) illustrate typical voltage current characteristics of a diac. Here $V_1$ (resp. $V_2 = -V_1$) is the forward (resp. reverse) breakover voltage while $I_1$ (resp. $I_2 = -I_1$) is the forward (resp. reverse) breakover current. For example, for a practical trigger diac, $V_1 = 30$ V and $I_1 = 25$ µA.

**Example 6.** Silicon controlled rectifiers are three-terminal devices designed for start/stop control circuit for a direct current motor, lamp, or other practical load. Fig. 6(a) and (b) illustrate the typical ampere–volt characteristic of a three-terminal silicon controlled rectifier for a given gate current $I_G$. Fig. 6(c) shows that the forward breakover voltage is a function of the cathode gate current $I_G$. Thus if $I_G$ is time dependent, so is the graph describing the ampere–volt characteristic.
The ampere–volt characteristics depicted above in Figs. 2–6 show that both monotone and non-monotone single-valued and set-valued graphs may be encountered in electronics.

Remark 1. Note that in the engineering literature, the ampere–volt characteristic of a device is usually depicted as a volt–ampere characteristic.

3. The approach of Moreau and Panagiotopoulos

The discussion above shows the interest of introducing a general model of an electrical device whose ampere–volt characteristic may present some finite vertical branches. Such a model is depicted in Fig. 7.
The first step of our mathematical treatment consists of proposing a mathematical relation that describes such a general possibly set-valued ampere–volt characteristic.

In fact, the approach for doing that exists in the literature and has been essentially developed in unilateral mechanics (see e.g. [15,22,23,32,34,36,38,39]). It has been introduced by Moreau [31] for the treatment of monotone set-valued graphs and then extended by Panagiotopoulos [37] for the treatment of general set-valued graphs including both monotone and non-monotone graphs. This approach is now used by most engineers to formulate concrete models for highly nonlinear phenomena in mechanics like adhesion, friction, unilateral contact, delamination, fracture, debonding, etc.

We may first write

\[ V \in F(i), \quad (i \in \mathbb{R}) \]

for some set-valued function \( F : \mathbb{R} \rightrightarrows \mathbb{R} \).

In our framework, the approach of Moreau and Panagiotopoulos consists of introducing a possibly discontinuous function \( \beta \in L^\infty_{\text{loc}}(\mathbb{R}; \mathbb{R}) \) such that left limit \( \beta(i^-) \) and right limit \( \beta(i^+) \) exist for all \( i \in \mathbb{R} \) and so that

\[
F(i) = [\min\{\beta(i^-), \beta(i^+)\}, \max\{\beta(i^-), \beta(i^+)\}], \quad (i \in \mathbb{R}).
\]

(1)

For example, the function \( \beta \) depicted in Fig. 8 is deduced from the set-valued graph in Fig. 7.

**Remark 2.** Note that filling in the graph of a discontinuous function is a methodology which can be also traced back to Rauch [42] for PDE’s.

Let us now introduce the function \( j : \mathbb{R} \to \mathbb{R} \) through the formula

\[
j(i) = \int_0^i \beta(\tau) d\tau, \quad (i \in \mathbb{R}).
\]

(2)
Here $\beta \in L^\infty_{\text{loc}}(\mathbb{R}; \mathbb{R})$ and the function $j$ is thus locally Lipschitz. Moreover, a fundamental result in set-valued analysis due to Chang (see e.g. [18] and Proposition 1.2.19 in [22]) ensures that

$$\partial_C j(i) = [\min\{\beta(i^-), \beta(i^+)\}, \max\{\beta(i^-), \beta(i^+)\}], \quad (i \in \mathbb{R}).$$

Here, for $i \in \mathbb{R}$, $\partial_C j(i)$ denotes Clarke’s subdifferential (see e.g. [19]) of $j$ at $i$, that is

$$\partial_C j(i) = \{w \in \mathbb{R} : j^0(i; v) \geq w v, \forall v \in \mathbb{R}\}$$

where

$$j^0_C(i; v) := \limsup_{w \to i, \lambda \downarrow 0} \frac{j(w + \lambda v) - j(w)}{\lambda}$$

denotes the generalized directional derivative of $j$ at $i$. Then

$$\mathcal{F}(i) = \partial_C j(i), \quad (i \in \mathbb{R})$$

and the relation that models the ampere–volt characteristic reads

$$V \in \partial_C j(i), \quad (i \in \mathbb{R}). \quad (3)$$

The formula in (3) is a subdifferential relation allowing the use of various powerful mathematical tools of unilateral analysis (see e.g. [11,12,19,22,24,33,36]).

Roughly speaking, $\partial_C j$ results from the possibly discontinuous function $\beta$ by “filling in the gaps”. In other rough words, $j$ appears as a “primitive” of $\mathcal{F}$ in the sense that the “derivative” (in the sense of Clarke) of $j$ recovers the set-valued function $\mathcal{F}$.

**Remark 3.** Note that the function $j$ in (2) is the unique function such that

$$\partial_C j(i) = [\min\{\beta(i^-), \beta(i^+)\}, \max\{\beta(i^-), \beta(i^+)\}], \quad (i \in \mathbb{R})$$

and

$$j(0) = 0.$$

### 3.1. VAP-admissible device and electrical superpotential

We will say that an electrical device is **VAP-admissible** provided that its ampere–volt characteristic can be written as in (1) for some function $\beta \in L^\infty_{\text{loc}}(\mathbb{R}; \mathbb{R})$ admitting left and right limits $\beta(i^-)$, $\beta(i^+)$, for all $i \in \mathbb{R}$. Note that VAP stands for “volt–ampere–Panagiotopoulos”.

**Remark 4.** (i) All devices described in the previous section are VAP-admissible devices. (ii) The ideal diode is described by the complementarity relations

$$V \leq 0, \quad i \geq 0, \quad Vi = 0,$$

that is the set-valued relation:

$$V \in \mathcal{F}(i) := \begin{cases} \emptyset & \text{if } i < 0 \\ ]-\infty, 0] & \text{if } i = 0 \\ 0 & \text{if } i > 0. \end{cases}$$

It is easy to remark that the ideal diode is not a VAP-admissible device. This fact does not really constitute a limitation of our approach for the analysis of non-regular circuits since the ideal diode does not exist as a concrete electrical device. Indeed, any existing diode presents a maximum reverse voltage and a peak reverse voltage (see Example 7) and such diode is VAP-admissible.

(iii) Circuits involving ideal diodes can be studied by means of tools from the theory of complementarity systems (see e.g. [20,26]). This approach has been the subject of recent works (see e.g. [28,16,17,35] and the references cited therein).
Fig. 9. Illustration of the circuit with a feedback branch.

The function \( j \) in (2) that defines the ampere–volt characteristic of a VAP-admissible device will be called the electrical superpotential of the device.

**Remark 5.** If the ampere–volt characteristic is time dependent, so are the functions \( \beta \) and \( j \).

### 4. Non-regular circuits and systems

In this section, we introduce a general formalism whose study was initiated by Brogliato in [13] and [14]. We also refer the reader to [9,16,21] for some related recent work.

Let \( A \in \mathbb{R}^{n\times n}, B \in \mathbb{R}^{n\times m}, C \in \mathbb{R}^{m\times n} \) and \( D \in \mathbb{R}^{n\times p} \) be given matrices. Let \( j : \mathbb{R} \times \mathbb{R}^m \to \mathbb{R} \) be a given mapping.

It is assumed that \( x \mapsto j(t, x) \) is locally Lipschitz for all \( t \geq 0 \).

Our aim is to introduce a system described by a transfer function
\[
H(s) = C(sI - A)^{-1}B
\]
and a feedback branch containing sector static nonlinearity as depicted in Fig. 9.

The feedback nonlinearity that describes the graph \((y, y_L)\) is here defined by the model
\[
y_L \in \partial_{C,2} j(., y).
\]

Here, for \( t \geq 0 \) and \( x \in \mathbb{R}^m \), \( \partial_{C,2} j(t, x) \) denotes Clarke’s subdifferential of \( j(t,.) \) with respect to the second variable at \( x \), that is
\[
\partial_{C,2} j(t, x) = \{ w \in \mathbb{R}^m : j^0_{C,2}(t, x; v) \geq \langle w, v \rangle, \forall v \in \mathbb{R}^m \}, \quad (t \geq 0)
\]
where
\[
j^0_{C,2}(t, x; v) := \limsup_{w \to x, \lambda \downarrow 0} \frac{j(t, w + \lambda v) - j(t, w)}{\lambda}, \quad (t \geq 0)
\]
and
\[
\langle w, v \rangle := \sum_{i=1}^m w_i v_i.
\]

Moreover, the system is driven by inputs \( Du \) for some given function
\[
u : [0, +\infty[ \to \mathbb{R}^p; \quad t \mapsto u(t).
\]

The state-space equations of such a system are given by
\[
\frac{dx}{dt}(t) = Ax(t) - By_L(t) + Du(t), \quad \text{a.e. } t \geq 0
\]
\[
y(t) = Cx(t), \quad \forall t \geq 0,
\]
and
\[
y_L(t) \in \partial_{C,2} j(t, y(t)), \quad \text{a.e. } t \geq 0.
\]
This framework is particularly useful for the study of non-regular circuits involving VAP-admissible devices.

**Example 7.** Let us consider the following dynamics that corresponds to the circuit depicted in Fig. 10:

\[
\begin{pmatrix}
\frac{dx_1}{dt} \\
\frac{dx_2}{dt} \\
\frac{dx_3}{dt}
\end{pmatrix} =
\begin{pmatrix}
0 \\
-\frac{1}{L} \\
0
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix} -
\begin{pmatrix}
\frac{1}{R} \\
-\frac{1}{L} \\
\frac{1}{R}
\end{pmatrix}
\begin{pmatrix}
y_L \\
u
\end{pmatrix} +
\begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix},
\]

and

\[y_L \in \partial_{C,2} j_{\text{SCR}}(., y)\]

where \(R > 0\) is a resistor, \(L > 0\) an inductor, \(C_0 > 0\) a capacitor, \(u\) is the voltage supply, \(x_1\) is the time integral of the current across the capacitance, \(x_2\) is the current across the circuit, \(y_L\) is the voltage of the silicon controlled rectifier, \(j_{\text{SCR}}\) is the electrical superpotential of the silicon controlled rectifier. The time dependence of \(j_{\text{SCR}}\) is driven by the gate current \(I_G\).

**Example 8.** Let us consider the following dynamics that corresponds to the circuit depicted in Fig. 11:
and
\[
\begin{cases}
y_{L,1} \in \partial C j_D(-x_3 + x_2) \\
y_{L,2} \in \partial C j_Z(x_2) \\
\end{cases}
\tag{7}
\]

where \( R_1 > 0, R_2 > 0, R_3 > 0 \) are resistors, \( L_2 > 0, L_3 > 0 \) are inductors, \( C_4 > 0 \) is a capacitor, \( x_1 \) is the time integral of the current across the capacitor, \( x_2 \) is the current across the capacitor, \( x_3 \) is the current across the inductor \( L_2 \) and resistor \( R_2 \), \( y_{L,1} \) is the voltage of the Zener diode, \( y_{L,2} \) is the voltage of the diode, \( j_Z \) is the electrical superpotential of the Zener diode and \( j_D \) is the electrical superpotential of the diode. Setting
\[
y = \begin{pmatrix} 0 & 1 & -1 \\ 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \\ x_3 \end{pmatrix}
\]
and defining the function \( j_{ZD} : \mathbb{R}^2 \to \mathbb{R}; X \mapsto j_{ZD}(X) \) by the formula
\[
j_{ZD}(X) = j_Z(X_1) + j_D(X_2),
\]
we may write the relations in (7) equivalently as
\[
y_L \in \partial C j_{ZD}(Cx).
\]

5. Mathematical formalism

Let \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{m \times n} \) and \( D \in \mathbb{R}^{n \times p} \) be given matrices.

Let \( j : \mathbb{R} \times \mathbb{R}^m \to \mathbb{R} \) be a given mapping. It is assumed that \( x \mapsto j(t, x) \) is locally Lipschitz for all \( t \geq 0 \).

Let \( u : [0, +\infty[ \to \mathbb{R}^p; t \mapsto u(t) \) be a given function. We suppose that
\[
u \in L^1_{\text{loc}}(0, +\infty; \mathbb{R}^p).
\]

For \( x_0 \in \mathbb{R}^n \), we consider the problem \( P(x_0) \): Find a function \( x : [0, +\infty[ \to \mathbb{R}^n; t \mapsto x(t) \) and a function \( y_L : [0, +\infty[ \to \mathbb{R}^m; t \mapsto y_L(t) \) such that
\[
x \in C^0([0, +\infty[; \mathbb{R}^n), \tag{8}
\]
\[
B y_L \in L^1_{\text{loc}}(0, +\infty; \mathbb{R}^n), \tag{9}
\]
\[
\frac{dx}{dt} \in L^1_{\text{loc}}(0, +\infty; \mathbb{R}^n), \tag{10}
\]
\[
x(0) = x_0, \tag{11}
\]
\[
\frac{dx}{dt}(t) = A x(t) - B y_L(t) + D u(t), \quad \text{a.e. } t \geq 0, \tag{12}
\]
\[
y(t) = C x(t), \quad \forall t \geq 0, \tag{13}
\]
and
\[
y_L(t) \in \partial C_{2j}(t, y(t)), \quad \text{a.e. } t \geq 0. \tag{14}
\]

Let us now make the following key assumption:

(H) There exists a symmetric and invertible matrix \( R \in \mathbb{R}^{n \times n} \) such that
\[
R^{-2} C^T = B.
\]

Note that \( R^{-2} = (R^{-1})^2 \). Using (12)–(14), we may consider the differential inclusion
\[
\frac{dx}{dt} \in A x - B \partial C_{2j}(., C x) + D u.
\]
Setting $z = Rx$, we remark that
\[
\frac{dx}{dt} \in Ax - B\partial_{C,2} j(.,Cx) + Du
\]
\[
\iff R \frac{dx}{dt} \in RAR^{-1}Rx - RB\partial_{C,2} j(.,C^{-1}Rx) + RDu
\]
\[
\iff \frac{dz}{dt} \in RAR^{-1}z - R^{-1}R^2 B\partial_{C,2} j(.,C^{-1}z) + RDu
\]
\[
\iff \frac{dz}{dt} \in RAR^{-1}z - R^{-1}C^T\partial_{C,2} j(.,C^{-1}z) + RDu.
\]
This allows us to consider, for $x_0 \in \mathbb{R}^n$, the problem $Q(x_0)$: Find a function $z : [0, +\infty] \rightarrow \mathbb{R}^n; t \mapsto z(t)$ such that
\[
z \in C^0([0, +\infty[; \mathbb{R}^n),
\]
\[
\frac{dz}{dt} \in L^1_{loc}(0, +\infty; \mathbb{R}^n),
\]
\[
z(0) = Rx_0,
\]
\[
\frac{dz}{dt}(t) \in RAR^{-1}z(t) + RDu(t) - R^{-1}C^T\partial_{C,2} j(t, C^{-1}z(t)), \quad \text{a.e. } t \geq 0.
\]

**Proposition 1.** Suppose that assumption (H) is satisfied. If $(x, y_L)$ is a solution of problem $P(x_0)$ then $z = Rx$ is solution of problem $Q(x_0)$. Reciprocally, if $z$ is a solution of problem $Q(x_0)$ then there exists a function $y_L$ such that $(R^{-1}z, y_L)$ is a solution of problem $P(x_0)$.

**Proof.** We have seen above that if $(x, y_L)$ is a solution of problem $P(x_0)$ then $z = Rx$ is a solution of problem $Q(x_0)$. Suppose now that $z$ is a solution of problem $Q(x_0)$. Then setting $x = R^{-1}z$, we see as above that
\[
\frac{dx}{dt} \in Ax - B\partial_{C,2} j(.,Cx) + Du.
\]
It results that there exists a function $y_L \in \partial_{C,2} j(.,Cx)$ such that
\[
\frac{dx}{dt} = Ax - By_L + Du.
\]
Note that
\[
By_L = -\frac{dx}{dt} + Ax + Du \in L^1_{loc}(0, +\infty; \mathbb{R}^n).
\]
Then we obtain the relations in (8)–(14) by setting
\[
y = Cx. \quad \Box
\]

So, using assumption (H), we may reduce the study of problem $P(x_0)$ to that of problem $Q(x_0)$ which can be investigated by means of mathematical tools from set-valued analysis, variational and hemivariational inequality theory (see e.g. [10–12,19,22,24,25,33,34,36,38,39]).

**Remark 6.** Let us set
\[
L = CR^{-1}.
\]
If $z$ is a solution of problem $Q(x_0)$ then $z$ satisfies the hemivariational inequality
\[
\left\langle \frac{dz}{dt}(t) - RAR^{-1}z(t) - RDu(t), v \right\rangle + j^0_{C,2}(t, Lz(t); Lv) \geq 0, \quad \forall v \in \mathbb{R}^n, \text{ a.e. } t \geq 0.
\]
Indeed, from (18), we deduce that
\[
\frac{dz}{dt} - RAR^{-1}z - RDu(t) = -L^Tw.
\]
It results that assumption (H) holds. and thus

\[ j^0_{C,2}(t, Lz; y) \geq \langle w, y \rangle, \quad \forall y \in \mathbb{R}^m, \text{ a.e. } t \geq 0. \]

Thus

\[ j^0_{C,2}(t, Lz; Lv) \geq \langle w, Lv \rangle, \quad \forall v \in \mathbb{R}^n, \text{ a.e. } t \geq 0 \]

and thus

\[ j^0_{C,2}(t, Lz; Lv) \geq \langle L^T w, v \rangle, \quad \forall v \in \mathbb{R}^n, \text{ a.e. } t \geq 0 \]

from which we deduce that

\[
\begin{aligned}
\left( \frac{dz}{dt}(t) - RAR^{-1}z(t) - RDu(t), v \right) + j^0_{C,2}(t, Lz(t); Lv) &\geq 0, \quad \forall v \in \mathbb{R}^n, \text{ a.e. } t \geq 0.
\end{aligned}
\]

6. Assumption (H) and the Kalman–Yakubovich–Popov lemma

Let \( A \in \mathbb{R}^{n \times n}, \ B \in \mathbb{R}^{n \times m} \) and \( C \in \mathbb{R}^{m \times n} \). One says that the representation \((A, B, C)\) is minimal provided that \((A, B)\) is controllable and \((A, C)\) is observable, i.e. the matrices \((B \ AB \ A^2 B \ldots \ A^{n-1} B)\) and \((C \ CA \ CA^2 \ldots \ CA^{n-1})^T\) have full rank.

Let us now consider the real, rational matrix-valued transfer function \( H : \mathbb{C} \to \mathbb{C}^{m \times m} \) given by

\[ H(s) = C(s I_n - A)^{-1} B. \quad (19) \]

**Definition 1.** One says that \( H \) is positive real if

- \( H \) is analytic in \( \mathbb{C}^+ := \{ s \in \mathbb{C} : \text{Re}(s) > 0 \} \),
- \( H(s) + H^T(\bar{s}) \) is positive semi-definite for all \( s \in \mathbb{C}^+ \),

where \( \bar{s} \) is the conjugate of \( s \).

The following result is called Kalman–Yakubovich–Popov lemma [27,40,43] (see also e.g. [29,41]).

**Lemma 1.** Let \((A, B, C)\) be a minimal realization and let \( H \) be defined in \((19)\). The transfer function matrix \( H \) is positive real if and only if there exist a symmetric and positive definite matrix \( P \in \mathbb{R}^{n \times n} \) and a matrix \( L \in \mathbb{R}^{n \times m} \) such that

\[
\begin{aligned}
P A + A^T P &= -LL^T \\
P B &= C^T.
\end{aligned}
\]

(20)

So, if the realization \((A, B, C)\) is minimal and the transfer function \( H \) is positive real then there exists a symmetric and positive definite matrix \( P \in \mathbb{R}^{n \times n} \) and a matrix \( L \in \mathbb{R}^{n \times m} \) such that \( PA + A^T P = -LL^T \) and \( PB = C^T \). Choosing \( R \) as the symmetric square root of \( P \), i.e. \( R = R^T \), \( R \) positive definite and \( R^2 = P \), we see that \( B^T R^2 = C \) and thus

\[ R^{-2} C^T = B. \]

It results that assumption (H) holds.

Note also that, for all \( x \in \mathbb{R}^n \), we have

\[
\begin{aligned}
(\text{z} & x) \\
(\text{z} & x) \\
(\text{z} & x) \\
(\text{z} & x) \\
(\text{z} & x)
\end{aligned}
\]

It results that the matrix \( RAR^{-1} \) is negative semi-definite.
**Example 9.** Let us here consider the example discussed in Example 7. It is easy to check that
\[
\text{rank}\{(B AB)\} = \text{rank}\{(C CA)^T\} = 2
\]
and a simple computation shows that the transfer function
\[
H(s) = C(sI - A)^{-1}B = \frac{C_0s}{L_0s^2 + R_0s + 1}
\]
is positive real. The existence of a matrix $R$ that satisfies condition (H) is thus a consequence of the Kalman–Yakubovic–Popov lemma. Note that the matrix
\[
R = \begin{pmatrix}
\frac{1}{\sqrt{C_0}} & 0 \\
0 & \sqrt{L}
\end{pmatrix}
\]
is convenient.

**Example 10.** Let us here consider the example discussed in Example 8. It is easy to see that
\[
\text{rank}\{(B AB A^2 B)\} = \text{rank}\{(C CA C A^2)^T\} = 3
\]
and a simple computation shows that the transfer function
\[
H(s) = C(sI - A)^{-1}B = \frac{C_4L_3}{L_2}s(sL_2 + R_2)
\]
where
\[
D(s) = s^3C_4L_3L_2 + s^2C_4L_3R_1 + s^2C_4L_3R_2 + s^2C_4R_1L_2 + sC_4R_1R_2 + \frac{C_4L_3}{L_2}s(sL_2 + R_2)
\]
is positive real. The existence of a matrix $R$ that satisfies condition (H) is thus here also a consequence of the Kalman–Yakubovic–Popov lemma. A simple computation shows that the matrix
\[
R = \begin{pmatrix}
\frac{1}{\sqrt{C_4}} & 0 & 0 \\
0 & \sqrt{L_3} & 0 \\
0 & 0 & \sqrt{L_2}
\end{pmatrix}
\]
is convenient.

7. Conclusion

We have given in a rigorous and precise way the steps one has to follow in order to get a mathematical model that can be used to describe the dynamics of a circuit involving devices like diodes and thyristors.

We have seen that provided that some structural condition (H) is satisfied, then it is possible to reduce the mathematical model to a set-valued differential system of the form
\[
\frac{dz}{dt} \in RA^{-1}z - R^{-1}C^T \partial_{C2}j(., CR^{-1}z) + RDu.
\]  
(21)
The matrix $RA^{-1}$ is negative semi-definite and the set-valued part of the model, i.e. $R^{-1}C^T \partial_{C2}j(., CR^{-1})$, is endowed with the nice properties of the subdifferential of Clarke. This allows the use of various powerful mathematical results from set-valued and unilateral analysis.

Some qualitative and stability results applicable to the model in (21) with $j$ convex can be found in [9,13,16,21]. The non-convex case will be the subject of a future work.
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