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Combining multigrid and wavelet ideas to construct more efficient multiscale algorithms for the solution of Poisson's equation
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SP2M/L_Sim, CEA-Grenoble, 38054 Grenoble cedex 9, France

1 Abstract

It is shown how various ideas that are well established for the solution of Poisson's equation using plane wave and Multigrid methods can be incorporated into the wavelet context. The combination of wavelet concepts and multigrid techniques turns out to be particularly fruitful. We propose a modified multigrid V cycle scheme that is not only much simpler, but also more efficient than the standard V cycle. Whereas in the traditional V cycle the residue is passed to the coarser grid levels, this new scheme does not require the calculation of a residue. Instead it works with copies of the charge density on the different grid levels that were obtained from the underlying charge density on the finest grid by wavelet transformations. This scheme is not limited to the pure wavelet setting, where it is faster than the preconditioned conjugate gradient method, but equally well applicable for finite difference discretizations of Poisson's equation.

2 Introduction

Poisson's equation

$$\nabla^2 V(r) = -4\pi \rho(r)$$  \hspace{1cm} (1)

is the basic equation for electrostatic problems. As such it plays an important role in a large variety of scientific and technological problems. The solution of the differential equation (Eq. 1) can be written as an integral equation

$$V(r) = \int \frac{\rho(r')}{|r-r'|}$$  \hspace{1cm} (2)

Gravitational problems are based on exactly the same equations as the electrostatic problem, but we will use in this article the language of electrostatics, i.e. we will refer to $\rho(r)$ as a charge density. The most efficient numerical approaches for the solution of electrostatic problems are based on (Eq 1) rather than (Eq 2). However preconditioning steps found in these methods can be considered as approximate solutions of (Eq 2). The fact that the Green's function $\frac{1}{|r-r'|}$ is of long range makes the numerical solution of Poisson's equation difficult, since it implies that a charge density at a point $r'$ will have an non-negligible influence on the potential $V(r)$ at a point r far away. A naive implementation of (Eq 2) would therefore have a quadratic scaling. It comes however to our help, that the potential arising from a charge distribution far away is slowly varying.
and does not depend on the details of the charge distribution. All efficient algorithms for solving electrostatic problems are therefore based on a hierarchical multiscale treatment. On the short length scales the rapid variations of the potential due to the exact charge distribution of close by sources of charge are treated, on the large length scales the slow variation due to some smoothed charge distribution of far sources is accounted for. Since the number of degrees of freedom decreases rapidly with increasing length scales, one can obtain algorithms with linear or nearly linear scaling. In the following, we will briefly summarize how this hierarchical treatment is implemented in the standard algorithms.

- Fourier Analysis:
  If the charge density is written in its Fourier representation
  \[ \rho(r) = \sum_{k} \rho_k e^{ikr} \]
  the different length scales that are in this case given by \( \lambda = \frac{2\pi}{k} \) decouple entirely and the Fourier representation of the potential is given by
  \[ V(r) = \sum_{k} \frac{\rho_k}{k} e^{ikr} \]
  (3)

  The Fourier analysis of the real space charge density necessary to obtain its Fourier components \( \rho_k \) and the synthesis of the potential in real space from its Fourier components given by (Eq. 3) can be done with Fast Fourier methods at a cost of \( N \log_2(N) \) where \( N \) is the number of grid points. The solution of Poisson’s equation in a plane wave is thus a divide and conquer approach where the division is into the single Fourier components.

- Multigrid methods (MG):
  Trying to solve Poisson’s equation by any relaxation or iterative method (such as conjugate gradient) on the fine grid on which one finally wants to have the solution leads to a number of iterations that increases strongly with the size of the grid. The reason for this is that on a grid with a given spacing \( h \) one can efficiently treat Fourier components with a wavelength \( \lambda = \frac{2\pi}{k} \) that is comparable to the the grid spacing \( h \), but the longer wavelength Fourier components converge very slowly. This increase in the number of iterations presents a straightforward linear scaling solution of (Eq. 1). In the multigrid method, pioneered by A. Brandt [1], one is therefore introducing a hierarchy of grids with a grid spacing that is increasing by a factor of two on each hierarchic level. In contrast to the Fourier method where the charge and the potential are directly decomposed into components characterized by a certain length scale, it is the residue that is passed from the fine grids to the course grids in the MG method. The residue corresponds to the charge that would give rise to a potential that is the difference between the exact potential and the approximate potential at the current stage of the iteration.

  The solution of partial differential equations in a wavelet basis is typically done by preconditioned iterative techniques [2]. The diagonal preconditioning approach, that is
based on well established plane wave techniques, will be presented in the next section. The section after the next will introduce multigrid for Poisson’s equation in a wavelet basis. Even though the fundamental similarities between wavelet and multigrid schemes have been recognized by many workers [such as [3] this sections contains to the best of our knowledge the first thorough discussion of how both methods can profit from each other.

Within wavelet theory [4] one has two possible representations of a function \( f(x) \), a scaling function representation

\[
f(x) = \sum_j L_j u_j (x)
\]

and a wavelet representation.

\[
f(x) = \sum_j L_j u_j (x) + \sum_{L \in \text{Lims}} \sum_j d_j u_j (x).
\]

In contrast to the scaling function representation, the wavelet representation is a hierarchic representation. The wavelet at the hierarchic level \( L \) is related to the mother wavelet \( \psi \) by

\[
\psi_L (x) = \sqrt{2} \psi (2^L x - t)
\]

The characteristic length scale of a wavelet at resolution level \( L \) is therefore proportional to \( 2^{-L} \). A wavelet on a certain level \( L \) is a linear combination of scaling functions at the higher resolution level \( L + 1 \)

\[
\psi_L (x) = \sum_{j \in \text{Lims}} g_j u_j (x)
\]

Scaling functions at adjacent resolution levels are related by a similar refinement relation

\[
u_j (x) = \sum_{j \in \text{Lims}} h_j u_j (x)
\]

and hence also any wavelet at a resolution level \( L \) is a linear combination of the highest resolution scaling functions. The so-called fast wavelet transform allows us to transform back and forth between a scaling function and a wavelet representation.

Let us now introduce wavelet representations of the potential and the charge density

\[
V(x) = \sum_j L_j u_j (x) + \sum_{L \in \text{Lims}} \sum_{j} V_j \psi_j (x)
\]

\[
p(x) = \sum_j L_j u_j (x) + \sum_{L \in \text{Lims}} \sum_{j} \phi_j (x)
\]

Different levels do not completely decouple, i.e. the components on level \( L \), \( V_j \), of the exact overall solution do not satisfy the single level Poisson equation

\[
\nabla^2 \left( \sum_j V_j \psi_j (x) \right) \neq -4\pi \left( \sum_j \phi_j \psi_j (x) \right)
\]
within the chosen discretization scheme. This is due to the fact that the wavelets are not perfectly localized in Fourier space, i.e. many frequencies are necessary to synthesize a wavelet. However the amplitude of all these frequencies is clearly peaked at a nonzero characteristic frequency for any wavelet with at least one vanishing moment. From the scaling property (Eq. 6) it follows, that the frequency at which the peak occurs changes by a factor of two on neighboring resolution grids. This suggest that the coupling between the different resolution levels is weak.

In the preceding paragraph we presented the mathematical framework only for the one-dimensional case. The generalization to the 3-dim case is straightforward by using tensor products [4]. Also in the rest of the paper only the one-dimensional form of the mathematical formulas will presented for reasons of simplicity. It has to be stressed however that all the numerical results were obtained for the three-dimensional case and with periodic boundary conditions.

3 The diagonal preconditioning approach for wavelets

Preconditioning requires finding a matrix with a simple structure that has eigenvalues and eigenvectors that are similar to the ones of the matrix in question [5, 6]. The structure has to be simple in the sense that it allows us to calculate the inverse easily. The simplest and most widely used structure in this respect is the structure of a diagonal matrix. As will be shown a diagonal preconditioning matrix can be found in a wavelet basis set and preconditioned conjugate gradient type methods are then a possible method for the solution of Poisson's equation expressed in differential form (Eq. 1).

As one adds successive levels of wavelets to the basis set the largest eigenvalue grows by a factor of 4 for each level. This can easily be understood from Fourier analysis. As one increases the resolution by a factor of 2 (i.e. increases the largest Fourier vector $k_{max}$ by a factor of 2) the largest eigenvalue increases by a factor of 4. This basic scaling property of the eigenvalue spectrum can easily be modeled by a diagonal matrix, where all the diagonal elements are all equal on one resolution level, but increase by a factor of 4 as one goes to a higher resolution level. It is of course clear that all the details of the true spectrum are not reproduced by this approximations. The true spectrum consists of a large number of moderately degenerate eigenvalues. The spectrum of the approximate matrix consists of a few highly degenerate eigenvalues where each eigenvalue has all the scaling functions on one resolution level as its eigenfunctions. The true eigenfunctions are of course mixtures of scaling functions on different resolution levels, but if the wavelet family is well localized in Fourier space the contributions from neighboring resolution levels are weak. The localization in Fourier space increases with the number of vanishing moments [7] and therefore this diagonal preconditioning method works for instance much better for lifted interpolating wavelets than for ordinary interpolating wavelets [8].

Another line of arguments, that shows the weakness of the diagonal preconditioning, is the following. The preconditioning matrix can also be considered to be the diagonal part of the matrix representing the Laplacian. Since the diagonal elements increase by a
factor of 4 on each higher resolution level,
\[
\int \tilde{\psi}_b^{k+1}(x) \frac{\partial^2}{\partial x^2} \tilde{\psi}_b^{k+1}(x) \, dx = 2 \int \tilde{\psi}_b^{k}(2x) \frac{\partial^2}{\partial x^2} \tilde{\psi}_b^{k}(2x) \, dx = 4 \int \tilde{\psi}_b^{k}(x) \frac{\partial^2}{\partial x^2} \tilde{\psi}_b^{k}(x) \, dx
\]
(12)
the spectrum of the matrix has again the correct scaling properties. In the 3-dimensional case there are three different types of wavelets (products of 2 scaling functions and 1 wavelet, products of 1 scaling function and 2 wavelets and products of 3 wavelets). Each type of wavelet gives rise to a different diagonal element, but again all these diagonal elements differ by a factor of 4 on different resolution levels. Because of the weak coupling between different resolution levels discussed above, we expect the matrix elements of the Laplacian involving wavelets at two different resolutions to be small. The numerical examination of the matrix elements (Fig. 1) confirms this guess. It also shows that within one resolution level the amplitude of the matrix elements decays rapidly with respect to the distance of the two wavelets and is zero as soon as they do not any more overlap. Nevertheless, some matrix elements coupling nearest neighbor wavelets are not much smaller than the diagonal elements. One also finds a few matrix elements between different resolution levels that are less than one order of magnitude smaller than the one within a single resolution level.

The fact that all off-diagonal matrix elements are neglected in current preconditioning schemes explains their relatively slow convergence. It amounts to finding an approximate Green’s function that is diagonal in a wavelet representation. This is obviously a rather poor approximation. Let us nevertheless stress that this diagonal matrix obtained by inverting a diagonal approximation to the Laplacian is a much more reasonable approximation for preconditioning purposes than the diagonal part of the Green’s function. The diagonal part of the Green’s function has actually completely different scaling properties. The elements increase by a factor of 2 as one goes to higher resolution levels instead of decreasing by a factor of 4. The multigrid methods to be discussed later include also in an approximate way through Gauss-Seidel relaxations this off-diagonal coupling within each resolution block as well as the coupling between the different resolution levels.

In the following we will present some numerical results for the solution of the 3-dimensional Poisson equation in a wavelet basis using the diagonal preconditioning approach. All the methods presented in this paper will have the property that the convergence rate is independent of the grid size. We have chosen 64³ grids for all the numerical examples. The fact that the number of iterations necessary to reach a certain target accuracy is independent of the system size together with the fact that a single iteration involves a cost that is linear with respect to the number of grid points ensures that the Poisson’s equation can be solved with overall linear scaling. Whereas we use here only simple equidistant grids, this linear scaling has already been demonstrated with highly adaptive grids in problems that involve many different length scales [8, 9, 10, 11].

The preconditioning step using simply the diagonal is given by
\[
\Delta V_j = const \ 4^j \Delta \psi_j
\]
(13)
in analogy to Eq. 9, 10, the $\Delta \psi_j$’s are the wavelet coefficients of the $j$-th resolution level of the residue $\Delta \psi(r) = \nabla^2 \tilde{V}(r) + 4\pi \varphi(r)$ in a wavelet representation. $\tilde{V}(r)$ is the approximate
Figure 1: The absolute value of the amplitude of the matrix elements of the Laplacian in a basis of 6-th order interpolating (top panel) and 6-th order lifted interpolating (lower panel) wavelets. Shown are the elements within one resolution block (medium-medium) as well as the elements coupling to a higher resolution (medium-fine) and a lower resolution level (medium-coarse). The distance \( d \) corresponds to the nearest neighbor distance on the medium resolution level. Because of the better localization in Fourier space of the lifted wavelets, the matrix is more diagonally dominant in the lifted wavelet representation.
solution at a certain iteration of the solution process. The preconditioned residue $\Delta V$ is then used to update the approximate potential $\tilde{V}$. In the case of the preconditioned steepest descent method used here this update simply reads

$$\tilde{V} \leftarrow \tilde{V} + \alpha \Delta V$$

where $\alpha$ is an appropriate step size. As discussed above the constant in (Eq. 13) depends in the three dimensional case upon which type of wavelet is implied since it is the inverse of the Laplace matrix element between two wavelets of this type.

(Fig. 2) shows numerical results for several wavelet families. The slow convergence of the interpolating wavelets is due to the fact that they have a non-vanishing average and therefore a non-vanishing zero Fourier component [8]. Hence they are all localized in Fourier space at the origin instead of being localized around a non-zero frequency. This deficiency can be eliminated by lifting. The Fourier power spectrum of the lifted wavelets tends to zero at the origin with zero slope for the family with two vanishing moments considered here. Lifting the wavelet twice leads to 4 vanishing moments and a even better localization in Fourier space. The improvement in the convergence rate is however only marginal. The higher 8-th order lifted interpolating wavelet is smoother than its 6-th order counterpart and hence better localized in the high frequency part. This also leads to a slightly faster convergence.

![Figure 2: The reduction of the residue during a steepest descent iteration (left hand panel) and a FGMRES iteration (right hand panel) with interpolating and lifted interpolating wavelets.](image)

Combining the diagonal preconditioning (Eq. 13) with a FGMRES convergence accelerator [12] instead of using it within a steepest descent minimization gives a significantly faster convergence. The number of iterations can nearly be cut into half as shown in (Fig 2).

Up to now we have only considered the case where the elements of the matrix representing the Laplacian were calculated within the same wavelet family that was used to
analyze the residue by wavelet transformations to do the preconditioning step. More general schemes can however be implemented. It is not even necessary that the calculation of the Laplacian matrix elements is done in a wavelet basis. One can instead use simple second order finite differences, which in the one-dimensional case are given by
\[
\frac{1}{h^2}(V_{i-1} + 2V_i - V_{i+1}),
\]
(15)
or some higher order finite differences for the calculation of the matrix elements. The scaling relation (Eq. 12) does not any more hold exactly, but it is fulfilled approximately and the schemes works as well as in the pure wavelet case as is shown in (Fig. 3).

![Graph showing convergence rate](image)

Figure 3: The convergence rate for the case where Poisson’s equation is solved with finite differences and 8th order lifted wavelets are used for the preconditioned steepest descent.

4 The MG approach for wavelets

The aim of this part of the article is twofold. One aspect is how to speed up the convergence of the solution process for Poisson’s equation expressed in a wavelet basis set compared to the diagonal preconditioning approach. The other aspect is how to accelerate multigrid schemes by incorporating wavelet concepts. The part therefore begins with a brief review of the multigrid method.

(Fig. 4) schematically shows the algorithm of a standard multigrid V cycle [13, 14]. Even though the scheme is valid in any dimension, a two dimensional setting is suggested by the figure, since the data is represented as squares. Since less data is available on the coarse grids, the squares holding the coarse grid data are increasingly smaller. It has to be stressed that the remarks of the end of the first part remain valid and that in particular all the numerical calculations are 3-dim calculations. The upper half of the figure shows the first part of the V cycle where one goes from the finest grid to the coarsest grid and the lower half the second part where one goes back to the finest grid.
In the first part of the V cycle the potential on all hierarchical grids is improved by a standard red-black Gauss-Seidel relaxation denoted by GS. The GS relaxation reduces the error components of wavelengths $\lambda$ that are comparable to the grid spacing $h$ very efficiently. In the 3-dimensional case we are considering here, the smoothing factor is $\frac{1}{4}$ (page 7 of ref [13]). Since we use 2 GS relaxations roughly one quarter of the error around the wavelength $h$ survives the relaxations on each level. As a consequence the residue $\Delta \rho$ contains mainly longer wavelengths which then in turn are again efficiently eliminated by the GS relaxations on the coarser grids. Nevertheless, the remaining quarter of the shorter wavelengths surviving the relaxations on the finer grid pollutes the residue on the coarser grid through aliasing effects. Aliasing pollution means that even if the residue on the finer grid would contain only wavelengths around $h$ (and in particular no wavelength around $2h$) the restricted quantity $\gamma$ would not be identically zero.

In the second part of the V cycle the solutions obtained by relaxation on the coarse grid are prolongated to the fine grids and added to the existing solutions on each level. Aliasing pollution is again present in the prolongation procedure. Due to the accumulated aliasing errors 2 GS relaxations are again done on each level before proceeding to the next finer level.

To a first approximation the different representations of $\rho$ at the top of Fig. 4 represent Fourier filtered versions of the real space data set $\rho$ on the finest grid. The large
data set contains all the Fourier components, while the smaller data sets contain only lower and lower frequency parts of $p$. In the 1-dimensional case only the lower half of the spectrum is still dominating when going to the coarse grid, in the 3-dimensional case it is only one eighth of the spectrum. Because of the various aliasing errors described above the Fourier decomposition is however not perfect. Obviously it would be desirable to make this Fourier decomposition as perfect as possible. In the absence of aliasing errors, the GS relaxations would not have to deal with any Fourier components spilling over from higher or lower resolution grids.

Let us now postulate ideal restriction and prolongation operators and discuss their properties. As follows from the discussion above, they should provide for a dyadic decomposition of the Fourier space. Consequently the restriction operator would have to be a perfect low pass filter for the lower half of the spectrum (in the 1-dim case, in the 3-dim case only $1/8$ would survive). We will refer to this property in following as frequency separation property. The degree of perfectness can be quantified by the $k$ dependent function

$$S_l(k) = \sqrt{\sum_j |\hat{d}_j|^2 / N}$$

where $N$ is the number of grid points on resolution level $l$. The $k$ dependence enters through the requirement that the signal $S_l^\text{error}$ on the finest resolution level is a pure harmonic,

$$S_l^\text{error} = \exp(i \pi k / N)$$

The function $S_l(k)$ for a perfect restriction operator is shown in (Fig 5). Such ideal grid transfer operators have to satisfy a second property, that will be baptized the identity property. The prolongation operator has to bring back exactly onto the finer grid the long wavelength associated with the coarser grid. This can only be true if prolongation followed by a restriction gives the identity. A third desirable property would be that the coarsened charge density represents as faithfully as possible the significant features of the original charge density. In particular the coarsened charge density should have the same multipoles and most importantly the same monopole. The conservation of the monopole just means that the total charge is identical on all grid levels. This third property will be called the multipole conservation property in the following.

With the ideal grid transfer operators, the solution of Poisson’s equation would be a divide and conquer approach in Fourier space and it could be done with a single V cycle with a moderate number of GS relaxations on each resolution level. In contrast to a solution in a plane wave basis the division would not be into single Fourier components but into dyadic parts of the Fourier spectrum. For the case of our postulated ideal grid transfer operators it also would not matter whether the GS relaxations are applied when going up or going down, only the total number of GS relaxations on each level would count.

To establish the relation between multigrid grid transfer operators and wavelet theory, let us point out a formal similarity. For vanishing $d$ coefficients, the wavelet analysis step is given by (Eq. 26 of ref. [7])

$$\psi_{j+1}^{2l} = \sum_{j=-\infty}^{\infty} \hat{h}_{j+2l} \psi_j^{2l}$$
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Figure 5: The ideal function $S^2(k)$ defined in [Eq. 16] on three resolution levels denoted by first course level, second course level and third course level. On the zeroth original level the function is identical to one over the entire interval. It gives a perfect dyadic decomposition of the Fourier spectrum.

and is formally identical to a restriction operation. A wavelet synthesis step for the $s$ coefficients is given by [formula 27 of ref. [7]]

$$s^b_{2j} = \sum_{j'-n/2}^{m/2} h_{j'} s^0_{2j'}$$

and

$$s^b_{2j+1} = \sum_{j'-n/2}^{m/2} h_{j'} s^b_{2j'}.$$  

and is formally identical to a prolongation operation. One can now for example easily see that the injection scheme for the restriction and linear interpolation for the prolongation part corresponds to a wavelet analysis and synthesis steps for 1st order interpolating wavelets. Using the values of the filters $b$ and $h$ for interpolating wavelets we obtain

$$s^0_{2j} = s^b_{2j}$$

and

$$s^b_{2j} = s^b_{2j} + \frac{1}{2} s^0_{2j} + \frac{1}{2} s^0_{2j+1},$$

which is the standard injection and interpolation. As a consequence of the fact that it can be considered as a wavelet forward and backward transformation, the combination of injection and interpolation satisfy the identity property of our ideal grid transfer operator pair, namely that applying a restriction onto a prolongation gives the identity.
Usually injection is replaced by the full weighting scheme,

\[ s^{2b}_j = \frac{1}{4} s^{2b}_{j-1} + \frac{1}{4} s^b_{j-1} + \frac{1}{2} s^b_j + \frac{1}{4} s^{2b}_{j+1}. \]  

This scheme has the advantage that it conserves averages, i.e. it satisfies the monopole part of the multipole conservation property of an ideal restriction operator. Applying it to a charge density thus ensures that the total charge is the same on any grid level. Trying to put the full weighting scheme into the wavelet theory framework gives a filter \( h \) with nonzero values of \( h_{-1} = \frac{1}{4}, h_0 = \frac{1}{2}, h_1 = \frac{1}{4}. \) This filter \( h \) does not satisfy the orthogonality relations of wavelet theory (formula 8 of ref. [7]) with the \( h \) filter corresponding to linear interpolation. Hence a prolongation followed by a restriction does not give the identity.

A pair of similar restriction and prolongation operators that conserve averages can however be derived from wavelet theory. Instead of using interpolating wavelets we have to use lifted interpolating wavelets [15, 16]. In this way we can obtain both properties, average conservation and the identity for a prolongation restriction sequence. Using the filters derived in ref. [7] we obtain

\[ s^{2b}_j = -\frac{1}{8} s^{2b}_{j-2} + \frac{1}{4} s^{2b}_{j-1} + \frac{3}{4} s^b_{j-1} + \frac{1}{4} s^b_j + \frac{1}{8} s^{2b}_{j+1} \]

\[ s^b_{2j} = s^{2b}_j \]

\[ s^b_{2j+1} = \frac{1}{2} s^b_{2j} + \frac{1}{2} s^{2b}_{2j+1}. \]

Let us finally discuss the first property of our postulated ideal restriction operator, namely that it is a perfect low pass filter. Obviously any finite length filter can only be an approximate perfect low pass filter. (Fig 6) shows the \( S \) function for several grid transfer operators. One clearly sees that the Full Weighting operator is a poor low pass filter, the filter derived from second degree lifted wavelets is already better and the filters obtained from 10th degree Daubechies wavelets and twofold lifted 6th order interpolating wavelets are best. The Daubechies 6th degree filter is intermediate and of nearly identical quality as the one that is a mixture of the Full Weighting and second degree lifted wavelet filters. In contrast to the former, the later does however not fulfills the identity property.

The degree of perfectness for the frequency separation is also related to the multipole conservation property of our postulated ideal grid transfer operators. As one sees from (Fig 6) filters which correspond to wavelet families with many vanishing are closer to being ideal for frequency separation than those with few vanishing moments. At the same time the number of vanishing moments determines how many multipoles are conserved when the charge density is brought onto the coarser grids.

The right panel of (Fig. 7) shows the convergence rate of a sequence of \( V \) cycles for the full weighting/interpolation (Eq. 22,21) scheme and various wavelet based schemes, namely the scheme obtained from second order lifted wavelets (Eq. 23,24), the corresponding scheme, but obtained from twofold lifted 6th order wavelets as well as schemes obtained from 6th and 10th order Daubechies wavelets. The numerical values for the filters are listed in the Appendix. One can observe a clear correlation between the convergence rate and the degree of perfectness of the \( S \) function. A high degree of perfectness
Figure 6: The function $S^l(k)$ defined in Eq. 16 on the coarser resolution levels $L_{\text{max}} - 1$, $L_{\text{max}} - 2$ and $L_{\text{max}} - 3$ (corresponding to grid spacings of 2h, 4h and 8h if the finest resolution is h) for several restriction operators: Top left, Full weighting; middle left, 2nd order lifted wavelets; bottom left, 6th order twofold lifted wavelets; top right, half and half mixture between Full Weighting and 2nd order lifted wavelets; middle right, 6th order Daubechies; bottom right, 10th order Daubechies. $S$ was calculated numerically for an initial data set of 256 points. Hence the allowed values of $k$ in (Eq. 17) range from -128 to 127. The lower half, quarter and eight of the spectrum where the ideal function would switch between the values of 0 and 1 are denoted by vertical lines.
is particularly useful in connection with high order discretizations of the Laplacian. Most of the filters of the grid transfer operators are longer than the standard Full Weighting filter, which just has 3 elements. The lifted 2nd order interpolating wavelet restriction filter has for instance 5 elements and the 6-th degree Daubechies filter 6 elements. This does however not lead to a substantial increase of the CPU time. This comes from the fact that on modern computers the transfer of the data into the cache is the most time consuming part. How many numerical operations are then performed on these data residing in cache has only a minor influence on the timing. The new wavelet based schemes for restriction and prolongation are therefore more efficient than the Full Weighting scheme, both for finite difference discretizations and scaling function basis sets. It is also obvious that the multigrid approach for scaling/wavelet function basis sets is more efficient than the diagonal preconditioning approach.

The identity property for a restriction prolongation operator pair was only necessary for the case of operators where the restriction part is a perfect low pass filter. One might therefore wonder how useful it is in the context of the only nearly perfect filters. The numerical experience suggests that it is nevertheless a useful property. One can for example compare the convergence rates using either the 6-th order Daubechies filters or the filter that is the average of Full Weighting and lifted 2nd order wavelet filters. (Fig. 6) shows that their restriction parts have very similar $S$ functions. Nevertheless we always found a better convergence rate with the Daubechies filter which satisfies the identity property.

For the 2-dimensional Poisson equation it has been shown, that the convergence rate compared to the standard Full Weighting scheme can be improved by tailoring grid transfer operators for the relaxation scheme used [17]. The theoretical foundations for this is furnished by local Fourier analysis [18]. The same approach could certainly also be used for the 3-dimensional case considered here. It is to be expected that the grid transfer operators found by such an optimization would be very close to the ones that we have obtained from wavelet theory.

The main justification for the relaxations in the upper part of the traditional multigrid algorithm shown in (Fig. 4) is to eliminate the high frequencies. This can however be done directly by fast wavelet transformations based on wavelets that have good localization properties in frequency space such as lifted interpolating wavelets. As a consequence the traditional multigrid algorithms can be simplified considerably as shown in (Fig. 8). Using wavelet based restriction and prolongation operators we can completely eliminate the GS relaxation in the first part of the V cycle where we go from the fine grid to the coarsest grid. We baptize such a simplified V cycle a halfway V cycle. The numerical results, obtained with the halfway V cycle, shown in the right hand plots of (Fig. 7), demonstrate that the convergence is slightly faster than for the traditional multigrid algorithm based on the same restriction and prolongation scheme. In addition one step is faster. It is not necessary to calculate the residue after the GS relaxations. Otherwise the number of GS relaxations and restrictions/prolongations is identical in the full and halfway V cycle. On purpose no CPU times are given in this context because optimization of certain routines [19] can entirely change these timings. Because the residue is never calculated in the halfway V cycle, the memory requirements are also reduced.

The number of GS relaxations in the halfway V cycle was chosen to be 4 in order to
Figure 7: The convergence rate of a sequence of V cycles (left hand side) and halfway V cycles (right hand side). In the upper two plots Poisson’s equation was discretized by second order finite differences. In the middle two plots by 6-th order finite differences and in the lower two plots by 6-th order and 10-th order (for the case of transfer operators based on DAUB 10) interpolating scaling functions. Shown are results for the Full Weighting scheme (FW) second order lifted wavelets (LFT 2), twofold lifted 6-th order wavelets (2 LFT 6) and 6-th and 10-th order Daubechies wavelets. In the case of ordinary V cycles 2 GS relaxations were done on the finest level both when going up and coming back down, in the case of the halfway V cycle 4 GS relaxation were done on the finest level.
allow for an unbiased comparison with the traditional V cycle where also 4 GS relaxations were done on the finest grid level. For optimal overall efficiency putting the number of GS relaxation to 3 is usually best, with the values of 2 and 4 leading to a modest increase in the computing time. The convergence rate of halfway V cycles as a function of the number of GS relaxations on the finest grid level is shown in (Fig. 9).

In all the previous examples we specified the number of GS relaxations on the finest grid level. On the corner grid levels the number of iterations was allowed to increase by a factor of two per grid level. In this way it was practically always possible to find the exact solution on the most coarse grid. In addition we found that this trick slightly
reduces the number of iterations and the total CPU time. The overall behavior of all the
different methods is however identical when the number of GS relaxation is constant on
each grid level.

5 Conclusions

Our results demonstrate that halfway V cycles with the restriction and prolongation
steps based on wavelet theory are the most efficient approach for the solution of the 3-
dimensional Poission’s equation. It is most efficient both for finite difference discretizations
and for the case where scaling functions or wavelets are used as basis functions. We
expect that the approach should also be the most efficient one in connection with finite
elements. It is essential that the wavelet family used for the derivation of the restriction
and prolongation schemes has at least one vanishing moment and conserves thus average
quantities on the various grid levels. Wavelet families with more vanishing moments do
not lead an appreciable increase of the convergence rate compared to the case of one
vanishing moment for low order discretizations of Poisson’s equation, but lead a modest
further increase for high order discretizations. In the case where a wavelet family was used
to discretize the Laplace operator, it is best to use the same wavelet family to construct
the grid transfer operators. In addition to increased efficiency of the proposed halfway V
cycle in terms of the CPU time, it is also simpler than the standard V cycle. This makes
not only programming easier, but also reduces the memory requirements.
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7 Appendix

Filter for two fold lifted 6th order interpolating wavelets [21]:
\[ h_1 = 7/128, h_2 = -25/256, h_3 = 3/256, \]
\[ h_4 = 1271/4096, h_1 = 9/32, h_2 = -243/2048, \]
\[ h_3 = 1/13, h_4 = 87/2048, h_5 = 3/8192 \].
The values for negative indices follow from the symmetry \( h_i = h_{-i} \) and \( h_i = h_{-i} \).

Filters for 6-th order Daubechies wavelets [4]:
\[ h_{-2} = 0.3326705529006261, 0.2990640, h_{-1} = 0.13599110200000005, \]
\[ h_0 = 0.45987700111841570005100005, h_{0} = 0.03262918875000004, \]
\[ h_2 = 0.0341441273831366616002840, h_{3} = 0.0352262918877000000004 \].
\[ h_i = h_i \].

Filters for 10-th order Daubechies wavelets [4]:
\[ h_{-4} = 0.66010239097411929400, h_{-3} = 0.003829260979710790, \]
\[ h_{-2} = 0.138428145001320750, h_{-1} = 0.138428145001320750, \]
\[ h_{+1} = 0.138428145001320750, h_{+2} = 0.138428145001320750, \]
\[ h_{+3} = 0.138428145001320750, h_{+4} = 0.138428145001320750 \].
$h_0 = -3421948870063830000$, $h_1 = -033244186058463840$, 
$h_2 = 07757140384004750000$, $h_3 = -0062414002127368400$, 
$h_4 = 01259075109082000000$, $h_5 = 003333722854738800$, 
$h_i = h_i$
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