A MILSTEIN-TYPE SCHEME WITHOUT LÉVY AREA TERMS FOR SDES DRIVEN BY FRACTIONAL BROWNIAN MOTION
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Abstract. In this article, we study the numerical approximation of stochastic differential equations driven by a multidimensional fractional Brownian motion (fBm) with Hurst parameter greater than $1/3$. We introduce an implementable scheme for these equations, which is based on a second order Taylor expansion, where the usual Lévy area terms are replaced by products of increments of the driving fBm. The convergence of our scheme is shown by means of a combination of rough paths techniques and error bounds for the discretisation of the Lévy area terms.

1. Introduction and Main Results

Fractional Brownian motion (fBm in short for the remainder of the article) is a natural generalisation of the usual Brownian motion, insofar as it is defined as a centered Gaussian process $B = \{B_t; t \in \mathbb{R}_+\}$ with continuous sample paths, whose increments $(\delta B)_{st} := B_t - B_s$, $s, t \in \mathbb{R}_+$ are characterised by their variance $\mathbb{E}[(\delta B)^2_{st}] = |t - s|^{2H}$. Here the parameter $H \in (0, 1)$, which is called Hurst parameter, governs in particular the Hölder regularity of the sample paths of $B$ by a standard application of Kolmogorov’s criterion: fBm has Hölder continuous sample paths of order $\lambda$ for all $\lambda < H$. The particular case $H = 1/2$ corresponds to the usual Brownian motion, so the cases $H \neq 1/2$ are a natural extension of the classical situation, allowing e.g. any prescribed Hölder regularity of the driving process. Moreover, fBm is $H$-self similar, i.e. for any $c > 0$ the process $\{c^H B_{t/c}; t \in \mathbb{R}_+\}$ is again a fBm, and also has stationarity increments, that is for any $h \geq 0$ the process $\{B_{t+h} - B_t; t \in \mathbb{R}_+\}$ is a fBm.

These properties (partially) explain why stochastic equations driven by fBm have received considerable attention during the last two decades. Indeed, many physical systems seem to be governed by a Gaussian noise with different properties than classical Brownian motion. Fractional Brownian motion as driving noise is used e.g. in electrical engineering [12, 23], or biophysics [3, 23, 34]. Moreover, after some controversial discussions (see [3] for a summary of the early developments) fBm has established itself also in financial modelling, see e.g. [17]. For empirical studies of fractional Brownian motion in finance see e.g. [8, 23]. All these situations lead to different kind of stochastic differential equations (SDEs), whose simplest prototype can be formally written as

$$Y_t = a + \sum_{i=1}^m \int_0^t \sigma^{(i)}(Y_u) dB_u^{(i)}, \quad t \in [0, T], \quad a \in \mathbb{R}^d, \quad (1)$$
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where $\sigma = (\sigma^{(1)}, \ldots, \sigma^{(m)})$ is a smooth enough function from $\mathbb{R}^d$ to $\mathbb{R}^{d \times m}$ and $B = (B^{(1)}, \ldots, B^{(m)})$ is a $m$-dimensional fBm with Hurst parameter $H > 1/3$.

At a mathematical level, fractional differential equations of type (1) are typically handled (for $H \neq 1/2$) by pathwise or semi-pathwise methods. Indeed for $H > 1/2$, the integrals $\int_0^t \sigma^{(i)}(Y_u) \, dB^{(i)}_u$, $i = 1, \ldots, m$, in (1) can be defined using Young integration or fractional calculus tools, and these methods also yield the existence of a unique solution, see e.g. [33, 40]. When $1/4 < H < 1/2$, the existence and uniqueness result for equation (1) can be seen as the canonical example of an application of the rough paths theory. The reader is referred to [16, 25] for the original version of the rough paths theory, and to [18] for a (slightly) simpler algebraic setting which will be used in the current article. In the particular case $1/3 < H < 1/2$, the rough path machinery can be summarised very briefly as follows: assume that our driving signal $B$ allows to define iterated integrals with respect to itself. Then one can define and solve equation (1) in a reasonable class of processes.

Once SDEs driven by fBm are solved, it is quite natural (as in the case of SDEs driven by the usual Brownian motion) to study the stochastic processes they define. However, even if some progress has been made in this direction, e.g. concerning the law of the solution [1, 28] or its ergodic properties [25], the picture here is far from being complete. Moreover, explicit solutions of stochastic differential equations driven by fBm are rarely known, as in the case of SDEs driven by classical Brownian motion. Thus one has to rely on numerical methods for the simulation of these equations.

So far, some numerical schemes for equations like (1) have already been studied in the literature. In the following, we consider uniform grids of the form $\{t_k = kT/n; 0 \leq k \leq n\}$ for a fixed $T > 0$. The simplest approximation method is the Euler scheme defined by

\[
Y^n_0 = a, \\
Y^n_{t_{k+1}} = Y^n_{t_k} + \sum_{i=1}^m \sigma^{(i)}(Y^n_{t_k}) \delta B^{(i)}_{t_{k+1}}, \quad k = 0, \ldots, n-1.
\]

For $H > 1/2$, the Euler scheme converges to the solution of the SDE (1). See e.g. in [28], where an almost sure convergence rate $n^{-(2H-1)+\varepsilon}$ with $\varepsilon > 0$ arbitrarily small is established. A detailed analysis of the one-dimensional case is given in [28], where the exact convergence rate $n^{-2H+1}$ and the asymptotic error distribution are derived.

However, the Euler scheme is not appropriate to approximate SDEs driven by fBm when $1/3 < H < 1/2$. This is easily illustrated by the following one-dimensional example, in which $B$ denotes a one-dimensional fBm: consider the equation

\[
dY_t = Y_t \, dB_t, \quad t \in [0, 1], \quad Y_0 = 1,
\]

whose exact solution is

\[
Y_t = \exp(B_t), \quad t \in [0, 1].
\]

The Euler approximation for this equation at the final time point $t = 1$ can be written as

\[
Y^n_1 = \prod_{k=0}^{n-1} (1 + (\delta B)_{k/n,(k+1)/n}).
\]
So for \( n \in \mathbb{N} \) sufficiently large and using a Taylor expansion, we have

\[
Y^n_1 = \exp \left( \sum_{k=0}^{n-1} \log(1 + (\delta B)_{k/n,(k+1)/n}) \right) = \exp \left( B_1 - \frac{1}{2} \sum_{k=0}^{n-1} |(\delta B)_{k/n,(k+1)/n}|^2 + \rho_n \right),
\]

where \( \lim_{n \to \infty} \rho_n = 0 \) for \( H > 1/3 \). Now it is well known that

\[
\sum_{k=0}^{n-1} \left| (\delta B)_{k/n,(k+1)/n} \right|^2 \xrightarrow{a.s.} \infty
\]

for \( H < 1/2 \) as \( n \to \infty \), which implies that \( \lim_{n \to \infty} Y^n_1 = 0 \). This is obviously incompatible with a convergence towards \( Y_1 = \exp(B_1) \). In the case \( H = 1/2 \) this phenomenon is also well known: here the Euler scheme converges to the It\'o solution and not to the Stratonovich solution of SDE (1).

To obtain a convergent numerical method Davie proposed in [9] a scheme of Milstein type. For this, assume that all iterated integrals of \( B \) with respect to itself are collected into a \( m \times m \) matrix \( B^2 \), i.e. set

\[
B^2_{st}(i,j) = \int_s^t \int_s^u dB^{(i)}_v dB^{(j)}_u, \quad 0 \leq s < t \leq T, \quad 1 \leq i, j \leq m.
\]

The matrix \( B^2 \) (respectively its elements) is (are) usually called Lévy area. Davie’s scheme is then given by

\[
Y^n_0 = a, \quad (2)
\]

\[
Y^n_{tk+1} = Y^n_{tk} + \sum_{i=1}^m \sigma^{(i)}(Y^n_{tk}) \delta B^{(i)}_{tktk+1} + \sum_{i,j=1}^m D^{(i)}\sigma^{(j)}(Y^n_{tk}) B^2_{tktk+1}(i,j), \quad k = 0, \ldots, n - 1,
\]

with the differential operator \( D^{(i)} = \sum_{l=1}^d \sigma^{(i)}_l \partial_{x_l} \). (Recall that we use the notation \( \delta B^{(i)}_{st} = B^{(i)}_t - B^{(i)}_s \) for \( s, t \in [0, T] \).) This scheme is shown to be convergent as long as \( H > 1/3 \) in [9], with an almost sure convergence rate of \( n^{(3H-1)+\varepsilon} \) for \( \varepsilon > 0 \) arbitrarily small. This result has then been extended in [16] to an abstract rough path with arbitrary regularity, under further assumptions on the higher order iterated integral of the driving signal.

As the classical Milstein scheme for SDEs driven by Brownian motion, the Milstein-type scheme (2) is in general not a directly implementable method. Indeed, unless the commutativity condition

\[
D^{(i)}\sigma^{(j)} = D^{(j)}\sigma^{(i)}, \quad i, j = 1, \ldots, m,
\]

holds, the simulation of the iterated integrals \( B^2_{tktk+1}(i,j) \) is necessary. However, the law of these integrals is unknown, so that they can not be simulated directly and have to be approximated.

In this article we replace the iterated integrals by a simple product of increments, i.e. we use the approximation

\[
B^2_{tktk+1}(i,j) \approx \frac{1}{2} \delta B^{(i)}_{tktk+1} \delta B^{(j)}_{tktk+1}. \quad (3)
\]
This leads to the following simpler Milstein-type scheme: Set \( Z^n_{t_0} = a \) and
\[
Z^n_{t_{k+1}} = Z^n_{t_k} + \sum_{i=1}^{m} \sigma^{(i)}(Z^n_{t_k}) \delta B^{(i)}_{tk_{k+1}} + \frac{1}{2} \sum_{i,j=1}^{m} D^{(i)}(Z^n_{t_k}) \delta B^{(i)}_{tk_{k+1}} \delta B^{(j)}_{tk_{k+1}}
\]
for \( k = 0, \ldots, n - 1 \). Moreover, for \( t \in (t_k, t_{k+1}) \), define
\[
Z^n_t = Z^n_{t_k} + \frac{t - t_k}{T/n} (\delta Z^n)_{tk_{k+1}},
\]
i.e. if \( t \in [0, T] \) is not a discretisation point, then \( Z^n_t \) is defined by piecewise linear interpolation. This scheme is now directly implementable and is still convergent.

**Theorem 1.1.** Assume that \( \sigma \in C^3(\mathbb{R}^d, \mathbb{R}^{d \times m}) \) is bounded with bounded derivatives. Let \( Y \) be the solution to equation (4) and \( Z^n \) the Milstein approximation given by (4) and (3). Moreover, let \( 1/3 < \gamma < H \). Then, there exists a finite and non-negative random variable \( \eta_{H,\gamma,\sigma,T} \) such that
\[
\| Y - Z^n \|_{\gamma,\infty,T} \leq \eta_{H,\gamma,\sigma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}
\]
for \( n > 1 \).

Here \( \| : \|_{\kappa,\infty,T} \) denotes the \( \kappa \)-Hölder norm of a function \( f : [0, T] \to \mathbb{R}^l \), i.e.
\[
\| f \|_{\kappa,\infty,T} = \sup_{t \in [0,T]} |f(t)| + \sup_{s,t \in [0,T]} \frac{|f(t) - f(s)|}{|t-s|^\kappa}.
\]

**Remark 1.2.** Note that the almost sure estimate (3) cannot be turned into an \( L^1 \)-estimate for \( \| Y - Z^n \|_{\gamma,\infty,T} \). This is a common consequence of the use of the rough paths method, which exhibits non-integrable (random) constants, as a careful examination of the proof of Theorem 2.1 would show. See also [16] for further details.

Our strategy to prove the above Theorem consists of two steps. First we determine the error between \( Y \) and its Wong-Zakai approximation
\[
\overline{Z}^n_t = a + \sum_{i=1}^{m} \int_{0}^{t} \sigma^{(i)}(\overline{Z}^n_u) dB^{(i)}_{u,n}, \quad t \in [0, T], \quad a \in \mathbb{R}^d,
\]
where
\[
B^n_t = B_{tk} + \left( \frac{t - t_k}{T/n} \right) (\delta B)_{tk_{k+1}}, \quad t \in [0, T],
\]
i.e. \( B \) in equation (4) is replaced with its piecewise linear interpolation. (For a survey on Wong-Zakai approximations for standard SDEs see e.g. [36].) Here, we denote the Lévy area corresponding to \( B^n \) by \( B^n \). Using the Lipschitzness of the Itô map of \( Y \), i.e. the solution of equation (4) depends continuously in appropriate Hölder norms on \( B \) and the Lévy-area \( B \), and error bounds for the difference between \( B \) and \( B^n \) resp. \( B \) and \( B^n \), we obtain
\[
\| Y - \overline{Z}^n \|_{\gamma,\infty,T} \leq \eta^{(1)}_{H,\gamma,\sigma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)},
\]
where \( \eta^{(1)}_{H,\gamma,\sigma,T} \) is a finite and non-negative random variable.

In the second step we analyse the difference between \( \overline{Z}^n \) and \( Z^n \). The second order...
Taylor scheme with stepsize $T/n$ for classical ordinary differential equations applied to the Wong-Zakai approximation gives our simplified Milstein scheme. So to obtain the error bound

$$\|Z^n - Z^n\|_{\gamma,\infty,T} \leq n^{(2)}_{H,\gamma,\sigma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}$$

we can proceed in a similar way as for the numerical analysis of classical ordinary differential equations. We first determine the one-step error and then control the error propagation using a global stability result with respect to the initial value for differential equations driven by rough paths. The latter can be considered as a substitute for Gronwall’s lemma in this context.

Combining both error bounds then gives Theorem 1.1.

Remark 1.3. For $H = 1/2$ the scheme corresponds to the classical Milstein scheme for Stratonovich SDEs driven by Brownian motion, while our scheme corresponds to the so called simplified Milstein scheme. See e.g. [22].

Remark 1.4. At the price of further computations, which are simpler than the ones in this article, our convergence result can be extended to an equation with drift, i.e. to

$$Y_t = a + \int_0^t b(Y_u) \, du + \sum_{i=1}^m \int_0^t \sigma^{(i)}(Y_u) \, dB^{(i)}_u, \quad t \in [0,T], \quad a \in \mathbb{R}^d,$$  

where $b : \mathbb{R}^d \to \mathbb{R}^d$ is a $C^3$ function and where the other coefficients satisfy the assumptions of Theorem 1.1. Indeed, the equation above can be treated like our original system by adding a component $B^{(0)}_t = t$ to the fractional Brownian motion. The additional iterated integrals of $B^{(0)}$ with respect to $B^{(j)}$ for $j = 1, \ldots, m$ are easier to handle than $B^2(i,j)$ for $i, j \in \{1, \ldots, m\}$, since they are classical Riemann-Stieltjes integrals. For sake of conciseness we do not include the corresponding details.

Remark 1.5. Theorem requires $\sigma$ to be bounded. However, if $\sigma \in C^3(\mathbb{R}^d; \mathbb{R}^{d \times m})$ is neither bounded nor has bounded derivatives but equation has still a unique pathwise solution in the sense of Theorem below, then the assertion of Theorem 1.1 is still valid. This follows from a standard localisation procedure, see e.g. [24], and applies in particular to affine-linear coefficients.

Remark 1.6. The error bound of Theorem is sharp. To see this, consider the most simple equation

$$dY^{(1)}_t = dB^{(1)}_t, \quad t \in [0,T], \quad Y_0 = a \in \mathbb{R},$$

for which our approximation obviously reduces to $Z^n = B^n$. Then, due to results of Hüsler, Piterbarg and Seleznjev ([14]) for the deviation of a Gaussian process from its linear approximation, one can prove that

$$\lim_{n \to \infty} \mathbb{P} (\ell(n) \cdot \|Y - Z^n\|_{\gamma,\infty,T} < \infty) = 0,$$

if

$$\liminf_{n \to \infty} \ell(n) \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)} = \infty.$$  

(9)

For further details see Section 4.3.
Remark 1.7. If the Wong-Zakai approximation is discretised with an arbitrary numerical
scheme for ODEs of at least second order (e.g. Heun, Runge-Kutta 4), then the arising
scheme for equation (1) satisfies the same error bound as the proposed modified Milstein
scheme. So, the strategy of our proof is in fact an instruction for the construction of
arbitrary implementable and convergent numerical schemes for SDEs driven by fBm.

Remark 1.8. Instead of replacing the Lévy terms in Davie’s scheme by the ”rough”
approximation one could discretise these terms very finely using the results contained
in [31], where (exact) convergence rates for approximations of the Lévy area are derived.
However, it is well known that already for SDEs driven by Brownian motion such a
scheme is rarely efficient, if the convergence rate of the scheme is measured in terms of
its computational cost. For a survey on the complexity of the approximation of SDEs
driven by Brownian motion, see e.g. [27].

The γ-Hölder norm, which appears in Theorem 1.1 since the Itô-map of Y is only
Lipschitz in appropriate Hölder norms with 1/3 < γ < H and thus is natural in the
rough path setting, is not typical for measuring the error of approximations to stochastic
differential equations. A more standard criterion would be the error with respect to the
supremum norm, i.e.

$$\|Y - Z^n\|_{\infty,T} = \sup_{t \in [0,T]} |Y_t - Z^n_t|.$$  

The error (in the supremum norm) of the piecewise linear interpolation of fractional
Brownian motion is of order $\sqrt{\log(n)} n^{-H}$, see [14]. Moreover, for the iterated inte-
gral $\int_0^T \int_0^u dB^{(1)}_v dB^{(2)}_u$ the proposed Milstein-type scheme leads to the trapezoidal type
approximation

$$\frac{1}{2} \sum_{k=0}^{n-1} (B^{(1)}_{t_k} + B^{(1)}_{t_{k+1}}) (B^{(2)}_{t_{k+1}} - B^{(2)}_{t_k}).$$

The $L^p$-error for this approximation is of order $n^{-2H+1/2}$, see [31].

Based on these two findings, our guess for the rate of convergence in supremum norm is that

$$\|Y - Z^n\|_{\infty,T} \leq \eta_{H,\sigma,T} \cdot \sqrt{\log(n)} \cdot (n^{-H} + n^{-2H+1/2})$$

holds under the assumptions of Theorem 1.1. This conjecture is also supported by the
numerical examples we give in Section 4.

The remainder of this article is structured as follows: In Section 2 we recall some
basic facts on algebraic integration and rough differential equations. The proofs of
Theorem 1.1 and Remark 1.4 are given in Section 3 and 4. Finally, Section 5 contains
the mentioned numerical examples.

2. Algebraic integration and differential equations

In this section, we recall the main concepts of algebraic integration, which will be
essential to define the generalized integrals in our setting. Namely, we state the definition
of the spaces of increments, of the operator $\delta$, and its inverse called $\Lambda$ (or sewing map
according to the terminology of [15]). We also recall some elementary but useful algebraic
relations on the spaces of increments. The interested reader is sent to [15] for a complete
account on the topic, or to [13, 14] for a more detailed summary.
2.1. Increments. The extended integral we deal with is based on the notion of increments, together with an elementary operator $\delta$ acting on them.

The notion of increment can be introduced in the following way: for two arbitrary real numbers $\ell_2 > \ell_1 \geq 0$, a vector space $V$, and an integer $k \geq 1$, we denote by $C_k([\ell_1, \ell_2]; V)$ the set of continuous functions $g : [\ell_1, \ell_2]^k \rightarrow V$ such that $g_{t_1, \ldots, t_k} = 0$ whenever $t_i = t_{i+1}$ for some $i \in \{0, \ldots, k - 1\}$. Such a function will be called a $(k-1)$-increment, and we will set $C_*([\ell_1, \ell_2]; V) = \bigcup_{k \geq 1} C_k([\ell_1, \ell_2]; V)$. To simplify the notation, we will write $C_k(V)$, if there is no ambiguity about $[\ell_1, \ell_2]$.

The operator $\delta$ is an operator acting on $k$-increments, and is defined as follows on $C_k(V)$:

$$\delta : C_k(V) \rightarrow C_{k+1}(V), \quad (\delta g)_{t_1, \ldots, t_{k+1}} = \sum_{i=1}^{k+1} (-1)^i g_{t_1, \ldots, \hat{t}_i, \ldots, t_{k+1}};$$

(10)

where $\hat{t}_i$ means that this particular argument is omitted. Then a fundamental property of $\delta$, which is easily verified, is that $\delta \delta = 0$, where $\delta \delta$ is considered as an operator from $C_k(V)$ to $C_{k+2}(V)$. We will denote $ZC_k(V) = C_k(V) \cap \ker \delta$ and $BC_k(V) = C_k(V) \cap \text{Im} \delta$.

Some simple examples of actions of $\delta$, which will be the ones we will really use throughout the article, are obtained by letting $g \in C_1(V)$ and $h \in C_2(V)$. Then, for any $t, u, s \in [\ell_1, \ell_2]$, we have

$$(\delta g)_{st} = g_t - g_s \quad \text{and} \quad (\delta h)_{sut} = h_{st} - h_{su} - h_{ut}. \quad (11)$$

Our future discussions will mainly rely on $k$-increments with $k = 2$ or $k = 3$, for which we will use some analytical assumptions. Namely, we measure the size of these increments by Hölder norms defined in the following way: for $f \in C_2(V)$ let

$$\|f\|_\mu = \sup_{s, t \in [\ell_1, \ell_2]} \frac{|f(t) - f(s)|}{|t - s|^\mu} \quad \text{and} \quad C_2^\mu(V) = \{f \in C_2(V); \|f\|_\mu < \infty\}.$$ 

Using this notation, we define in a natural way

$$C_1^\mu(V) = \{f \in C_1(V); \|\delta f\|_\mu < \infty\},$$

and recall that we have also defined a norm $\|\cdot\|_{n, \infty, T}$ at equation (7). In the same way, for $h \in C_3(V)$, we set

$$\|h\|_{\gamma, \rho} = \sup_{s, u, t \in [\ell_1, \ell_2]} \frac{|h_{sut}|}{|u - s|^{\gamma}|t - u|^\rho},$$

$$\|h\|_\mu = \inf \left\{ \sum_i \|h_i\|_{\rho_i, \rho_i}; h = \sum_i h_i, 0 < \rho_i < \mu \right\};$$

(12)

where the last infimum is taken over all choices of the numbers $\rho_i \in (0, \mu)$. Then $\|\cdot\|_\mu$ is easily seen to be a norm on $C_3(V)$, and we define

$$C_3^\mu(V) := \{h \in C_3(V); \|h\|_\mu < \infty\}.$$ 

Eventually, let $C_3^{1+}(V) = \cup_{\mu > 1} C_3^\mu(V)$, and note that the same kind of norms can be considered on the spaces $ZC_3(V)$, leading to the definition of the spaces $ZC_3^\mu(V)$ and $ZC_3^{1+}(V)$. In order to avoid ambiguities, we denote in the following by $\mathcal{N}[\cdot; C_3^\mu]$ the
\(\kappa\)-Hölder norm on the space \(C_j\), for \(j = 1, 2, 3\). For \(\zeta \in C_j(V)\), we also set \(\mathcal{N}[\zeta; C^0_j(V)] = \sup_{s \in [t_1; t_2)} \|\zeta_s\|_V\).

The operator \(\delta\) can be inverted under some Hölder regularity conditions, which is essential for the construction of our generalized integrals.

**Theorem 2.1** (The sewing map). Let \(\mu > 1\). For any \(h \in \mathcal{Z}C^\mu_3(V)\), there exists a unique \(\Lambda h \in C^\mu_2(V)\) such that \(\delta(\Lambda h) = h\). Furthermore,

\[
\|\Lambda h\|_\mu \leq \frac{1}{2 - 2\mu} \mathcal{N}[h; C^\mu_3(V)].
\]  

This gives rise to a continuous linear map \(\Lambda : \mathcal{Z}C^\mu_3(V) \to C^\mu_2(V)\) such that \(\delta \Lambda = \text{id}_{\mathcal{Z}C^\mu_3(V)}\).

**Proof.** The original proof of this result can be found in [18]. We refer to [11, 19] for two simplified versions. \(\square\)

The sewing map creates a first link between the structures we just introduced and the problem of integration of irregular functions:

**Corollary 2.2** (Integration of small increments). For any 1-increment \(g \in C_2(V)\) such that \(\delta g \in C^\mu_3(V)\), set \(h = (id - \Lambda \delta)g\). Then, there exists \(f \in C_1(V)\) such that \(h = \delta f\) and

\[
(\delta f)_{st} = \lim_{|\Pi_{st}| \to 0} \sum_{i=0}^n g_{t_i} t_{i+1},
\]

where the limit is over any partition \(\Pi_{st} = \{t_0 = s, \ldots, t_n = t\}\) of \([s, t]\) whose mesh tends to zero. The 1-increment \(\delta f\) is the indefinite integral of the 1-increment \(g\).

We also need some product rules for the operator \(\delta\). For this recall the following convention: for \(g \in C_n([\ell_1, \ell_2]; \mathbb{R}^d)\) and \(h \in C_m([\ell_1, \ell_2]; \mathbb{R}^{d'}\) let \(gh\) be the element of \(C_{n+m-1}([\ell_1, \ell_2]; \mathbb{R}^{d+d'})\) defined by

\[
(gh)_{t_1, \ldots, t_{m+n-1}} = g_{t_1, \ldots, t_n} h_{t_n, \ldots, t_{m+n-1}}
\]

for \(t_1, \ldots, t_{m+n-1} \in [\ell_1, \ell_2]\). With this notation, the following elementary rule holds true:

**Proposition 2.3.** Let \(g \in C_2([\ell_1, \ell_2]; \mathbb{R}^d)\) and \(h \in C_1([\ell_1, \ell_2]; \mathbb{R}^{d'})\). Then \(gh\) is an element of \(C_2([\ell_1, \ell_2]; \mathbb{R}^{d+d'})\) and \(\delta(gh) = \delta g h - g \delta h\).

2.2. Random differential equations. One of the main appeals of the algebraic integration theory is that differential equations driven by a \(\gamma\)-Hölder signal \(x\) can be defined and solved rather quickly in this setting. In the case of an Hölder exponent \(\gamma > 1/3\), the required structures are just the notion of controlled processes and the Lévy area based on \(x\).

Indeed, let us consider an equation of the form

\[
d y_t = \sigma(y_t) \, dx_t = \sum_{i=1}^m \sigma^{(i)}(y_t) \, dx_t^i, \quad t \in [0, T], \quad y_0 = a,
\]

where \(a\) is a given initial condition in \(\mathbb{R}^d\), \(x\) is an element of \(C^1_1([0, T]; \mathbb{R}^m)\), and \(\sigma\) is a smooth enough function from \(\mathbb{R}^d\) to \(\mathbb{R}^{d \times m}\). Then it is natural (see [35] for further explanations) that the increments of a candidate for a solution to (15) should be controlled by the increments of \(x\) in the following way:
Definition 2.4. Let \( z \) be a path in \( C^\kappa_0(\mathbb{R}^d) \) with \( 1/3 < \kappa \leq \gamma \). We say that \( z \) is a weakly controlled path based on \( x \) if \( z_0 = a, \) with \( a \in \mathbb{R}^d, \) and \( \delta z \in C^\kappa_2(\mathbb{R}^d) \) has a decomposition \( \delta z = \zeta \delta x + r, \) that is, for any \( s, t \in [0, T], \)

\[
(\delta z)_{st} = \zeta_s(\delta x)_{st} + r_{st},
\]

with \( \zeta \in C^\kappa_2(\mathbb{R}^{d,m}) \) and \( r \in C^{2\kappa}_2(\mathbb{R}^d). \)

The space of weakly controlled paths will be denoted by \( Q^x_{\kappa,a}(\mathbb{R}^d) \), and a process \( z \in Q^x_{\kappa,a}(\mathbb{R}^d) \) can be considered in fact as a couple \((z, \zeta)\). The space \( Q^x_{\kappa,a}(\mathbb{R}^d) \) is endowed with a natural semi-norm given by

\[
N[z; Q^x_{\kappa,a}(\mathbb{R}^d)] = N[z; C^\kappa_1(\mathbb{R}^d)] + N[\zeta; C^0(\mathbb{R}^{d,m})] + N[\zeta; C^\kappa_1(\mathbb{R}^{d,m})] + N[r; C^{2\kappa}_2(\mathbb{R}^d)],
\]

where the quantities \( N[g; C^\kappa_2] \) have been defined in Section 2.1. For the Lévy area associated to \( x \) we assume the following structure:

**Hypothesis 1.** The path \( x : [0, T] \to \mathbb{R}^m \) is \( \gamma \)-Hölder continuous with \( \frac{1}{3} < \gamma \leq 1 \) and admits a so-called Lévy area, that is, a process \( x^2 \in C^{2\gamma}_2(\mathbb{R}^{m,m}), \) which satisfies \( \delta x^2 = \delta x \otimes \delta x, \) namely

\[
[(\delta x^2)_{st}] (i, j) = [\delta x^i]_{su}[\delta x^j]_{st},
\]

for any \( s, u, t \in [0, T] \) and \( i, j \in \{1, \ldots, m\}. \)

To illustrate the idea behind the construction of the generalized integral assume that the paths \( x \) and \( z \) are smooth and also for simplicity that \( d = m = 1. \) Then the Riemann-Stieltjes integral of \( z \) with respect to \( x \) is well defined and we have

\[
\int_s^t z_u dx_u = z_s(x_t - x_s) + \int_s^t (z_u - z_s)dx_u = z_s(\delta x)_{st} + \int_s^t (\delta z)_{su}dx_u
\]

for \( \ell_1 \leq s \leq t \leq \ell_2. \) If \( z \) admits the decomposition (14) we obtain

\[
\int_s^t (\delta z)_{su}dx_u = \int_s^t (\zeta_s(\delta x)_{su} + \rho_{su}) dx_u = \zeta_s \int_s^t (\delta x)_{su}dx_u + \int_s^t \rho_{su} dx_u.
\]

Moreover, if we set

\[
(x^2)_{st} := \int_s^t (\delta x)_{su} dx_u, \quad \ell_1 \leq s \leq t \leq \ell_2,
\]

then it is quickly verified that \( x^2 \) is the associated Lévy area to \( x. \) Hence we can write

\[
\int_s^t z_u dx_u = z_s(\delta x)_{sz} + \zeta_s (x^2)_{st} + \int_s^t \rho_{su} dx_u.
\]

Now rewrite this equation as

\[
\int_s^t \rho_{su} dx_u = \int_s^t z_u dx_u - z_s(\delta x)_{st} - \zeta_s (x^2)_{st}
\]

and apply the increment operator \( \delta \) to both sides of this equation. For smooth paths \( z \) and \( x \) we have

\[
\delta \left( \int z dx \right) = 0, \quad \delta (z \delta x) = -\delta z \delta x,
\]
by Proposition 2.3. Hence, applying these relations to the right hand side of (19), using the decomposition (16), the properties of the Lévy area and again Proposition 2.3, we obtain
\[
\left[ \delta \left( \int \rho \, dx \right) \right]_{st} = (\delta \bar{z})_{su}(\delta x)_{ut} + (\delta \zeta)_{su}(x^2)_{ut} - \zeta_s(\delta x^2)_{st},
\]
with
\[
= \zeta_s(\delta x)_{su}(\delta x)_{ut} + \rho_{su}(\delta x)_{ut} + (\delta \zeta)_{su}(x^2)_{ut} - \zeta_s(\delta x)_{su}(\delta x)_{ut}.
\]
So in summary, we have derived the representation
\[
\left[ \delta \left( \int \rho \, dx \right) \right]_{st} = \rho_{su}(\delta x)_{ut} + (\delta \zeta)_{su}(x^2)_{ut}.
\]
As we are dealing with smooth paths we have \( \delta \left( \int \rho \, dx \right) \in \mathcal{ZC}^{1+} \) and thus belongs to the domain of \( \Lambda \) due to Proposition 2.1. (Recall that \( \delta \delta = 0 \).) Hence, it follows
\[
\int_t^s \rho_{su} \, dx_u = \Lambda_{st} \left( \rho \delta x + \delta \zeta \cdot x^2 \right),
\]
and inserting this identity into (18) we end up with
\[
\int_t^s z_u \, dx_u = z_s(\delta x)_{st} + \zeta_s(x^2)_{st} + \Lambda_{st} \left( \rho \delta x + \delta \zeta \cdot x^2 \right).
\]
Since in addition
\[
\rho \delta x + \delta \zeta \cdot x^2 = -\delta(z \delta x + \zeta \cdot x^2),
\]
we can also write this as
\[
\int_t^s z_u \, dx_u = (\text{id} - \Lambda \delta)(z \delta x + \zeta \cdot x^2).
\]
Thus we have expressed the Riemann-Stieltjes integral of \( z \) with respect to \( x \) in terms of the sewing map \( \Lambda \), of the Lévy area \( x^2 \) and of increments of \( z \) resp. \( x \). This can now be generalized to the non-smooth case. Note that Corollary 2.2 justifies the use of the notion integral.

In the following, we denote by \( A^* \) the transposition of a vector resp. matrix, and by \( A_1 \cdot A_2 = \text{Tr}(A_1 A_2^*) \) the inner product of two vectors or two matrices \( A_1 \) and \( A_2 \).

**Proposition 2.5.** For fixed \( \frac{1}{3} < \kappa \leq \gamma \), let \( x \) be a path satisfying Hypothesis 1. Furthermore, let \( z \in \mathcal{Q}_{\kappa, \alpha}^x ([\ell_1, \ell_2]; \mathbb{R}^n) \) such that the increments of \( z \) are given by (16). Define \( \hat{z} \) by \( \hat{z}_{\ell_1} = \hat{\alpha} \) with \( \hat{\alpha} \in \mathbb{R} \) and
\[
(\delta \hat{z})_{st} = \left[ (\text{id} - \Lambda \delta)(z^* \delta x + \zeta \cdot x^2) \right]_{st}
\]
for \( \ell_1 \leq s < t \leq \ell_2 \). Then \( \mathcal{J}(z^* \, dx) := \hat{z} \) is a well-defined element of \( \mathcal{Q}_{\kappa, \hat{\alpha}}^x ([\ell_1, \ell_2]; \mathbb{R}) \) and coincides with the usual Riemann integral, whenever \( z \) and \( x \) are smooth functions.

Moreover, the Hölder norm of \( \mathcal{J}(z^* \, dx) \) can be estimated in terms of the Hölder norm of the integrator \( z \). (For this and also for a proof of the above Proposition, see e.g. [18].) This allows to use a fixed point argument to obtain the existence of a unique solution for rough differential equations.

**Theorem 2.6.** For fixed \( \frac{1}{3} < \kappa < \gamma \), let \( x \) be a path satisfying Hypothesis 1, and let \( \sigma \in C^3(\mathbb{R}^d; \mathbb{R}^{d,m}) \) be bounded with bounded derivatives. Then we have:
(1) Equation \((1)\) admits a unique solution \(y\) in \(Q^x_{\gamma,a}([0,T];\mathbb{R}^d)\) for any \(T > 0\), and there exists a polynomial \(P_T : \mathbb{R}^2 \to \mathbb{R}^+\) such that
\[
\mathcal{N}[y; Q^x_{\gamma,a}([0,T];\mathbb{R}^d)] \leq P_T(\|x\|_{\gamma,\infty,T}, \|x^2\|_{2\gamma})
\] (21)
holds.

(2) Let \(F : \mathbb{R}^d \times C^1_1([0,T];\mathbb{R}^m) \times C^2_2([0,T];\mathbb{R}^{m,m}) \to C^1_1([0,T];\mathbb{R}^d)\) be the mapping defined by
\[
F(a,x,x^2) = y,
\]
where \(y\) is the unique solution of equation \((1)\). This mapping is locally Lipschitz continuous in the following sense: Let \(\tilde{x}\) be another driving rough path with corresponding Lévy area \(\tilde{x}^2\) and \(\tilde{a}\) be another initial condition. Moreover denote by \(\tilde{y}\) the unique solution of the corresponding differential equation. Then, there exists an increasing function \(K_T : \mathbb{R}^1 \to \mathbb{R}^+\) such that
\[
\|y - \tilde{y}\|_{\gamma,\infty,T} \leq K_T(\|x\|_{\gamma,\infty,T}, \|\tilde{x}\|_{\gamma,\infty,T}, \|x^2\|_{2\gamma}, \|\tilde{x}^2\|_{2\gamma})
\] (22)
\[
\times (|a - \tilde{a}| + \|x - \tilde{x}\|_{\gamma,\infty,T} + \|x^2 - \tilde{x}^2\|_{2\gamma})
\]
holds, where we recall that \(\|f\|_{\mu,\infty,T} = \|f\|_\infty + \|\delta f\|_\mu\) denotes the usual Hölder norm of a path \(f \in C^1_1([0,T];\mathbb{R}^d)\).

Remark 2.7. Inequality \((21)\) implies in particular
\[
|\langle \delta y \rangle_{st} - \sigma(y_s)(\delta y)_{st}| \leq |t - s|^{2\gamma} P_T(\|x\|_{\gamma,\infty,T}, \|x^2\|_{2\gamma}).
\] (23)
This estimate will be required in the proof of Lemma 4.2.

The above theorem improves (slightly) the original formulation of the Lipschitz continuity of the Itô map \(F\), which can be found in [13], concerning the control of the solution in terms of the driving signal. Therefore (and also for completeness) we provide some details of its proof in the appendix. A similar continuity result can be found in [10], where the classical approach of Lyons and Qian to rough differential equations is used.

2.3. Application to fBm. The application of the rough path theory to an equation with a particular driving signal relies on the existence of the Lévy area fulfilling Hypothesis 1. In our setting, the driving process is given by an \(m\)-dimensional fractional Brownian motion \(\{B^{(i)},\ldots,B^{(m)}\}\) with Hurst parameter \(\gamma > 1/3\).

To the best of our knowledge, there are three known possibilities to show the existence of the associated Lévy area \(\mathbb{B}^2 = (\mathbb{B}^2(i,j))_{i,j=1,...,m}\): (i) By a piecewise dyadic linear interpolation of the paths of \(B\), as done in [4]. (ii) Using Malliavin calculus tools in order to define \(\mathbb{B}^2\) as a Russo-Vallois iterated integral, similarly to what is done in [30] to construct a delayed fractional Lévy area. (iii) By means of the analytic approximation of \(B\) introduced by Unterberger in [37]. Actually, all three methods lead to the same Lévy area. The equivalence between the first two constructions has been established by Coutin and Qian through a representation formula (see Theorem 4 in [3]). The convergence results we are going to establish show that the Lévy area recently obtained by Unterberger in [37] coincide with the previous ones. Note that this question had been left open by the author in the latter reference, so that the following Proposition 3.7 has an interest in itself (see also [31] for a partial result in this direction).
We resort here to the analytic definition of the fractional Lévy area, since we use the pointwise estimates of [31], which were derived in this setting. Let us recall the main features of the analytic approach.

2.3.1. Definition of the analytic fBm. The article [37] introduces the fractional Brownian motion as the real part of the trace on $\mathbb{R}$ of an analytic process $\Gamma$ (called: analytic fractional Brownian motion [35]) defined on the complex upper-half plane $\Pi^+ = \{ z \in \mathbb{C}; \Im(z) > 0 \}$.

This is achieved by an explicit series construction: for $k \geq 0$ and $z \in \Pi^+$, set
\[ f_k(z) = 2^{H-1} \sqrt{\frac{H(1-2H)}{2 \cos \pi H}} \sqrt{\frac{\Gamma(2-2H+k)}{\Gamma(2-2H)k!}} \left( \frac{z + i}{2i} \right)^{2H-2} \left( \frac{z - i}{z + i} \right)^k, \] (24)

where $\Gamma$ stands for the usual Gamma function. These functions are well-defined on $\Pi^+$, and it can be checked that
\[ \sum_{k \geq 0} f_k \left( x + i \frac{\eta_1}{2} \right) f_k \left( y + i \frac{\eta_2}{2} \right) = K^{\cdot,-} \left( \frac{1}{2} (\eta_1 + \eta_2); x, y \right), \]

where $K^{\cdot,-}$ is a positive kernel defined on $\mathbb{R}_+^* \times \mathbb{R} \times \mathbb{R}$ given by
\[ K^{\cdot,-}(\eta; x, y) = \frac{H(1-2H)}{2 \cos \pi H} (-i(x-y) + \eta)^{2H-2}. \]

We also set
\[ K^{\cdot,+}(\eta; x, y) = \frac{H(1-2H)}{2 \cos \pi H} (i(x-y) + \eta)^{2H-2}. \]

Now define the Gaussian process $\Gamma'$ with "time parameter" $z \in \Pi^+$ by
\[ \Gamma'(z) = \sum_{k \geq 0} f_k(z) \xi_k \] (25)

where $(\xi_k)_{k \geq 0}$ are independent standard complex Gaussian variables, i.e. $\mathbb{E}[\xi_j \xi_k] = 0$, $\mathbb{E}[\xi_j \xi_k] = \delta_{j,k}$. The Cayley transform $z \mapsto \frac{z + i}{z}$ maps $\Pi^+$ to $D$, where $D$ stands for the unit disk of the complex plane. This allows to prove that the series defining $\Gamma'$ is a random entire series which is analytic on the unit disk and hence the process $\Gamma'$ is analytic on $\Pi^+$. Furthermore, restricting to the horizontal line $\mathbb{R} + i\frac{\eta}{2}$, the following identity holds:
\[ \mathbb{E}[\Gamma'(x + i\eta/2)\Gamma'(y + i\eta/2)] = K^{\cdot,-}(\eta; x, y). \]

One may now integrate the process $\Gamma'$ over any path $\gamma : (0,1) \to \Pi^+$ with endpoints $\gamma(0) = 0$ and $\gamma(1) = z \in \Pi^+ \cup \mathbb{R}$ (the result does not depend on the particular path but only on the endpoint $z$). The resulting process, which is denoted by $\Gamma$, is still analytic on $\Pi^+$. Furthermore, the real part of the boundary value of $\Gamma$ on $\mathbb{R}$ is a fractional Brownian motion. Another way to look at this is to define $\Gamma(\eta) := \{ \Gamma(t + i\eta); t \in \mathbb{R} \}$ as a regular process living on $\mathbb{R}$, and to observe that the real part of $\Gamma(\eta)$ converges for $\eta \to 0$ to a fractional Brownian motion. The following Proposition summarises what has been said so far:

**Proposition 2.8** (see [34, 33]). Let $\Gamma'$ be the process defined on $\Pi^+$ by relation (23).
2.3.2. Definition of the Lévy area. Consider now an \( m \)-dimensional analytic fBm \( \Gamma = (\Gamma^{(1)}, \ldots, \Gamma^{(m)}) \). Since the process \( B(\eta) \) is smooth, one can define the following integrals in the Riemann sense for all \( 0 \leq s < t \leq T, 1 \leq j_1, j_2 \leq m \) and \( \eta > 0 \):

\[
B^{2, \eta}(j_1, j_2) = \int_s^t dB^{(j_2)}(\eta) \int_s^{u_1} dB^{(j_1)}(\eta).
\]

Proposition 2.9. Let \( T > 0 \) and define \( B^{2, \eta} \) by equation (26). Let also \( 0 < \gamma < H \). Then \( B \) satisfies Hypothesis [1] in the following sense:

1. The couple \( (B(\eta), B^{2, \eta}) \) converges in \( L^p(\Omega; C^\gamma([0, T]; \mathbb{R}) \times C^{2\gamma}([0, T]^2; \mathbb{R}^{m, m})) \) for all \( p \geq 1 \) to a couple \( (B, B^2) \), where \( B \) is a fractional Brownian motion.

2. The increment \( B^2 \) satisfies the algebraic relation \( \delta B^2 = \delta B \otimes \delta B \).

One of the advantages of the analytic approach is that an expression for the covariances of the Lévy area can be easily derived by dominated convergence. We have

\[
\mathbb{E}[B_{s_1, t_1}^2(i, j) B_{s_2, t_2}^2(i, j)] = H^2(2H - 1)^2 \int_{s_1}^{t_1} \int_{s_2}^{t_2} \int_{s_1}^{u_1} \int_{s_2}^{u_2} |u_1 - u_2|^{2H-2} |v_1 - v_2|^{2H-2} dv_1 dv_2 du_1 du_2
\]

for \( 0 \leq s_1 \leq t_1 \leq s_2 \leq t_2 \leq T \) and \( i, j = 1, \ldots, m \).

Moreover, \( B(\eta) \) satisfies similar stationarity and scaling properties as the fBm itself.

Lemma 2.10. We have

1. (stationarity)

\[
\{(\delta B(\eta))_{s, u+s}, 0 \leq u \leq T - s\} \overset{c}{=} \{B(\eta)_{u}, 0 \leq u \leq T - s\},
\]

2. (scaling)

\[
\{B(\eta)_{c-u}, 0 \leq u \leq T/c\} \overset{c}{=} \left\{e^{H} B\left(\frac{\eta}{c}\right)_{u}, 0 \leq u \leq T/c\right\}.
\]

The above Lemma can be shown by straightforward calculations exploiting that \( B(\eta) \) is a Gaussian process with covariance kernel \( K' \) and will be useful to derive the scaling property of the fractional Lévy area. See Lemma 5.1 below.
3. Approximation of the Lévy area

Let $\mathcal{P}_{n,T}$ be the uniform partition $\{t^n_k = \frac{kT}{n}, k = 0, \ldots, n\}$ of $[0, T]$, and let $B^{n,T}$ be the linear interpolation of $B$ based on the points of $\mathcal{P}_{n,T}$. More precisely, $B^{n,T}$ is defined as follows: for $t \in [0, T]$, let $k \in \{0, 1, \ldots, n - 1\}$ be such that $t^n_k \leq t < t^n_{k+1}$. Then we have

$$B^{n,T}_t = B^n_{t^n_k} + \left(\frac{t - t^n_k}{T/n}\right) (\delta B)^{n,T}_{t^n_k, t^n_{k+1}}. \quad (28)$$

Let also $B^{2,n,T}$ be the Lévy area of $B^{n,T}$, which is simply defined in the Riemann sense by

$$B^{2,n,T}_{st}(i, j) = \int_s^t \int_s^u dB^{n,T}_{u_2}(i) d\overline{B}^{n,T}_{u_1}(j).$$

The first step in the convergence analysis of our Milstein type scheme is to determine the rate of convergence of the couple $(B^{n,T}, B^{2,n,T})$ towards $(B, B^2)$. The current section is devoted to this step, which can be seen as an extension of [31] to Hölder norms. Throughout the remainder of this article we will denote unspecified non-negative and finite random variables by $\theta$, indicating by indices on which quantities they depend. Similarly, we will denote unspecified constants, whose specific value is not relevant, by $C$ or $K$.

3.1. Preliminary tools. As a first preliminary step, let us state the following elementary lemma about the stationarity and scaling properties of the fBm $B$ and its piecewise linear interpolation $B^{n,T}$ resp. about the scaling property of the Lévy areas $B^2$ and $B^{2,n,T}$.

**Lemma 3.1.** Consider a point $s \in \mathcal{P}_{n,T}$. Then

$$\{(\delta B)_{s,u+s}, (\delta B^{n,T})_{s,u+s}, 0 \leq u \leq T - s\} \subseteq \{(B_u, B^{n,T}_u), 0 \leq u \leq T - s\}. \quad (29)$$

Furthermore, if $c > 0$, then

$$\{(B_{cu}, B^{n,T}_{cu}), 0 \leq u \leq T/c\} \subseteq \{c^H(B_u, B^{n,T}/c), 0 \leq u \leq T/c\}. \quad (30)$$

Finally, let $s, t \in \mathcal{P}_{n,T}$ with $s \leq t$. Then we have

$$(B^{2,n,T}_{st}(i, j), B^{2,n,T}_{st}(i, j)) \subseteq (t - s)^{2H}\left(\overline{B}^{2}_{01}(i, j), \overline{B}^{2}_{01}(i, j)/(t-s)(i, j)\right) \quad (31)$$

for all $i, j = 1, \ldots, m$.

**Proof.** These assertions are of course consequences of the stationarity and scaling properties of fBm, i.e. for any $c > 0$ the process

$$\overline{B}^{(i)} = c^H B^{(i)}$$

is again a fBm, and for any $h \in \mathbb{R}$ the process

$$\overline{B}^{(i)} = \left(\delta B^{(i)}\right)_{h,-} + h$$

is a fBm.

Recall that the points of $\mathcal{P}_{n,T}$ are given by $t^n_i = \frac{iT}{n}$ for all $i \in \mathbb{N}$, and introduce the two mappings $F^{-n,T}$ and $F^{n,T}$ defined on $\mathbb{R}_+$ by $F^{-n,T}(u) = t^n_i$ and $F^{n,T}(u) = t^n_{i+1}$ if
\[ t^n_i \leq u < t^n_{i+1}. \] With these notations, one has \( B^u_{n,T} = G^u_{n,T}(B)_u, \) where the measurable mapping \( G^u_{n,T} : C(\mathbb{R}^+; \mathbb{R}^m) \to C(\mathbb{R}^+; \mathbb{R}^m) \) is defined by

\[
G^u_{n,T}(y)_u = y_{F^n_{u,T}(u)} + \frac{u - F^n_{u,T}(u)}{T/n} \left( y_{F^n_{u,T}(u)} - y_{F^n_{u,T}(u)} \right), \quad u \in \mathbb{R}^+.
\]

Now, in order to establish (29), note that \( F^n_{+T}(u + s) = F^n_{+T}(u) + s \) if \( s \in \mathcal{P}_{n,T} \). It is then easily seen that

\[
((\delta B)_s,\delta B_{n,T})_{s,+s} = ((\delta B)_s,\delta B_{n,T})_{s,+s},
\]

so that, due to the stationarity property of \( fBm \), the following identity in law for processes holds true:

\[
((\delta B)_s,\delta B_{n,T})_{s,+s} \overset{\mathcal{L}}{=} (B, G^u_{n,T}(B)) = (B, B_{n,T}).
\]

The proof of (30) is quite similar. In fact, one has

\[
\left( B^u_{n,T}(c \cdot u) = c \cdot F^u_{+T/c}(u) \right) \text{ and so } B^u_{n,T} = G^{u,c}_{n,T}(B^u_{n,T}).
\]

Thus it holds, thanks to the scaling property of \( fBm \),

\[
(B^u_{c,n,T} = (B^u_{c}, G^{u,c}_{n,T}(B^u_{n,T})) \overset{\mathcal{L}}{=} (cH B, G^{u,c}_{n,T}(cH B)).
\]

Identity (31) is then a consequence of the linearity of \( G^{u,c}_{n,T} \).

Now it remains to establish (31). Note first that Proposition 2.3 implies that

\[
(B^2_{st}, B^{2,n,T}_{st}) = \lim_{\eta \to 0} (B^2(\eta)_{st}, B^{2,n,T}(\eta)_{st})
\]

in probability. Here \( B^2(\eta)_{st} \) is the Lévy area associated to the piecewise linear interpolation of \( B(\eta) \) with stepsize \( T/n \).

Since \( B(\eta) \) is analytic, the above Lévy areas can be approximated by a standard Euler quadrature rule, i.e. we have

\[
B^2_{st} = \lim_{k \to \infty} \mathcal{I}_k(B^2(\eta)_{st}) \quad B^{2,n,T}_{st} = \lim_{k \to \infty} \mathcal{I}_k(B^{2,n,T}(\eta)_{st})
\]

almost surely, where

\[
\mathcal{I}_k(B^2(\eta)_{st}) = \sum_{i=0}^{k} \left\{ (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \otimes \left( (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} - (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \right) \right\},
\]

\[
\mathcal{I}_k(B^{2,n,T}(\eta)_{st}) = \sum_{i=0}^{k} \left\{ (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \otimes \left( (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} - (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \right) \right\}.
\]

Using again the \( G^{u,T} \) notation and setting \( \eta^{st} = \frac{n}{t-s} \), we have

\[
(\mathcal{I}_k(B^2(\eta)_{st}), \mathcal{I}_k(B^{2,n,T}(\eta)_{st})) = \left( \sum_{i=0}^{k} \left\{ (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \otimes \left[ (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} - (\delta B(\eta))_{s+\frac{1}{k}(t-s)+s} \right] \right\} ;
\]

\[
\sum_{i=0}^{k} G^{n,T}((\delta B(\eta))_{s,+s})_{\frac{1}{k}(t-s)} \otimes \left\{ G^{n,T}((\delta B(\eta))_{s,+s})_{\frac{1}{k}(t-s)} - G^{n,T}((\delta B(\eta))_{s,+s})_{\frac{1}{k}(t-s)} \right\}.
\]
Thus, invoking Lemma 2.10 and setting \( \eta^{st} = \frac{\eta}{t-s} \), we end up with

\[
(\mathcal{I}_k(\mathbf{B}(\eta)_{{st}}^2), \mathcal{I}_k(\mathbf{B}(\eta)_{{st}}^{2,n,T}))
\]

\[
\mathcal{L} \left( \sum_{i=0}^{k} B(\eta) \mathbf{f}(t-s) \otimes (\delta B(\eta)) \mathbf{f}(t-s), \frac{i+1}{k} (t-s) \right)
\]

\[
\sum_{i=0}^{k} G^{n,T}(B(\eta)) \mathbf{f}(t-s) \otimes (\delta G^{n,T}(B(\eta))) \mathbf{f}(t-s), \frac{i+1}{k} (t-s)
\]

\[
= \left( \sum_{i=0}^{k} B(\eta) \mathbf{f}(t-s) \otimes (\delta B(\eta)) \mathbf{f}(t-s), \frac{i+1}{k} (t-s) \right)
\]

\[
\sum_{i=0}^{k} G^{n,T/(t-s)}(B(\eta),(t-s)) \mathbf{f}(t-s) \otimes (\delta G^{n,T/(t-s)}(B(\eta),(t-s))) \mathbf{f}(t-s), \frac{i+1}{k} (t-s)
\]

\[
\mathcal{L} \left( (t-s)^{2H} \sum_{i=0}^{k} B(\eta^{st}) \mathbf{f}(t-s) \otimes (\delta B(\eta^{st})) \mathbf{f}(t-s), \frac{i+1}{k} (t-s) \right)
\]

\[
(t-s)^{2H} \sum_{i=0}^{k} G^{n,T/(t-s)}(B(\eta^{st})), \mathbf{f}(t-s) \otimes (\delta G^{n,T/(t-s)}(B(\eta^{st}))) \mathbf{f}(t-s), \frac{i+1}{k} (t-s)
\]

that is

\[
(\mathcal{I}_k(\mathbf{B}(\eta)_{{st}}^2), \mathcal{I}_k(\mathbf{B}(\eta)_{{st}}^{2,n,T}))
\]

\[
\mathcal{L} \left( (t-s)^{2H} \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}, \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01} \right) \right) \right)
\]

Clearly, we also have

\[
\mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^2 = \lim_{k \to \infty} \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^2 \right),
\]

\[
\mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^{2,n,T/(t-s)} = \lim_{k \to \infty} \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^{2,n,T/(t-s)} \right)
\]

almost surely and

\[
\left( \mathbf{B}_{01}^2, \mathbf{B}_{01}^{2,n,T/(t-s)} \right) = \lim_{\eta \to 0} \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^2, \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}^{2,n,T/(t-s)} \right)
\]

in probability. So, combining (34), (35), (36) and (38), we obtain

\[
E \left[ \varphi \left( \mathbf{B}_{st}^2, \mathbf{B}_{st}^{2,n,T} \right) \right]
\]

\[
= \lim_{k \to \infty, \eta \to 0} E \left[ \varphi \left( \mathcal{I}_k(\mathbf{B}(\eta)_{st}^2), \mathcal{I}_k(\mathbf{B}(\eta)_{st}^{2,n,T}) \right) \right]
\]

\[
= \lim_{k \to \infty, \eta \to 0} E \left[ \varphi \left( (t-s)^{2H} \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01}, (t-s)^{2H} \mathcal{I}_k \left( \mathbf{B} \left( \frac{\eta}{l-s} \right) \mathbf{f}_{01} \right) \right) \right) \right]
\]

\[
= E \left[ \varphi \left( (t-s)^{2H} \mathbf{B}_{01}, (t-s)^{2H} \mathbf{B}_{01}^{2,n,T/(t-s)} \right) \right]
\]

for any function \( \varphi \in C_b((\mathbb{R}^m \otimes \mathbb{R}^m)^2) \), which concludes the proof of (31).
The next auxiliary result is an upper bound of the modulus of continuity of fBm and is a consequence of Theorem 3.1 in [38].

**Lemma 3.2.** Let $T > 0$. There exists $h^* > 0$ and a finite and non-negative random variable $\theta_{H,h^*,T}$ such that
$$\sup_{t \in [0,T-h]} |(\delta B)_{t,t+h}| \leq \theta_{H,h^*,T} \cdot h^H \cdot \sqrt{|\log(1/h)|}$$
for all $h \in (0,h^*)$.

The classical Garsia lemma reads as follows:

**Lemma 3.3.** For all $\gamma > 0$ and $p \geq 1$ there exists a constant $C_{\gamma,p,l} > 0$ such that
$$N[f; C_1^{\gamma}([0,T]; \mathbb{R}^l)] \leq C_{\gamma,p,l} \left( \int_0^T \int_0^T |(\delta f)_{uv}|^{2p} \frac{|u-v|^{2p+2}}{2p+2} \, du \, dv \right)^{1/(2p)}$$
for all $f \in C_1([0,T]; \mathbb{R}^l)$.

Finally, we also need to control the Hölder smoothness of elements of $C_2$, beyond the case of increments of functions in $C_1$. The following is a generalization of the Garsia-Rodemich-Rumsey lemma above.

**Lemma 3.4.** Let $\kappa > 0$ and $p \geq 1$. Let $R \in C_2^\kappa([0,T]; \mathbb{R}^l)$ with $\delta R \in C_3^{3\kappa}([0,T]; \mathbb{R}^l)$. If
$$\int_0^T \int_0^T |R_{uv}|^{2p} \frac{|u-v|^{2p+2}}{2p+2} \, du \, dv < \infty,$$
then $R \in C_2^\kappa([0,T]; \mathbb{R}^l)$. In particular, there exists a constant $C_{\kappa,p,l} > 0$, such that
$$N[R; C_2^\kappa([0,T]; \mathbb{R}^l)] \leq C_{\kappa,p,l} \left( \int_0^T \int_0^T |R_{uv}|^{2p} \frac{|u-v|^{2p+2}}{2p+2} \, du \, dv \right)^{1/(2p)} + C_{\kappa,p,l} N[\delta R; C_3^{3\kappa}([0,T]; \mathbb{R}^l)].$$

### 3.2. Approximation results.
Recall that our aim here is to show the convergence of the couple $(B^{n,T}, B^{2,n,T})$ towards $(B, B^2)$ in some suitable Hölder spaces. A similar result was obtained in [8], but with the following differences: (i) The authors in [8] studied the $p$-variation norm of $B^2 - B^{2,n,T}$ using dyadic discretisations, while we are working in the Hölder setting. (ii) The rate of convergence for the approximation was not their main concern, and the convergence rate stated in [8, Corollary 20] is not sharp.

Let us now start with a first moment estimate for the difference $B^{2} - B^{2,n,T}$, for which we will use the error bound for a trapezoidal approximation of $B^2$ derived in [8]. Moreover, recall that we denote by $B^{n,T}$ the piecewise linear interpolation of $B$ on $[0,T]$ with respect to the uniform partition $P_{n,T} = \{t_k^n; k = 0, \ldots, n\}$, where $t_k^n = \frac{kT}{n}$, and by $B^{2,n,T}$ the corresponding Lévy area.

**Proposition 3.5.** Let $p \geq 1$ and $H > 1/4$. Then, we have
$$\left( E \left| B^{2,n,T}_0 - B^{2,n,T}_t \right|^p \right)^{1/p} \leq K_p \cdot T^{2H} \cdot n^{-2H+1/2}.$$
Proof. First note that the random variable \( B_{0,T}^2 - B_{0,T}^{2n,T} \) belongs to the sum of the first and the second chaos of \( B \) (we refer to [32] for a specific description of these notions). So all moments of \( B_{0,T}^2 - B_{0,T}^{2n,T} \) are equivalent and it suffices to show that there exists a constant \( K > 0 \) such that, for all \( i, j = 1, \ldots, m, \)

\[
\left( E \left| B_{0,T}^2 - B_{0,T}^{2n,T} \right|^2 \right)^{1/2} \leq K \cdot T^{2H} \cdot n^{-2H+1/2}.
\]

Consider first the diagonal elements of \( B_{0,T}^2 - B_{0,T}^{2n,T} \). In this case, we have \( B_{0,T}^2(j, j) = (B_T^{(j)})^2/2 \) and

\[
B_{0,T}^{2n,T}(j, j) = \int_0^T B_u^{n,T}(j) dB_u^{n,T}(j)
\]

\[
= \sum_{k=0}^{n-1} B_{t_k}^{(j)} \delta B_{t_k}^{(j)} + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( \frac{n}{T} \right)^2 \left( u - \frac{kT}{n} \right) \left( \delta B_{t_k}^{(j)} \right)^2 du
\]

\[
= \sum_{k=0}^{n-1} \left( B_{t_k}^{(j)} \delta B_{t_k}^{(j)} + \frac{1}{2} \left( \delta B_{t_k}^{(j)} \right)^2 \right) = \frac{1}{2} \left( B_T^{(j)} \right)^2.
\]

Hence it follows

\[
B_{0,T}^2(j, j) - B_{0,T}^{2n,T}(j, j) = \int_0^T B_u^{(j)} dB_u^{(j)} - \int_0^T B_u^{n,T}(j) dB_u^{n,T}(j) = 0.
\]

Now consider the off-diagonal terms of \( B_{0,T}^2 - B_{0,T}^{2n,T} \). Without loss of generality we can assume that \( i > j \). Proceeding as above we have

\[
\int_0^T B_u^{n,T}(i) dB_u^{n,T}(j) = \frac{1}{2} \sum_{k=0}^{n-1} \left( B_{t_k}^{(i)} + B_{t_k}^{(j)} \right) \delta B_{t_k}^{(i)} \delta B_{t_k}^{(j)}.
\]

Thus, [31, Theorem 1.2] can be applied and yields

\[
\left( E \left| B_{0,T}^2(i, j) - B_{0,T}^{2n,T}(i, j) \right|^2 \right)^{1/2} \leq K \cdot T^{2H} \cdot n^{-2H+1/2}.
\]

The next result gives an error bound for the piecewise linear interpolation of \( B \). Note that similar estimates as in the next lemma can be found in [17], where the case \( H > 1/2 \) is considered.

**Lemma 3.6.** Let \( 0 \leq \gamma < H \). Then, there exists a finite and non-negative random variable \( \theta_{H,\gamma,T} \) such that

\[
N[B^{n,T} - B; C_T([0, T])] \leq \theta_{H,\gamma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}
\]

for \( n > 1 \).

**Proof.** Clearly, we have to find appropriate bounds for

\[
|\delta(B^{n,T} - B)_{st}|, \quad s, t \in [0, T].
\]
First note that there exists a strictly positive \( x_{H,\gamma} \) such that the mapping \( f : (0, T) \rightarrow [0, \infty) \), \( f(x) = x^{H-\gamma} \sqrt{\log(1/x)} \) is increasing on \( x \in (0, x_{H,\gamma}) \). Without loss of generality, we assume that \( T/n \leq \inf(x_{H,\gamma}, h^*) \), where \( h^* \) is defined by Lemma 3.2.

(i) First, consider the case where \( |t-s| \geq \frac{T}{n} \). Let us assume also without loss of generality that \( t^n_k \leq s < t^n_{k+1} \leq t < t^n_{l+1} \) for some \( k < l \) and recall that \( t^n_k = kT/n \).

\[
B^n_{s,T} = B^n_{t_k} + \left( \frac{s-t^n_k}{T/n} \right) \delta B^n_{t_k t^n_{k+1}} \quad \text{and} \quad B^n_{t,T} = B^n_{t_l} + \left( \frac{t-t^n_l}{T/n} \right) \delta B^n_{t_l t^n_{l+1}},
\]

so that

\[
|\delta(B^n_{s,T} - B|s_t) \leq |\delta B^n_{t_k}| + |\delta B^n_{t_l}| + |\delta B^n_{t_k t^n_{k+1}}| + |\delta B^n_{t_l t^n_{l+1}}|
\]

\[
\leq 4\theta_{H,T} \sqrt{|\log(n/T)|} \left( \frac{T}{n} \right)^H \leq \theta_{H,T} |t-s|^H \sqrt{|\log(n)|} n^{-(H-\gamma)}
\]

using Lemma 3.2.

(ii) Now, suppose that \( |t-s| < T/n \) with for instance \( t^n_k \leq s < t < t^n_{k+1} \). In this case,

\[
(\delta B^n_{s,T}) = \frac{t-s}{T/n} (\delta B)_{t_k t^n_{k+1}}
\]

and thus

\[
|\delta(B^n_{s,T} - B|s_t) \leq |\delta B| + |\delta B^n_{T}| \leq \theta_{H,T} \sqrt{|\log(1/(t-s))|} |t-s|^H + \theta_{H,T} |t-s|^H \sqrt{|\log(n/T)|} \left( \frac{T}{n} \right)^H
\]

\[
\leq \theta_{H,T} \sqrt{|\log(1/(t-s))|} |t-s|^H + \theta_{H,T} |t-s|^H \sqrt{|\log(n)|} n^{-(H-\gamma)}.
\]

Using the monotonicity of \( x \mapsto x^{H-\gamma} \sqrt{\log(1/x)} \), it follows

\[
|\delta(B^n_{s,T} - B|s_t) \leq \theta_{H,T} |t-s|^H \sqrt{|\log(n)|} n^{-(H-\gamma)}.
\]

(iii) The same estimate as above also holds true if \( |t-s| < T/n \) and \( t^n_k \leq s < t^n_{k+1} \leq t < t^n_{k+2} \).

(iv) Combining (i)-(iii) yields the assertion.

Now we determine the error for the approximation of the Lévy area.

**Lemma 3.7.** Let \( 1/4 < \gamma < H \). Then, there exists a finite and non-negative random variable \( \theta_{H,\gamma,T} \) such that

\[
\mathcal{N} [B^n_{s,T} - B^2 ; C_{2}^{\gamma}([0, T])] \leq \theta_{H,\gamma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}
\]

for \( n > 1 \).

**Proof.** In this proof we will denote constants (which depend only on \( p, q, \varepsilon, \gamma \) and \( T \)) by \( K \), regardless of their value.

**Step 1.** We will first show that

\[
\left( \mathbb{E} \left[ \mathcal{N} [B^n_{s,T} - B^2 ; C_{2}^{\gamma}([0, T])] \right] \right)^{1/q} \leq K \cdot (n^{-2(H-\gamma)} + n^{-H}). \tag{42}
\]
For this, we have to consider the family of increments $A^{n,T}(i, j) \in \mathcal{C}_2$, defined by

$$A_{st}^{n,T}(i, j) = \int_s^t (\delta B_u^{(i)})_{su} dB_u^{(j)} - \int_s^t (\delta B_u^{n,T,(i)})_{su} dB_u^{n,T,(j)}$$

for $i, j = 1, \ldots, m$. By symmetry we can assume $1 \leq j \leq i \leq m$.

We distinguish several cases for $s, t \in [0, T]$.

(i) Assume that $|t - s| \geq \frac{T}{n}$ and $s, t \in \mathcal{P}_{n,T}$, i.e. $s = \frac{kT}{n}$ and $t = \frac{lT}{n}$ for $k < l$. Then the scaling properties of fBm, see Lemma 3.1, yield

$$A_{st}^{n,T}(i, j) \leq \int_0^{t-s} B_u^{(i)} dB_u^{(j)} - \int_0^{t-s} B_u^{n,T,(i)} dB_u^{n,T,(j)}$$

$$\leq (t - s)^{2H} \left( \int_0^{\frac{1}{n}} B_u^{(i)} dB_u^{(j)} - \int_0^{\frac{1}{n}} B_u^{n,T/(t-s),(i)} dB_u^{n,T/(t-s),(j)} \right).$$

Since $\frac{T}{t-s} = \frac{n}{l-k}$ we have

$$\{ B_u^{n,T/(t-s),(i)}, u \in [0, 1] \} = \{ B_u^{l-k,1,(i)}, u \in [0, 1] \}.$$ 

Now Proposition 3.3 gives

$$\left( \mathbb{E} \left| A_{st}^{n,T}(i, j) \right|^p \right)^{1/p} \leq K \cdot |t - s|^{2H} \cdot |t - k|^{-2H + 1/2} \leq K \cdot |t - s|^{1/2} \cdot n^{-2H + 1/2}$$

$$\leq K \cdot |t - s|^{2\gamma} \cdot n^{-2(H-\gamma)}, \quad (43)$$

with $\gamma > 1/4$.

(ii) Assume now that $(t - s) \geq \frac{T}{n}$ with $s < t_{k+1}^n \leq t_t \leq t_{l+1}^n$. Using the cohomologic relation $\delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n} = 0$, we obtain

$$A_{st}^{n,T}(i, j) = A_{st_{k+1}^n t_{l+1}^n}^{n,T}(i, j) + A_{st_{k+1}^n t_{l+1}^n}^{n,T}(i, j) + A_{t_{l+1}^n t_{l+1}^n}^{n,T}(i, j)$$

$$+ \delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n} + \delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n}. \quad (44)$$

For the term $A_{st_{k+1}^n t_{l+1}^n}^{n,T}(i, j)$, we can use the first step to deduce

$$\left( \mathbb{E} \left| A_{st_{k+1}^n t_{l+1}^n}^{n,T}(i, j) \right|^p \right)^{1/p} \leq K \cdot |t_t^n - t_{k+1}^n|^{2\gamma} \cdot n^{-2(H-\gamma)} \leq K \cdot |t - s|^{2\gamma} \cdot n^{-2(H-\gamma)}.$$ 

To deal with the last two terms of (42), remember the algebraic relation

$$\delta(\delta A^{n,T}(i, j)) = \delta B^{(i)} \cdot \delta B^{(j)} - \delta B^{n,T,(i)} \cdot \delta B^{n,T,(j)}, \quad (45)$$

which entails here

$$|\delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n}| \leq |(\delta B^{(i)})_{st_{k+1}^n t_{l+1}^n}| \cdot |(\delta B^{(j)})_{st_{k+1}^n t_{l+1}^n}| + |(\delta B^{n,T,(i)})_{st_{k+1}^n t_{l+1}^n}| \cdot |(\delta B^{n,T,(j)})_{st_{k+1}^n t_{l+1}^n}|,$$

and we easily get

$$\left( \mathbb{E} \left| \delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n} \right|^p \right)^{1/p} \leq K \cdot |t - s|^H \cdot (T/n)^H \leq K \cdot |t - s|^{2\gamma} \cdot (n^{-2(H-\gamma)} + n^{-H}).$$

Similarly we obtain the same estimate for $\mathbb{E}[(\delta(\delta A^{n,T}(i, j))_{st_{k+1}^n t_{l+1}^n})^p]^{1/p}.$
As for the term $A^{n,T}_{\ast_{k+1}}(i, j)$ one has, on the one hand,

$$
\left( E \left| \int_{s}^{t_{k+1}} (\delta B^{(i)}_{su}) dB^{(j)}_{u} \right|^{p} \right)^{1/p} = \left| t_{k+1}^{n} - s \right|^{2H} \left( E \left| \int_{0}^{1} B^{(i)}_{u} dB^{(j)}_{u} \right|^{p} \right)^{1/p} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot n^{-2(H-\gamma)},
$$

(46)

where $\gamma < H$. On the other hand,

$$
\left| \int_{s}^{t_{k+1}} \delta B^{n,T,(i)}_{su} dB^{n,T,(j)}_{u} \right| \leq \left| \delta B^{n,T,(i)}_{t_{k+1}} \delta B^{n,T,(j)}_{t_{k+1}} \right| \int_{s}^{t_{k+1}} \frac{(u - t_{k})}{(T/n)^{2}} du \leq \left| \delta B^{n,T,(i)}_{t_{k+1}} \delta B^{n,T,(j)}_{t_{k+1}} \right|.
$$

So for $\gamma < H$, an application of the Cauchy-Schwarz inequality yields

$$
\left( E \left| \int_{s}^{t_{k+1}} (\delta B^{n,T,(i)}_{su}) dB^{n,T,(j)}_{u} \right|^{p} \right)^{1/p} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot n^{-2(H-\gamma)}.
$$

(48)

Putting together relation (46) and (48), we obtain $(E[|A^{n,T}_{\ast_{k+1}}(i, j)|^{p}])^{1/p} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot n^{-2(H-\gamma)}$. Furthermore, the term $A^{n,T}_{\ast_{k+1}}(i, j)$ can be handled along the same lines.

(iii) It only remains to analyze the case $(t - s) < \frac{T}{n}$. For $t_{k}^{n} \leq s < t < t_{k+1}^{n}$ we have

$$
\left( E \left| \int_{s}^{t} (\delta B^{(i)}_{su}) dB^{(j)}_{u} \right|^{p} \right)^{1/p} \leq K \cdot \left| t - s \right|^{2H} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot n^{-2(H-\gamma)},
$$

and

$$
\left| \int_{s}^{t} \delta B^{n,T,(i)}_{su} dB^{n,T,(j)}_{u} \right| \leq \frac{(t - s)^{2}}{2(T/n)^{2}} \left| \delta B^{n,T,(i)}_{t_{k+1}} \right| \left| \delta B^{n,T,(j)}_{t_{k+1}} \right|,
$$

and thus

$$
\left( E \left| \int_{s}^{t} (\delta B^{n,T,(i)}_{su}) dB^{n,T,(j)}_{u} \right|^{p} \right)^{1/p} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot n^{-2(H-\gamma)}.
$$

The case $(t - s) < \frac{T}{n}$ and $t_{k}^{n} \leq s < t_{k+1}^{n} \leq t < t_{k+2}^{n}$ can be treated analogously.

(iv) Combining steps (i)–(iii) yields that

$$
\left( E \left| A^{n,T}_{\ast_{k}}(i, j) \right|^{p} \right)^{1/p} \leq K \cdot \left| t - s \right|^{2\gamma} \cdot (n^{-2(H-\gamma)} + n^{-H})
$$

(49)

for all $s, t \in [0, T]$ and $1/4 < \gamma < H$.

Step 2. Before we can apply Lemma 3.3, we need additional preparations. First, notice that (43) can also be written as

$$
\delta(B^{2} - B^{2,n,T}) = \left[ \delta(B - B^{n,T}) \right] \otimes \delta B + \delta B^{n,T} \otimes \left[ \delta(B - B^{n,T}) \right],
$$

so that

$$
|\delta(B^{2} - B^{2,n,T})_{su}| \leq |t - u|^{\gamma} |s - u|^{\gamma} \left( 2N[\delta B; C_{2}] \cdot N[\delta(B - B^{n,T}); C_{2}] + (N[\delta(B - B^{n,T}); C_{2}])^{2} \right)
$$

and thus

$$
N[\delta(B^{2} - B^{2,n,T}); C_{3}^{2\gamma}] \leq 2N[\delta B; C_{2}] \cdot N[\delta(B - B^{n,T}); C_{2}] + (N[\delta(B - B^{n,T}); C_{2}])^{2}.
$$

Lemma 3.3 now gives

$$
N[\delta(B^{2} - B^{2,n,T}); C_{3}^{2\gamma}] \leq \theta_{H,\gamma,T} \cdot \sqrt{\log(n)} \cdot n^{-H-\gamma}.
$$

(50)
Step 3. Using (50), Lemma 3.4 entails

\[
\begin{align*}
\mathcal{N}[ (B^2 - B^{2,n,T}) ; C^{2\gamma}_2(0,T) ] & \leq K \left( \int_0^T \int_0^T \frac{|B^2 - B^{2,n,T}_{uv}|^{2p}}{|u - v|^{4p+2}} \, du \, dv \right)^{1/(2p)} + K \cdot \theta_{H,\gamma,T} \cdot \sqrt{\log(n) \cdot n^{-(H-\gamma)}}.
\end{align*}
\]

for all \( p \geq 1 \). To finish the proof, it remains to show that

\[
|R_{n,p}| \leq \theta_{\gamma,H,T} \cdot \sqrt{\log(n) \cdot n^{-(H-\gamma)}} \tag{51}
\]

where

\[
R_{n,p} = \left( \int_0^T \int_0^T \frac{|B^2 - B^{2,n,T}_{uv}|^{2p}}{|u - v|^{4p+2}} \, du \, dv \right)^{1/(2p)}.
\]

However, using (49) with \( \gamma + \varepsilon/2 \) instead of \( \gamma \), we have

\[
E|R_{n,p}|^{2p} \leq \int_0^T \int_0^T E|B^2 - B^{2,n,T}_{uv}|^{2p} \, du \, dv
\]

\[
\leq K \int_0^T \int_0^T \frac{|u - v|^{4p+2} \, du \, dv \cdot \left( n^{-4(H-\gamma-\varepsilon)/2} + n^{-2H} \right)}{u-v}.
\]

i.e.

\[
(E|R_{n,p}|^{2p})^{1/(2p)} \leq K \int_0^T \int_0^T |u - v|^{2p-2} \, du \, dv \cdot \left( n^{-2(H-\gamma)+\varepsilon} + n^{-H} \right).
\]

So for \( p > \frac{1}{\varepsilon} \), it holds

\[
(E|R_{n,p}|^{2p})^{1/(2p)} \leq K \cdot \left( n^{-2(H-\gamma) + \varepsilon} + n^{-H} \right).
\]

Now, set \( \alpha = \min\{2(H-\gamma) - \varepsilon, H\} \) and let \( \delta > 0 \). From the Chebyshev-Markov inequality it follows

\[
P(n^{\alpha-\varepsilon}|R_{n,p}| > \delta) \leq \frac{E|R_{n,p}|^{2p}}{\delta^{2p}} \cdot n^{2p(\alpha-\varepsilon)} \leq K \frac{n^{-2p\varepsilon}}{\delta^{2p}}.
\]

Since \( p > 1/\varepsilon \) we have

\[
\sum_{n=1}^{\infty} P(n^{\alpha-\varepsilon}|R_{n,p}| > \delta) < \infty
\]

for all \( \delta > 0 \). The Borel-Cantelli Lemma implies now that \( n^{\alpha-\varepsilon}|R_{n,p}| \to 0 \) a.s. for \( n \to \infty \), which gives (51) by choosing \( \varepsilon > 0 \) appropriately, since

\[
\alpha - \varepsilon = \min\{2(H-\gamma-\varepsilon), H-\varepsilon\} > H-\gamma.
\]
In particular, $\mathbb{Z}^n$ can be expressed as $\mathbb{Z}^n = F(a, B^{n,T}, B^{2,n,T})$, using Theorem 2.6. Hence, as a direct application of Lemmata 3.6 and 3.7 and invoking the Lipschitzness of $F$, we obtain the following error bound for the Wong-Zakai approximation.

**Proposition 3.8.** Let $T > 0$ and $1/3 < \gamma < H$. Then, there exists a finite random variable $\eta_{H,\gamma,\sigma,T}^{(1)}$ such that

$$\|Y - \mathbb{Z}^n\|_{\gamma,T} \leq \eta_{H,\gamma,\sigma,T}^{(1)} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}$$

for $n > 1$.

### 4. Discretising the Wong-Zakai approximation

In the last section, we have established an error bound for the Wong-Zakai approximation $\mathbb{Z}^n$ of the real solution $Y$. As mentioned in the introduction, the Milstein scheme corresponding to $\mathbb{Z}^n$ is exactly our simplified Milstein scheme (3). Thus, it remains to determine the discretisation error for $\mathbb{Z}^n$ itself. To this aim, we first give a general error bound for the Milstein scheme for ordinary differential equations (ODEs) driven by a smooth path $x$. Since Theorem 2.6 allows to derive a non-classical stability result (in $\gamma$-Hölder norm) for the flow of an ODE driven by a smooth path, we can follow here the techniques of the numerical analysis for classical ODEs. In a second step, we will apply these bounds to our particular fBm approximation.

#### 4.1. The Milstein scheme for ODEs driven by smooth paths

In this section, consider a piecewise differentiable path $x \in C([0, T]; \mathbb{R}^d)$ and a function $g \in C^3(\mathbb{R}^{d}; \mathbb{R}^{d,l})$ which is bounded with bounded derivatives. For the ordinary differential equation

$$\dot{y}_t = \sum_{i=1}^{l} g^{(i)}(y_t) \, dx^{(i)}_t, \quad t \in [0, T], \quad a \in \mathbb{R}^d, \quad (53)$$

the classical second order Taylor scheme with stepsize $T/n$ reads as: $z^n_k = a$ and

$$z^n_{k+1} = z^n_k + \sum_{i=1}^{l} g^{(i)}(z^n_k) \, dx^{(i)}_{tk} + \sum_{i,j=1}^{l} D^{(i)}g^{(j)}(z^n_k) \int_{tk}^{tk+1} \delta x^{(i)}_{tk} \, dx^{(j)}_s, \quad (54)$$

where $D^{(i)} = \sum_{p=1}^{d} g^{(i)}_p \partial_p$, and where we have set $z^n_k = z^n_{tk}$ with $tk = kT/n$. For notational simplicity, we will write in the following $tk$ instead of $tn$. Introducing the numerical flow

$$\Psi(z; tk, tk+1) := z + \sum_{i=1}^{l} g^{(i)}(z) \, dx^{(i)}_{tk} + \sum_{i,j=1}^{l} D^{(i)}g^{(j)}(z) \int_{tk}^{tk+1} \delta x^{(i)}_{tk} \, dx^{(j)}_s \quad (55)$$

we can write this scheme as

$$z^n_0 = a, \quad z^n_{tk+1} = \Psi(z^n_k; tk, tk+1), \quad k = 0, \ldots, n - 1.$$
Moreover, the flow $\Phi(z; s, t)$ of the ODE (53) is given by $\Phi(z; s, t) := y_t$, where $y$ is the unique solution of
\[
\dot{y}_t = \sum_{i=1}^{l} g^{(i)}(y_t) \, dx_t^{(i)}, \quad t \in [s, T], \quad y_s = z.
\] (56)

A straightforward Taylor expansion of the flow of the ODE gives that the one-step error
\[
r_k = \Phi(z; t_k, t_{k+1}) - \Psi(z; t_k, t_{k+1})
\]
satisfies
\[
|r_k| \leq C \cdot \sup_{i,j,p=0,...,m} \|D^{(i)}D^{(j)}g^{(p)}\|_{\infty} \cdot M_{t_k}^{x}
\] (57)
with
\[
M_{st}^{x} := \left| \int_{s}^{t} \left| \dot{x}_u \right| \, dw \right|^\frac{3}{2}
\]

Furthermore, considering the smooth path $x$ as a rough path, Theorem 2.6 directly yields the following stability result for the flow:

**Proposition 4.1.** Let $1/3 < \gamma \leq 1$ and set $\|x\|_\gamma = \|x\|_\gamma + \|x^2\|_\gamma$. Then, there exists an increasing function $C_T : \mathbb{R} \rightarrow \mathbb{R}^+$ such that
\[
\left| (\Phi(z; s, t) - \Phi(\tilde{z}; s, t)) - (z - \tilde{z}) \right| \leq C_T(\|x\|_\gamma) \cdot |z - \tilde{z}|
\] (58)
and
\[
|\Phi(z; s, t) - \Phi(\tilde{z}; s, t)| \leq C_T(\|x\|_\gamma) \cdot |z - \tilde{z}|
\] (59)
for all $s, t \in [0, T]$ and $z, \tilde{z} \in \mathbb{R}^d$.

The following stability result is crucial to derive the announced error bound for the Milstein scheme.

**Proposition 4.2.** Let $x \in C([0, T]; \mathbb{R}^d)$ be a piecewise differentiable path, and $g \in C^3_b(\mathbb{R}^d; \mathbb{R}^{d,d})$. Consider the flow $\Phi$ given by equation (57) and the numerical flow $\Psi$ defined by relation (53). For $k = 0, \ldots, n$, let $t_k = kT/n$, $y_{tk} = \Phi(a; 0, t_k)$ and $z_{tk} = \Psi(a; 0, t_k)$. Moreover recall that we have set
\[
M_{st}^{x} = \left| \int_{s}^{t} \left| \dot{x}_u \right| \, dw \right|^\frac{3}{2}, \quad 0 \leq s < t \leq T.
\]
Then, there exists an increasing function $\tilde{C}_T : \mathbb{R} \rightarrow \mathbb{R}^+$ such that we have
\[
|y_q - z_q^n| \leq \tilde{C}_T(\|x\|_\gamma) \cdot \sum_{k=0}^{q-1} M_{tk+1}^{x,k+1}
\] (60)
\[
|\delta(y - z^n)_{tp,tq}| \leq \tilde{C}_T(\|x\|_\gamma) \cdot \left\{ \sum_{k=p}^{q-1} M_{tk+1}^{x,k+1} + |t_q - t_p| \sum_{k=0}^{p-1} M_{tk+1}^{x,k+1} \right\}
\] (61)
for $0 \leq p < q \leq n$. 
Proof. We will use the classical decomposition of the error in terms of the exact and the numerical flow: Since \( z^n_k = \Phi(z^n_0; t_k, t_k) \) and \( y_{tk} = \Phi(z^n_0; t_0, t_k) \), one has

\[
y_{tk} - z^n_q = \Phi(z^n_0; t_0, t_q) - \Phi(z^n_q; t_q, t_q) = \sum_{k=0}^{q-1} \left( \Phi(z^n_k; t_k, t_q) - \Phi(z^n_{k+1}; t_{k+1}, t_q) \right).
\]

Furthermore, thanks to the relation

\[
\Phi(z^n_k; t_k, t_q) = \Phi(\Phi(z^n_k; t_k, t_{k+1}); t_{k+1}, t_q),
\]

the stability result (59) implies

\[
|\Phi(z^n_k; t_k, t_q) - \Phi(z^n_{k+1}; t_{k+1}, t_q)| \leq C_T(\|x\|_\gamma) \cdot |\Phi(z^n_k; t_k, t_{k+1}) - z^n_{k+1}|.
\]

However, (57) gives

\[
|\Phi(z^n_k; t_k, t_{k+1}) - z^n_{k+1}| = |\Phi(z^n_k; t_k, t_{k+1}) - \Psi(z^n_k; t_k, t_{k+1})| \leq C \cdot M^x_{tk,tk+1},
\]

from which (60) is easily deduced.

Moreover, for \( q \geq p \) we also have

\[
\delta(y - z^n)_{tp,tq} = (\Phi(y_p; t_p, t_q) - y_p) - (\Psi(z^n_p; t_p, t_q) - z^n_p)
\]

\[
= (\Phi(y_p; t_p, t_q) - y_p) - (\Phi(z^n_p; t_p, t_q) - z^n_p) - (\Psi(z^n_p; t_p, t_q) - \Phi(z^n_p; t_p, t_q)).
\]

Analogously to the derivation of (60), one can show that

\[
|\Psi(z^n_p; t_p, t_q) - \Phi(z^n_p; t_p, t_q)| \leq C \cdot C_T(\|x\|_\gamma) \cdot \sum_{k=p}^{q-1} M^x_{tk,tk+1}.
\]

Using (58) and (60) we trivially end up with (61).

\[\square\]

4.2. Application to fBm. In order to apply Proposition 4.2 to the Wong-Zakai approximation \( Z^n_t \) given by (52) note once again that our Milstein-type scheme \( Z^n_{t_0} = a \) and

\[
Z^n_{tk+1} = Z^n_t + \sum_{i=1}^{m} \sigma(i)(Z^n_t) \delta B_{tk,tk+1}^{(i)} + \frac{1}{2} \sum_{i,j=1}^{m} \mathcal{D}^{(i)} \sigma^{(j)}(Z^n_t) \delta B_{tk,tk+1}^{(i)} \delta B_{tk,tk+1}^{(j)}
\]

is obtained by discretising the Wong-Zakai approximation with the standard second order Taylor scheme with stepsize \( T/n \) given by (54). In fact, doing so we obtain the numerical flow

\[
\Psi(z; t_k, t_{k+1}) := z + \sum_{i=1}^{m} \sigma(i)(z) \delta B_{tk,tk+1}^{(i,nT)} + \sum_{i,j=1}^{m} \mathcal{D}^{(i)} \sigma^{(j)}(z) \int_{tk}^{tk+1} \delta B_{tk+s,T}^{(i,nT)} dB_{s,nT}^{(j,nT)}.
\]

Since \( B_{n,T} \) is the piecewise linear interpolation of \( B \) on \([0, T]\) with stepsize \( T/n \), the above iterated integrals can be now expressed as products of increments of \( B \). Indeed, according to the fact that

\[
\delta B_{tk,u}^{(i,nT)} = \delta B_{tk,tk+1}^{(i)} \frac{u - t_k}{T/n}, \quad \hat{B}_{n,T}^{(i)} = \frac{n}{T}(\delta B)_{tk,tk+1} \quad \text{for} \quad u \in (t_k, t_{k+1}), \quad (63)
\]

\[
\delta B_{tk,u}^{(i)} = \frac{u - t_k}{T/n} \delta B_{tk,tk+1}^{(i)} \quad \text{for} \quad u \in (t_k, t_{k+1}).
\]
it is readily checked that
\[ \delta B_{tk_{k+1}}^{i,n,T} = \delta B_{tk_{k+1}}^{i} \quad \text{and} \quad \int_{t_k}^{t_{k+1}} \delta B_{t_k}^{i,n,T} \, dB_{s}^{j,n,T} = \frac{1}{2} \delta B_{tk_{k+1}}^{i} \delta B_{tk_{k+1}}^{j} \]
Moreover, invoking relation (63) and Lemma 3.2, we get
\[ \left| \int_{t_k}^{t_{k+1}} \delta B_{t_k}^{n,T} \, du \right| \leq \theta_{H,T} n^{-H} \left[ \log(n) \right]^{1/2}, \]
for \( n \) large enough. Consequently, relation (61) yields
\[ \sup_{p,q=0,1,\ldots,n-1, p\neq q} \frac{|\delta(Z^n - Z^n)|_{t_kt_q}}{|t_p - t_q|^\gamma} \leq \theta_{H,\sigma,T} n^{-3H+1} |\log(n)|^{3/2} \quad (64) \]
for all \( \gamma < H \) and all \( n \) large enough.

This gives in particular
\[ \sup_{p,q=0,1,\ldots,n-1, p\neq q} \frac{|\delta(Z^n - Z^n)|_{t_kt_q}}{|t_p - t_q|^\gamma} \leq \theta_{H,\gamma,\sigma,T} n^{-(H-\gamma)} |\log(n)|^{1/2} \quad (65) \]
for \( 1/3 < \gamma < H \).

Now it remains to "lift" this error estimate to \([0, T]\). For this we need the following smoothness result for the Wong-Zakai approximation.

**Lemma 4.3.** Let \( T > 0 \) and recall that \( Z^n \) is defined by equation (62). Then there exists \( h^{**} > 0 \) and a finite and non-negative random variable \( \theta_{H,h^{**},\sigma,T} \) such that for all \( h \in (0, h^{**}) \) and all \( n \geq \frac{T}{h^\epsilon} \) we have
\[ \sup_{t \in [0,T-h]} |(\delta Z^n)_{t,t+h}| \leq \theta_{H,h^{**},\sigma,T} \cdot h^H \cdot \sqrt{\log(1/h)}. \]

**Proof.** As already mentioned in the proof of Lemma 3.6, note that there exists \( x_H > 0 \) such that the map \( x \mapsto x^H \sqrt{\log(1/x)} \) is increasing on \((0, x_H]\). Set \( h^* = \min(x_H, h^*) \), where \( h^* \) is defined by Lemma 3.6 and let \( s, t \in [0,T] \) such that \( |t - s| \leq h^* \).

(i) From (62) and (63), we deduce
\[ |(\delta Z^n)_{st} - \sigma(Z^s_n)(\delta B_{st}^{n,T})| \leq |t - s|^{2\kappa} G(\|B_{st}^{n,T}\|) \]
for \( 1/3 < \kappa < \gamma < H \) and an increasing function \( G : \mathbb{R} \rightarrow \mathbb{R}^+ \). Choosing \( \kappa, \gamma \) sufficiently large, we obtain
\[ |(\delta Z^n)_{st} - \sigma(Z^n_s)(\delta B_{st}^{n,T})| \leq \theta_{H,h^*,\sigma,T} |t - s|^H \sqrt{\log \left( \frac{1}{|t - s|} \right)}. \]

(ii) Assume that \( t_l \leq s \leq t \leq t_{l+1} \). One has
\[ |\sigma(Z^n_s)(\delta B_{st}^{n,T})| \leq \theta_{H,h^*,\sigma,T} \cdot |t - s| \cdot (n/T)^{1-H} \sqrt{\log(n/T)}. \]
Since \( |t - s| \leq T/n \), i.e. \( n/T \leq 1/(t - s) \), it follows
\[ |(\delta Z^n)_{st}| \leq \theta_{H,h^*,\sigma,T} \cdot (t - s)^H \cdot \sqrt{\log(1/(t - s))}. \]

(iii) Now let \( t_{l-1} \leq s \leq t_l \leq t_p \leq t \leq t_{p+1} \) with \( l \leq p \). Then
\[ (\delta B_{st}^{n,T}) = (B_{st}^{n,T} - B_{t_p}^{n,T}) + (\delta B)_{t_p} + (B_{st}^{n,T} - B_{s}^{n,T}). \]
As in the proof of Lemma 3.3, this easily yields
\[ |\sigma(Z^n_t)(\delta B^{n,T}_{slt})| \leq \theta_{H,h^*,\sigma,T} \cdot (t-s)^H \cdot \sqrt{\log(1/(t-s))} \] (67)
for \(|t-s| \leq T/n\). Whenever \(|t-s| > T/n\), decomposition (3Q) gives
\[ |\sigma(Z^n_t)(\delta B^{n,T}_{slt})| \leq 2\theta_{H,h^*,\sigma,T} \cdot (T/n)^H \sqrt{\log(n/T)} \cdot |\theta_{H,h^*,\sigma,T}^*(t_p-t_l)| \cdot \sqrt{\log(1/(t_p-t_l))}. \]
Using that \(x \mapsto x^H \sqrt{\log(1/x)}\) is increasing, relation (67) is easily recovered.
(iv) Combining the steps (i)-(iii) yields the assertion.

**Proposition 4.4.** Let \(T > 0\) and \(1/3 < \gamma < H\). Then, there exists a finite and non-negative random variable \(\eta_{H,\gamma,\sigma,T}^{(2)}\) such that
\[ \|Z^n - Z^n\|_{\gamma,\sigma,T} \leq \eta_{H,\gamma,\sigma,T}^{(2)} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)} \]
for \(n > 1\).

**Proof.** Denote by \(U^n\) the piecewise linear interpolation with stepsize \(T/n\) of the Wong-Zakai approximation \(Z^n\). Proceeding as in the proof of Lemma 3.6 and using Lemma 4.3, we have
\[ \|U^n - Z^n\|_{\gamma,\sigma,T} \leq \theta_{H,\gamma,\sigma,T} \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)}. \]
Thus, it remains to consider the difference between \(U^n\) and \(Z^n\). For \(t \in [t_k, t_{k+1}]\) for some \(k\) we have
\[ U^n_t - Z^n_t = Z^n_{t_k} - Z^n_{t_k} + \frac{t-t_k}{T/n} \delta (Z^n - Z^n)_{t_k t_{k+1}}. \]
Assuming additionally that \(s \in [t_l, t_{l+1}]\) and \(t \in [t_k, t_{k+1}]\) for some \(l \leq k\), we have
\[ \delta(U^n - Z^n)_{slt} = \delta(Z^n - Z^n)_{stl} + \frac{t-t_k}{T/n} \delta(Z^n - Z^n)_{t_k t_{k+1}} - \frac{s-t_l}{T/n} \delta(Z^n - Z^n)_{t_l t_{l+1}}. \] (68)
(i) Assume that \(l+1 < k\). Applying (63) to relation (68) and according to the fact that \((s-t_l) \leq T/n\), \((t-t_k) \leq T/n\), we obtain
\[ |\delta(U^n - Z^n)_{slt}| \leq \theta_{H,\gamma,\sigma,T} |t-s|^{\gamma} \cdot n^{-(H-\gamma)} \sqrt{\log(n)}. \] (69)
(ii) Assume that \(l = k\). Here (68) simplifies to
\[ \delta(U^n - Z^n)_{slt} = \frac{t-s}{T/n} \delta(Z^n - Z^n)_{t_k t_{k+1}} \]
and thus (68) combined with the fact that \(|t-s| \leq T/n\) gives an estimate of the form (48) again.

Finally, the case \(k = l+1\) can be treated in a similar manner, and this completes the proof.

**Remark 4.5.** Putting together Propositions 3.8 and 4.4, our Main Theorem 1.1 now follows.
4.3. Optimality of the error bound. Reviewing the steps of the derivation of our main result, one realises that the final convergence rate \( n^{-(H-\gamma)} \sqrt{\log(n)} \) is directly linked to the error (measured in the \( \gamma \)-Hölder norm) of the piecewise linear interpolation of fractional Brownian motion. All other estimates lead to higher rates of convergence. As a result, in order to prove the optimality of our result, it is natural to consider the most simple equation

\[
dY_t^{(1)} = dB_t^{(1)}, \quad t \in [0, T], \quad Y_0 = a \in \mathbb{R},
\]
for which our Milstein-type approximation is given by \( Z^n = B^{n,T} \).

First, observe that

\[
\|Y - Z^n\|_{\gamma, \infty, T} = \|B(1) - B^{(1), n, T}\|_{\gamma, \infty, T} \geq \sup_{s, t \in [0, T]} |\delta (B^{(1)} - B^{(1), n, T})_{st}| / |t - s|^\gamma
\]

\[
\geq \sup_{s, t \in [0, T]} |B_t^{(1)} - B_t^{(1), n, T}| / t^\gamma.
\]

Using the scaling and stationarity properties of fBm, we get

\[
\sup_{t \in [0, T]} |B_t - B^{n, T}_t| / t^\gamma \leq \sup_{t \in [0, 1]} T^H |B_t - B^{n, 1}_t| / T^\gamma t^\gamma \leq T^{H-\gamma} \sup_{t \in [0, n]} n^{-H} |B_t - B^{n, n}_t| / n^{-\gamma} t^\gamma \geq n^{-(H-\gamma)} T^{H-\gamma} \sup_{t \in [1, n]} |B_t - B^{n, n}_t| \geq n^{-(H-\gamma)} T^{H-\gamma} \sup_{t \in [0, n-1]} |B_t - B^{n-1, n-1}_t|.
\]

(70)

Now let us recall the following result of [14]:

\[
\sqrt{n} \left( \sup_{t \in [0, 1]} |B_t - B^{n, 1}_t| - \sigma_n v_n \right) \xrightarrow{\mathcal{L}} G,
\]

where \( G \) is a Gumbel distribution, \( \lim_{n \to \infty} \frac{n}{\sqrt{2 \log(n)}} = 1 \) and \( \lim_{n \to \infty} n^H \sigma_n = c_H \). This implies in particular

\[
\sqrt{n^H} \sup_{t \in [0, 1]} |B_t - B^{n, 1}_t| \xrightarrow{\text{Prob.}} \sqrt{2c_H}.
\]

Applying again the scaling property of fBm gives

\[
\frac{1}{\sqrt{\log(n)}} \sup_{t \in [0, n]} |B_t - B^{n, n}_t| \xrightarrow{\mathcal{L}} \sqrt{2c_H}
\]

and so

\[
\frac{1}{\sqrt{\log(n)}} \sup_{t \in [0, n-1]} |B_t - B^{n-1, n-1}_t| \xrightarrow{\mathcal{L}} \sqrt{2c_H}.
\]

Going back to (70), this finally yields

\[
\lim_{n \to \infty} \mathbb{P} \left( \ell(n) \cdot \|Y - Z^n\|_{\gamma, \infty, T} < \infty \right) = 0,
\]

if

\[
\lim \inf_{n \to \infty} \ell(n) \cdot \sqrt{\log(n)} \cdot n^{-(H-\gamma)} = \infty,
\]

which corresponds to our claim at Remark 1.6.
5. Numerical Examples

In the introduction, we stated the conjecture that the error in the supremum norm of our proposed modified Milstein scheme satisfies

$$\| Y - Z^n \|_{\infty, T} \leq \eta_{H, \sigma, T} \cdot \sqrt{\log (n)} \cdot \left( n^{-H} + n^{-2H+1/2} \right).$$

Note that if $U^n$ denotes the piecewise linear interpolation of $Z$ with stepsize $T/n$, then we have

$$\| Y - U^n \|_{\infty, T} \leq \eta_{H, \sigma, T} \cdot \sqrt{\log (n)} \cdot n^{-H},$$

which follows from a straightforward modification of the Lemmata 3.6 and 4.3. Since furthermore

$$\| Y - Z^n \|_{\infty, T} \leq \| Y - U^n \|_{\infty, T} + \max_{k=0, \ldots, n} | Y_{kT/n} - Z^n_{kT/n}|,$$

it suffices to consider the maximal error in the discretisation points, i.e.

$$\max_{k=0, \ldots, n} | Y_{kT/n} - Z^n_{kT/n}|,$$

to support our conjecture.
Our first example will be the SDE
\[ dY_t = \cos(Y_t) \, dB_t^{(1)} + \sin(Y_t) \, dB_t^{(2)}, \quad t \in [0, 1], \quad Y_0 = 1. \] (71)

Figure 1 shows the maximum error in the discretization points, i.e.
\[ \max_{k=0,\ldots,n} |Y_{kT/n}(\omega) - Z^n_{kT/n}(\omega)|, \]
which for brevity we call in the following maximum error, versus the step size $1/n$ for four different sample paths $\omega \in \Omega$ for $H = 0.4$, while Figure 2 shows the maximum error versus the step size $1/n$ for four different sample paths $\omega \in \Omega$ for $H = 0.7$. (So small values on the $x$-axis correspond to small stepsizes, while small values on the $y$-axis correspond to small errors and vice versa.)

The numerical reference solution is obtained by using our Milstein-type scheme with very small stepsize. Since we use log-log-coordinates, the straight lines correspond to the convergence order $2H - 1/2$. The stars correspond to the error of the Milstein-type scheme. For $H = 0.4$ the estimated convergence rates are in acceptable accordance with our conjecture, while for $H = 0.7$ they are in good accordance.

As second example we consider the linear equation
\[ dY_t^{(1)} = Y_t^{(2)} \, dB_t, \quad dY_t^{(2)} = Y_t^{(1)} \, dB_t, \quad t \in [0, 1], \quad Y_0^{(1)} = 1, \quad Y_0^{(2)} = 2. \] (72)
Figures 3 and 4 show again the maximum error versus the step size for four different sample paths for $H = 0.4$ and $H = 0.7$, respectively. Again the estimated convergence rates are in acceptable accordance with our conjecture for $H = 0.4$ and in good accordance for $H = 0.7$.

Note that the convergence order $2H - 1/2$ is quite slow for small $H$. In particular, for $H = 0.4$ the convergence order equals $0.3$. We suppose that this effect also causes the fluctuating behaviour in the estimated convergence rates in the case $H = 0.4$.

### 6. APPENDIX: PROOF OF THEOREM 2.6

#### 6.1. Existence and uniqueness of the solution.

This section gives some details of the proof of point (1) of Theorem 2.6 in the case $\gamma \leq 1/2$. The case $\gamma > 1/2$ is simpler and thus omitted.

The solution to equation (13) is obtained via a fixed-point argument, which is first applied locally and then extended to the whole interval $[0, T]$.

**Notations.** For $Q_{\gamma,a}^x([\ell_1, \ell_2]; \mathbb{R}^d)$ we will write in the following only $Q_{\gamma}^x([\ell_1, \ell_2])$ to simplify the notation. In particular, note that the norm $N[; Q_{\gamma,a}^x([\ell_1, \ell_2])]$ does not depend on $a \in \mathbb{R}^d$. Moreover, for $y \in Q_{\gamma,a}^x([\ell_1, \ell_2])$, which admits the decomposition

$$(\delta y)_{st} = \varsigma_s(\delta \xi)_{st} + r_{st},$$
we set

\[ y^x := \zeta, \quad y^z := r. \]

**Local considerations.** Consider a time \( 0 < T_0 \leq T \) and for any \( y \in Q^x_\kappa([0, T_0]) \), define \( z = \Gamma_{T_0}(y) \) as the unique process in \( Q^x_\kappa([0, T_0]) \) such that \( z_0 = y_0 \) and \( (\delta z)_t = J_{st}(\sigma(y) \, dx) \). If \( y, \tilde{y} \in Q^x_\kappa([0, T_0]) \) with \( (y_0, \tilde{y}_0) = (a, \sigma(a)) \), and if \( z = \Gamma_{T_0}(y), \tilde{z} = \Gamma_{T_0}(\tilde{y}) \), then some standard differential calculus easily leads to

\[ \mathcal{N}[z; Q^x_\kappa([0, T_0])] \leq c_x \left\{ 1 + T_0^{-\kappa} \mathcal{N}[y; Q^x_\kappa([0, T_0])]^2 \right\}, \quad (73) \]

and

\[
\mathcal{N}[z - \tilde{z}; Q^x_\kappa([0, T_0])]
\leq c_x T_0^{-\kappa} \mathcal{N}[y - \tilde{y}; Q^x_\kappa([0, T_0])] \left\{ 1 + \mathcal{N}[y; Q^x_\kappa([0, T_0])]^2 + \mathcal{N}[\tilde{y}; Q^x_\kappa([0, T_0])]^2 \right\}, \quad (74)
\]

with \( c_x = c(1 + \|x\|_\gamma + \|x^2\|_{2\gamma}) \) for some constant \( c > 1 \). Now set \( T_0 = (4c_x^2)^{-1/(\gamma - \kappa)} \) and \( R_{T_0} = 2c_x \), so that, if in addition \( \mathcal{N}[y; Q^x_\kappa([0, T_0])] \leq R_{T_0} \), then by (74), \( \mathcal{N}[z; Q^x_\kappa([0, T_0])] \leq R_{T_0} \) and, if also \( \mathcal{N}[\tilde{y}; Q^x_\kappa([0, T_0])] \leq R_{T_0} \), by (74),

\[
\mathcal{N}[z - \tilde{z}; Q^x_\kappa([0, T_0])] \leq c_x \mathcal{N}[y - \tilde{y}; Q^x_\kappa([0, T_0])] \cdot (4c_x^2)^{-\kappa/(\gamma - \kappa)} \left\{ 1 + 8c_x^2 \right\}.
\]

**Figure 4.** Equation (74): pathwise maximum error vs. step size for four sample paths for \( H = 0.7 \).
Observe that $3 - 2\kappa/(\gamma - \kappa) < 0$ for $1/3 < \kappa < \gamma \leq 1/2$ and so
\[
\epsilon_x \left( 4\epsilon_x^2 \right)^{-\kappa/(\gamma - \kappa)} \left\{ 1 + 8\epsilon_x^2 \right\} = \left( \frac{1}{4} \right) \epsilon_x^{1 - 2\kappa/(\gamma - \kappa)} + 8\epsilon_x^{3 - 2\kappa/(\gamma - \kappa)} \leq 9 \left( \frac{1}{4} \right)^2 < 1.
\]
As a result, $\Gamma_{T_0}$ is a strict contraction of the following closed subset of $Q^\varepsilon_\kappa([0, T_0])$:
\[
B_{(a, \sigma(a)), R_{T_0}}^{T_0} = \{ y \in Q^\varepsilon_\kappa([0, T_0]); (y_0, y_0^\varepsilon) = (a, \sigma(a)), N[y; Q^\varepsilon_\kappa([0, T_0])], \leq R_{T_0} \}.
\]

Extending the solution. One can use the same arguments as in the previous step for the set
\[
B_{(a, \sigma(a)), R_{T_0}}^{T_0} = \{ y \in Q^\varepsilon_\kappa([0, 2T_0]); (y_0, y_0^T) = (y_0^{T_0}, \sigma(y_0^{T_0})), N[y; Q^\varepsilon_\kappa([T_0, T_0])], \leq R_{T_0} \}
\]
and this provides us with an extension of the solution on $[T_0, 2T_0]$, denoted by $y^{2T_0}$. Repeat the procedure until $[0, T]$ is covered, and then define
\[
y = \sum_{i=1}^{N_{T_0}} y^{T_0} \cdot 1_{[(i-1)T_0, iT_0]}, \quad y^x = \sum_{i=1}^{N_{T_0}} y^{iT_0} \cdot 1_{[(i-1)T_0, iT_0]},
\]
where $N_{T_0}$ is the smallest integer such that $N_{T_0} \cdot T_0 \geq T$.

It is not hard to see that $y$ is a solution to the system (13). Moreover,
\[
N[y; Q^\varepsilon_\kappa([0, T])]
\leq \sup_{k=1, \ldots, N_{T_0}} N[y^{kT_0}; Q^\varepsilon_\kappa([((k-1)T_0, kT_0)])] + \left\{ 1 + ||x||_\gamma \right\} \sum_{k=1}^{N_{T_0}} N[y^{kT_0}; Q^\varepsilon_\kappa([((k-1)T_0, kT_0)])]
\leq R_{T_0} + R_{T_0} \cdot N_{T_0} \cdot \left\{ 1 + ||x||_\gamma \right\} \leq 2c_\varepsilon \cdot 1 \left( 1 + (T/T_0 + 1) \right) \leq 2c_\varepsilon \cdot 1 \left( 1 + ||x||_\gamma \right),
\]
which gives the estimate (21). The unicity of this solution is easy to prove due to (24).

The details are left to the reader.

6.2. Continuity of the Itô map. We shall now prove point (2) in Theorem 2.0. For this, let us again introduce some notation:

Notation: If $y \in Q^\varepsilon_\kappa$ and $\tilde{y} \in Q^\varepsilon_\kappa$ for two different driving signals $x, \tilde{x}$, define
\[
N[y - \tilde{y}; Q^\varepsilon_\kappa] := \mathcal{N}[(y - \tilde{y}; x; \varepsilon_\kappa) := \mathcal{N}[y - \tilde{y}; \varepsilon_\kappa] + \mathcal{N}[y - \tilde{y}; \varepsilon_\kappa].
\]

Local considerations. Consider a time $T_0 > 0$. From the decomposition
\[
\delta(y - \tilde{y})_{st} = [\sigma(y_s) - \sigma(\tilde{y}_s)] \cdot (\delta x)_{st} + \sigma(\tilde{y}_s) \cdot \delta(x - \tilde{x})_{st} + [\tilde{y}_s^\varepsilon \sigma'(y_s) - \bar{y}_s^\varepsilon \sigma'(\tilde{y}_s)] \cdot x^2_{st} + \bar{y}_s^\varepsilon \sigma'(\tilde{y}_s) \cdot x^2_{st} + \Lambda_{st} \left( [\sigma(y)^2 - \sigma(\tilde{y})^2] \cdot \delta x + \sigma(\tilde{y})^\varepsilon \cdot \delta(x - \tilde{x}) + \bar{y}_s^\varepsilon \sigma'(\tilde{y}) \cdot x^2_{st} + \delta(\bar{y}_s^\varepsilon \sigma'(\tilde{y})) \cdot [x^2 - \tilde{x}^2] \right),
\]


where we have used 
\[(\delta y)_t = \left[(\text{id} - \Lambda \delta)(\sigma(y) \cdot \delta x + (\sigma(y))^x \cdot x^2)\right]_t,\]
some standard computations yield
\[
\mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([0, T_0])]
\leq c_{x, \tilde{x}, y, \tilde{y}} \left\{ T_0^{\kappa} \mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([0, T_0])] + \|x - \tilde{x}\|_\gamma + \|x^2 - \tilde{x}^2\|_{2\gamma} + |a - \tilde{a}| \right\}
\]
with
\[
c_{x, \tilde{x}, y, \tilde{y}} = c \left\{ 1 + \|x\|_\gamma + \|x^2\|_{2\gamma} + \|\tilde{x}\|_\gamma + \|\tilde{x}^2\|_{2\gamma} + \mathcal{N}[y; \Omega^x_\kappa([0, T_0])]^2 + \mathcal{N}[\tilde{y}; \Omega^x_\kappa([0, T_0])]^2 \right\},
\]
for some constant \(c > 0\). Now remember that \(\mathcal{N}[y; \Omega^x_\kappa([0, T])] \leq P_T(\|x\|_\gamma, \|x^2\|_{2\gamma})\), as well as \(\mathcal{N}[\tilde{y}; \Omega^x_\kappa([0, T])] \leq P_T(\|\tilde{x}\|_\gamma, \|\tilde{x}^2\|_{2\gamma})\), for a certain polynomial function \(P_T\), so that \(c_{x, \tilde{x}, y, \tilde{y}} \leq c_{x, \tilde{x}}\), where \(c_{x, \tilde{x}} > 0\) stands for a polynomial expression of \(\|x\|_\gamma, \|x^2\|_{2\gamma}\) and \(\|\tilde{x}\|_\gamma, \|\tilde{x}^2\|_{2\gamma}\). Set \(T_0 = (2c_{x, \tilde{x}})^{-1/\kappa}\) and in this way
\[
\mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([0, T_0])] \leq 2c_{x, \tilde{x}} \left\{ \|x - \tilde{x}\|_\gamma + \|x^2 - \tilde{x}^2\|_{2\gamma} + |a - \tilde{a}| \right\}.
\]
Extending the inequality. With the same arguments as in the above step, we get, for any \(k \geq 1\),
\[
\mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([kT_0, (k + 1)T_0])]
\leq 2c_{x, \tilde{x}} \left\{ \|x - \tilde{x}\|_\gamma + \|x^2 - \tilde{x}^2\|_{2\gamma} + |y_{kT_0} - \tilde{y}_{kT_0}| \right\}
\leq 2c_{x, \tilde{x}} \left\{ \|x - \tilde{x}\|_\gamma + \|x^2 - \tilde{x}^2\|_{2\gamma} + |a - \tilde{a}| + T_0 \sum_{l=0}^{k-1} \mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([lT_0, (l + 1)T_0])] \right\}
\]
and as a result
\[
\mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([kT_0, (k + 1)T_0])] \leq 2c_{x, \tilde{x}} \cdot e^k \left\{ \|x - \tilde{x}\|_\gamma + \|x^2 - \tilde{x}^2\|_{2\gamma} + |a - \tilde{a}| \right\}
\]
using the discrete version of Gronwall’s Lemma.
Inequality (22) is then a direct consequence of
\[
\mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([0, T_T])] \leq \sum_{k=0}^{N_{T_0} - 1} \mathcal{N}[y - \tilde{y}; \Omega^x_\kappa([kT_0, (k + 1)T_0])],
\]
where \(N_{T_0}\) is the smallest integer such that \(N_{T_0} \cdot T_0 \geq T\), so that \(N_{T_0} \leq 1 + T/T_0 \leq 1 + T \cdot (2c_{x, \tilde{x}})^\kappa\).
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