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A Fuzzy Modeling Approach to Cluster Validity

Hoel Le Capitaine and Carl Frélicot

Abstract—This paper presents a new approach to find the optimal number of clusters of a fuzzy partition. It is based on a fuzzy modeling approach which combines measures of clusters’ separation and overlap. Theses measures are based on triangular norms and a discrete Sugeno integral. Results on artificial and real data sets prove its efficiency compared to indexes from the literature.

I. INTRODUCTION

Clustering aims at detecting natural groups (or clusters) in multidimensional data sets. The principle is that data points within a cluster are as similar as possible whereas data points of different clusters as dissimilar as possible. Since clusters may have different shapes and sizes, a partition resulting from this unsupervised classification process needs to be validated. A key point is the number of clusters and many Cluster Validity Indexes (CVIs) have been proposed, in particular for fuzzy clustering, see [3], [11], [19].

In this paper, we propose a new index following a fuzzy system modeling approach using measures of separation and overlap degree of the data points from the obtained clusters. Theses measures are based on dedicated operators, based on triangular norms and a discrete Sugeno integral, that aggregate the clusters fuzzy labels provided by the clustering algorithm.

II. CLUSTER VALIDITY FOR FUZZY CLUSTERING

A. The Fuzzy C-Means algorithm

Let \( X = \{x_1, \cdots, x_n\} \) be a \( n \) points data set in a \( p \)-dimensional feature space, say \( \mathbb{R}^p \), with the usual euclidian norm \( ||.|| \). The fuzzy c-means (FCM) algorithm partitions \( X \) into \( c > 1 \) clusters by minimizing the following objective function [2]:

\[
J_m(U,V,X) = \sum_{k=1}^{c} \sum_{i=1}^{n} u_{ik}^{m} ||x_i - v_k||^2
\]

(1)

where \( u_{ik} \in [0,1] \) is the membership degree of \( x_k \) to the \( i^{th} \) cluster represented by its centroid \( v_k \in \mathbb{R}^p \). Centroids are gathered into a \( (c \times p) \) matrix \( V = \{v_1, \cdots, v_c\} \). Degrees \( u_{ik} \) are subject to a normalization constraint \( \sum_{i=1}^{c} u_{ik} = 1 \) for all \( x_k \) in \( X \), and are elements of the fuzzy \( c \)-partition \( U(c \times n) \) whose columns \( u_k = (u_{1k}, \cdots, u_{nk}) \) are the membership vectors of each \( x_k \). The so-called fuzzifier \( m > 1 \) is a weighting exponent which makes the resulting partition more or less fuzzy: the higher \( m \), the softer the cluster boundaries are. Minimization of (1) is obtained by iteratively updating \((U,V)\) as follows:

\[
u_{ik} = \left( \frac{1}{\sum_{j=1}^{c} \left( \frac{||x_k - v_i||}{||x_k - v_j||} \right)^{2/(m-1)} \right)^{1/(m-1)}
\]

(2)

\[
v_i = \frac{\sum_{k=1}^{n} u_{ik}^{m} x_k}{\sum_{k=1}^{n} u_{ik}^{m}}
\]

(3)

The usual euclidian norm \( ||.|| \) induces hyper-spherical clusters, hence FCM can only detect clusters with the same shape and orientation. Thus, such clusters description is not well suited to every possible situation, e.g.: bridges, outliers, additional noisy points. Cluster Validity (CV) is then a more challenging problem using FCM instead of other algorithms that behave better in such situations.

B. Cluster validity procedure and classical fuzzy indexes

Validating the provided clustering \((U,V)\) of \( X \) consists in assessing whether the resulting partition reflects the data structure or not. Since clustering is unsupervised, no prior knowledge on the data is taken into account, and the number \( c \) of clusters is a user-defined parameter for clustering algorithms such as FCM. Most of works on cluster validity focus on the number of clusters problem and many CVIs have been proposed, refer to [3], [11] for comparative studies. Given a CVI, the procedure to automatically select the optimal number of clusters \( c_{best} \) in a predefined range \([c_{min}, c_{max}]\) and therefore the best partition is as follows:

1. choose values \( c_{min} \) and \( c_{max} \)
2. for \( c = c_{min} \) to \( c_{max} \)
   - run FCM
   - compute CVI(c) from \((X,U,V)\)
3. select \( c_{best} \) such as \( CVI(c_{best}) \) is optimal and take the corresponding partition \((U,V)\)

CVIs can be classified either according to the type of information they handle (only membership degrees to clusters vs additional information on the geometrical structure of clusters) or to cluster properties (compactness within each cluster and/or separation between clusters). Note these categories are not mutually exclusive and most indexes present advantages and drawbacks. Earliest CVIs only use partial membership degrees \((U)\). Let us cite the Partition Coefficient [2], taking values in \([\frac{1}{c}, 1]\):

\[
PC(c) = \frac{1}{n} \sum_{k=1}^{n} \sum_{i=1}^{c} u_{ik}^2
\]

(4)

or the Partition Entropy, taking values in \([0, \log(c)]\):

\[
PE(c) = -\frac{1}{n} \sum_{k=1}^{n} \sum_{i=1}^{c} u_{ik} \log(u_{ik})
\]

(5)
Both $PC$ to be maximized and $PE$ to be minimized are monotonic with $c$, as well as their bounds. Normalized versions have been proposed to overcome these drawbacks. For the experiments in section IV, we use $NPC$ [18], [6] and $NPE$ [7] defined by:

$$NPC(c) = \frac{c PC(c) - 1}{c - 1}$$

(6)

$$NPE(c) = \frac{n PE(c)}{n - 1}$$

(7)

The second category consists of indexes that use membership degrees but also some information about the geometrical structure of the data $(U, V, X)$, e.g. the Xie-Beni index [22]:

$$XB(c) = \frac{J_m(U, V)}{\min_{i,j=1,c,j\neq i} \|v_i - v_j\|^2}$$

(8)

or the Fukuyama-Sugeno index [8]:

$$FS(c) = J_m(U, V) - \sum_{k=1}^{n} \sum_{i=1}^{c} u_{ik}^m \|v_i - v_i\|^2$$

(9)

where $v$ is the mean of centroids. Both $XB$ and $FS$ combine the FCM objective function (1) which measures how much the clusters are compact and an additional term which measures how much they are separated. Combination indicates that both indexes are to be minimized. The more compact and separated the clusters are, the less fuzzy and the more crisp the partition is, therefore the more optimal $c$ is. In [9], Gath and Geva propose the Fuzzy Hyper Volume ($FHV$) defined by:

$$FHV(c) = \sum_{i=1}^{c} \sqrt{\det(C_i)}$$

(10)

where $C_i = \frac{\sum_{k=1}^{n} u_{ik}^m (x_k - v_i)^T (x_k - v_i)}{\sum_{k=1}^{n} u_{ik}^m}$ is the fuzzy covariance matrix of the $i^{th}$ cluster. This index should be low when clusters are compact, so the optimal number of clusters can be found by minimization of (10). In order to decrease the tendency of $XB$ (8) to monotonically decrease when $c$ tends to $n$, Kwon add a penalty function [13], yielding to an index to be minimized:

$$K(c) = \frac{J_m(U, V) + \frac{1}{c} \sum_{i=1}^{c} \|v_i - v\|^2}{\min_{i,j=1,c,j\neq i} \|v_i - v_j\|^2}$$

(11)

where $v = \frac{1}{n} \sum_{k=1}^{n} x_k$. Wu and Yang [21] propose a validity index defined by:

$$WY(c) = \sum_{i=1}^{c} \frac{\sum_{k=1}^{n} u_{ik}^m}{u_{Mi}} - \sum_{i=1}^{c} \sum_{j \neq i} \exp \left( - \frac{\|v_i - v_j\|^2}{\beta_{ij}} \right)$$

(12)

where $u_{Mi} = \min_{1 \leq i \leq c} (\sum_{k=1}^{n} u_{ik}^m)$ is the compactness of the most compact cluster and $\beta_{ij} = \frac{c}{c-1} \|v_i - v_j\|^2$ is the total average distance measure for all clusters. A large value of $WY$ means that the $c$ clusters are compact and separated, so the optimal number of clusters can be found by maximizing (12). As compactness for each cluster is computed relative to $u_{Mi}$, $WY$ gives good results in presence of outliers.

## III. THE PROPOSED CLUSTER VALIDITY INDEX

### A. Basic aggregation operators

Aggregation functions aim at associating a typical value to a number of several numerical values which are generally defined on a finite real interval or on ordinal scales. They are used in many fields, e.g. decision-making and pattern recognition an we assume in this paper, with no loss of generality, that they come from the unit interval. If not, a simple transformation can be found to make this true. Given $c$ values, an aggregation operator is then a mapping $\Phi$: $[0,1]^c \rightarrow [0,1]$. $\Phi(a)$. One finds many families, e.g.: triangular norms, OWA (Ordered Weighted Averaging) operators, $\gamma$-operators, or fuzzy integrals. They are classified either by mathematical properties they share or by the way the values are aggregated: conjunctive, disjunctive, compensatory, and weighted operators. An aggregation operator $\Phi$ is said to be conjunctive if $\Phi(a) \leq \min\{a_1, a_2, \ldots, a_c\}$, disjunctive if $\Phi(a) \geq \max\{a_1, a_2, \ldots, a_c\}$, and compensatory if $\Phi(a) \leq \min\{a_1, a_2, \ldots, a_c\}$.

### B. Separation of clusters

Most separation measures between clusters are based on the distances between cluster centroids, e.g. (8-9), but it is seldom sufficient to interpret the geometrical structure of the...
data, see [11] for examples. We propose to define a rule for the separation of clusters, for each point $x_k$, based on its membership degrees $u_k$ ($k^{th}$ column of $U$), using the $l$—order fuzzy OR operator (fOR-$l$) and the fuzzy exclusive OR operator (fXOR), both defined in [15] for the supervised classification problem with reject options. Let $P$ be the power set of $C = \{1, 2, ..., c\}$ and $P_l = \{A \in P : |A| = l\}$ where $|A|$ denotes the cardinality of subset $A$, then the fOR-$l$ associates to $u_k$ a single value $\bot(u_k) \in [0, 1]$ defined by:

$$\bot(u_k) = \frac{1}{l} \sum_{i=1}^{l} u_{ik} = \sum_{j 
ecessaries{l \in P_{l-1}(\backslash A)}} \bot(u_{jk})$$  \hspace{1cm} (14)$$

It must be viewed as some kind of generalization of the notion of "$l^{th}$ highest" value, with $l \in C$. Using standard t-norms, $\bot(u_k)$ is exactly the "$l^{th}$ highest" element of $u_k$. Given a fuzzy complement, e.g. $\overline{\pi_1} = 1 - \pi_1$, the fXOR associates a single value $\top(u_k)$ to $u_k$ defined by:

$$\top(u_k) = \frac{1}{l} \sum_{i=1}^{l} u_{ik} \frac{1}{\bot(u_k)} = \sum_{j \in C \backslash A} \top(u_{jk}) \frac{1}{\bot(u_k)}$$  \hspace{1cm} (15)$$

The value of fXOR is "high" if the "highest" value is large enough compared to the second "highest" one. Therefore, we introduce the following rule for separation, with respect to each $x_k$:

- if $u_{ik}$ is high xor ... xor $u_{ck}$ is high, then $x_k$ belongs to a well separated cluster

Using (14-15), it can be formally expressed by the satisfaction level $\tau^{(s)}(x_k) = \bot(u_k)$, denoted $\tau^{(s)}_k$ for short.

### C. Overlap of clusters

Non monotonic CVIs succeed on well separated clusters but they generally fail when some clusters naturally overlap. We propose to define a rule for the degree of overlap of clusters, for each point $x_k$, based on its membership degrees $u_k$ using the aggregation operator $\Phi_{i,j}$ defined by the ratio of two Sugeno integrals in [14] for the supervised classification problem with reject options. Assuming each $u_k$ to be sorted in descending order, i.e. $u_{1k} \geq u_{2k} \geq \ldots \geq u_{ck}$, let the blockwise similarity operator $\Phi_{i,j}$ taking values in $[0, 1]$, which quantifies the similarity of the block of values $\{u_{ik}, \ldots, u_{jk}\}$ in $u_k$, defined by:

$$\Phi_{i,j}(u_k) = \begin{cases} \frac{1}{j} \sum_{l=i}^{j} \overline{u_{ik} \setminus K_l(i,j)} & \text{if } j - i \text{ is even} \\ \frac{1}{j} \sum_{l=i}^{j} \overline{u_{ik} \setminus K_l(i,i)} & \text{if } j - i \text{ is odd} \end{cases}$$  \hspace{1cm} (16)$$

where $K_l(i,j)$ is a symmetrical kernel at resolution level $\lambda \in \mathbb{R}^+$, e.g. a gaussian kernel $\mathcal{N}_\lambda(i,j)$, taking values in $[0,1]$ such that values within the block more or less contribute.

The larger $\lambda$ is, the larger the contribution is, so increasing $\lambda$ makes two consecutive values more similar but can increase the similarity of blocks of larger size, see [14] for proofs and details. A high value of $\Phi_{1,j}(u_k)$ reveals that the $j$ "highest" values are similar. Therefore, we introduce the following rule for degree of overlap, with respect to $x_k$:

- if $\Phi_{1,2}(u_k)$ is high or ... or $\Phi_{1,c}(u_k)$ is high, then $x_k$ belongs to overlapping clusters

Formally, it can be expressed, using (16), by the satisfaction level $\tau^{(o)}(x_k) = \frac{1}{l} \sum_{j=1,c} \Phi_{1,j}(u_k)$, denoted $\tau^{(o)}_k$ for short.

### D. Fuzzy modeling and the new CVI

In order to build up a new CVI, we propose to follow the so-called fuzzy system modeling technique [23], issued from the fuzzy control community. It expresses in terms of a two rules knowledge base:

1) if $x_k$ belongs to a well separated cluster, then use the most satisfied corresponding measure

2) if $x_k$ does not belong to a well separated cluster or belongs to overlapping clusters, then use the least satisfied corresponding measure.

Introducing two concepts high and low, as well as a measure $SO^{\top}(u_k)$ (for Separation–Overlap), with respect to each point $x_k$, depending on the dual couple (t-norm,t-conorm) at hand the corresponding fuzzy model gives:

- Rule 1: if $\tau^{(o)}_k$ is high and $\tau^{(s)}_k$ is low, then $SO^{\top}(u_k)$ is $B_1$

- Rule 2: if $\tau^{(s)}_k$ is low or $\tau^{(o)}_k$ is high, then $SO^{\top}(u_k)$ is $B_2$

where $B_1$ and $B_2$ are the following singleton fuzzy subsets:

$$B_1 = \{1 / (\tau^{(s)}_k \bot \tau^{(o)}_k)\} \quad \text{and} \quad B_2 = \{1 / (\tau^{(s)}_k \top \tau^{(o)}_k)\}.$$

Since t-norms and t-conorms model the and and or connectives, respectively, we get for the firing strength of Rule 1 and Rule 2:

$$\rho_1 = \tau^{(s)}_k \top \tau^{(o)}_k \quad \text{and} \quad \rho_2 = \tau^{(s)}_k \bot \tau^{(o)}_k.$$  \hspace{1cm} (17)$$

Then, by aggregating the effective output of each rule, we obtain the following system output:

$$O = \left\{ \frac{\rho_1}{\tau^{(s)}_k \top \tau^{(o)}_k}, \frac{\rho_2}{\tau^{(s)}_k \bot \tau^{(o)}_k} \right\}.$$  \hspace{1cm} (18)$$

Depending the defuzzification method, several operators can be obtained. Using center of area method, we get the measure:

$$SO^{\top}(u_k) = \frac{\rho_1 \times \left(\tau^{(s)}_k \top \tau^{(o)}_k \right) + \rho_2 \times \left(\tau^{(s)}_k \bot \tau^{(o)}_k \right)}{\rho_1 + \rho_2}.$$  \hspace{1cm} (19)$$

Finally, we define the new CVI, called $SO^{\top}$ (Separation–Overlap Index), by simply averaging the resulting measure on $X$, taking values in $[0, 1]$, as follows:

$$SO^{\top}(c) = \frac{1}{n} \sum_{k=1}^{n} SO^{\top}(u_k)$$  \hspace{1cm} (20)$$

The more separated and not overlapping the clusters are, the more $SO^{\top}(c)$ is. Maximization of (17) gives the optimal
number of clusters. Since each rule is defined with respect to a given dual couple (t-norm,t-conorm) the proposed cluster validity index is a family of indexes.

Proposition 1: if U is a hard c-partition, then \( SO_\top(c) = 1 \) whatever \( c \), for all couple \((\top, \bot)\).

Proof: for all \( k \), \( u_{1k} \in \{0, 1\} \) and \( \sum_{i=1}^{c} u_{ik} = 1 \), then one value equals 1 while the others are 0, say \( u_{1k} = 1 \) and \( u_{2k} = \cdots = u_{ck} = 0 \). In this case, we have \( r_k^{(s)} = 1 \); as \( 0 \) is the absorbing element of \( \top \), it is easy to check in Eq. (14) and \( l = 2 \) that \( \bot = 0 \). Therefore, replacing in Eq. (15), we have \( r_k^{(s)} = 1 \top 1 = 1 \), whatever \( c \) and \((\top, \bot)\).

We also have \( r_k^{(o)} = 0 \): here again, since \( 0 \) is the absorbing element of \( \top \), we have \( \Phi_{1,j} = 0 / (0 \top 1 \top 1) = 0 \), for \( j \geq 2 \), whatever \((\top, \bot)\). Consequently, we obtain \( \rho_1 = 1 \top 1 = 1 \), and \( \rho_2 = 0 \top 0 = 0 \).

Finally, we get \( SO_\top(u_{ik}) = \frac{1 \times (1 \top 0) + 0 \times (1 \top 0)}{1 \top 0} = 1 \), which gives \( SO_\top(c) = 1 \), whatever \( c \), for all \((\top, \bot)\). □

Proposition 2: if U is a totally fuzzy c-partition, then \( SO_{\top\bot}(c) = 0 \) whatever \( c \).

Proof: for all \( k \), \( u_{1k} = \frac{1}{c} \). By properties of \( \Phi_{i,j} \), we have \( r_k^{(s)} = 1 \) whatever \( c \) and \((\top, \bot)\). Thus, we obtain \( \rho_1 = 0 \top r_k^{(s)} = 0 \), and \( \rho_2 = 1 \top r_k^{(s)} = 1 \).

Finally, we get \( SO_\top(u_{ik}) = \frac{1}{c} \left( \frac{1}{c} \cdot (1 \top 1) + 0 \cdot (r_k^{(s)} \top 1) \right) = r_k^{(s)} \).

Using \((\top, \bot)_S\), we have \( \bot u_{ik} = \bot u_{ik} = \frac{1}{c} \) by (14) and \( r_k^{(s)} = \min\left\{ \frac{1}{c}, 1 - 1 \right\} = 0 \), so that \( SO_{\top\bot}(c) = 0 \), whatever \( c \). □

Let us illustrate the ability of the proposed index to find the right number of clusters and the right partition on an small example, inspired by [17], that we call \textit{Diamond+}. It consists of the eleven two-dimensional points first introduced by Windham [20] and an outlier, see Figure 1-left. Besides the outlier, the correct partition is composed of \( c^* = 2 \) clusters: the two touching diamond shapes. CVIs that only consider compactness and separation will select three clusters: the two touching diamond shapes and the outlier. Table I gives the detailed values of the satisfaction levels \( r_k^{(s)} \) and \( r_k^{(o)} \) as well as the measures \( SO_\top(u_k) \) for the twelve points, with \( c = 2 \) and \( c = 3 \). The algebraic triangular norms are used and the values of the new index are \( SO_{\top\bot}(2) = 0.729 \) and \( SO_{\top\bot}(3) = 0.711 \) showing that it recovers the natural partition in two clusters. In terms of separation and overlap, two points are of particular interest, namely \( x_6 \) and \( x_{12} \).

For \( c = 2 \), both \( x_6 \) and \( x_{12} \) are the most overlapping points (0.999) and the most isolated points (0.500) as expected. The point \( x_6 \) is equidistant to centroids \( v_1 \) and \( v_2 \), so that it induces high overlapping and low separation. The point \( x_{12} \) is equidistant to centroids \( v_1 \) and \( v_2 \), but farther than \( x_6 \). Due to the sum constraint on \( u_{ik} \), we have \( u_{1,12} = u_{2,12} = 0.5 \) so it has a high overlap and a low separation measure. For \( c = 3 \), \( x_{12} \) becomes a well separated and not overlapping cluster, but

![Fig. 1. Artificial data sets: Diamond+ (left), D1 (center) and D2 (right), and their associated centroids represented in blue dots.](attachment:image)
\( x_6 \) remains the most overlapping point. The point \( x_6 \) is still equidistant to \( v_1 \) and \( v_2 \), but is far from the third centroid \( v_3 \), which is near \( x_{12} \), so that \( u_{3,6} \) is low. Thus, resulting separation and overlap measures for \( x_6 \) are almost the same than in case of \( c = 2 \). The point \( x_{12} \) is close to \( v_3 \), leading to a high \( u_{3,12} \) value, and low membership degree to the two previous clusters. This obviously gives a high separation and a low overlap value for \( x_{12} \). Averaging all \( SOI^\top(u_k) \) values, in particular high values for points clearly belonging to clusters 1 and 2, makes the partition in \( c = 3 \) clusters less desirable than the one in \( c = 2 \) clusters, as shown by the proposed CVI values: \( SOI^\top_{AC}(2) \geq SOI^\top_{AC}(3) \). This result clearly depends on the \( x_{12} \) position. If it was farther, the membership degrees of the other points to the third cluster would become lower, resulting in a better partition in \( c = 3 \) clusters. Furthermore, if one adds one more point near \( x_{12} \), it would create a third cluster, and the mean value of \( SOI^\top(u_k) \) would increase, leading to select \( c = 3 \) as the optimal number of clusters.

### IV. Numerical Results

In this section, we evaluate the performance of the proposed CVI by conducting a comparison to the seven CVIs using the procedure described in section II for data sets of various structures (good separation, overlapping clusters, presence of outliers, additional noisy points) making the CV problem more or less easy. FCM is used with \( m = 2 \) and a termination parameter set to \( 10^{-3} \). The optimal number of clusters is searched in the range \( [c_{\text{min}} = 2, c_{\text{max}}] \) with \( c_{\text{max}} = 10 \) for data sets with high cardinality (\( n \)) and an integer value close to \( \sqrt{n} \) for the others as usually done in the literature. For \( SOI^\top \), we use a gaussian kernel \( N_{\lambda}(l, j) = \exp(-(l - j)^2/\lambda) \) in (16) with \( \lambda = 5 \) so that all the values in the blocks of size \( c \) have a high contribution to \( \Phi_{1,c} \). Consequently, the choice of the t-norm has a little effect on the optimal value, otherwise the standard one tends to select a smaller number of clusters because it is not archimedean\(^1\).

### A. Artificial data sets

We generated an artificial data set \( D_1 \) containing \( n = 200 \) points composed of four bivariate gaussian distributions, two of them slightly overlapping, see Figure 1-center. Table II reports the obtained results for the tested CVIs, where bold values are the optimal ones indicating the selected number of clusters. We see that, for any t-norm, \( SOI^\top \) finds the optimal number of cluster while some classical indexes fail.

To emphasize the robustness to noisy data, we added 100 points drawn from a uniform distribution to generate another data set \( D_2 \). This additional noisy points can make the FCM algorithm partitioning this second artificial data set into three clusters because the two least separated clusters tend to become one cluster with noise, see Figure 1-right. The corresponding results are given in Table III. Again, \( SOI^\top \) outperforms the classical indexes, none of them except \( FHV \) finding the optimal number of clusters (four).

### B. Benchmark data sets

Additionally to data sets \( Diamond+ \), \( D_1 \) and \( D_2 \), we compare \( SOI^\top \) on artificial and real benchmark data sets

---

\(^1\) a t-norm \( \top \) is archimedean if \( \top(a,a) < a, \forall a \in [0,1] \)
commonly used in the literature:

• The artificial data set X30 introduced in [3], consisting in 30 observations in $\mathbb{R}^2$, for which 3 clusters are expected.
• The bi-dimensional artificial data set Bensaid [1] characterized by 3 classes of different cardinalities (6, 3 and 40).
• Iris [4], composed of 3 classes of 50 flowers each described by 4 physical attributes. Two classes have a substantial overlap in the feature space and the optimal number of clusters to be found is debatable: 2 or 3, see [3].
• The original Starfield [22], which contains the position and light intensity of 51 bright stars near Solaris. The expected number of clusters is 8 or 9, depending on the papers.
• Wine [4], which consists of 13 chemical attributes for 178 Italian wines belonging to 3 separable classes.
• Soybean-small [4], composed of four classes characterizing various diseases affecting soybean plants. Each of the 47 observations is described by 35 attributes.

The optimal number $c^*$ of clusters for each data set and the one found by the different CVIs are given in Table IV. The proposed index always finds the optimal number of clusters except for the Soybean-small data set and standard t-norms because of the common value of $\lambda$, while the other do not.

V. CONCLUSION

We introduce a new family of cluster validity indexes for fuzzy partitions. They use new measures of separation and degree of overlap of the clusters based on triangular norms and a discrete Sugeno integral. Another novelty is that they lie on a fuzzy system modeling technique expressed in terms of a two rules knowledge base allowing to take into account the relative importance of each measure. Results on benchmark data sets of various structures show that the proposed indexes are more efficient than a large collection of indexes because of the common value of $\lambda$, while the other do not.
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