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ABSTRACT

Network measurement is essential for assessing performance issues, identifying and locating problems. Two common strategies are the passive approach that attaches specific devices to links in order to monitor the traffic that passes through the network and the active approach that generates explicit control packets in the network for measurements. One of the key issues in this domain is to minimize the overhead in terms of hardware, software, maintenance cost and additional traffic.

In this paper, we study the problem of assigning tap devices for passive monitoring and beacons for active monitoring. Minimizing the number of devices and finding optimal strategic locations is a key issue, mandatory for deploying scalable monitoring platforms. In this article, we present a combinatorial view of the problem from which we derive complexity and approximability results, as well as efficient and versatile Mixed Integer Programming (MIP) formulations.

Categories and Subject Descriptors

G.1.6 [Optimization]: Constrained optimization

General Terms
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from unauthorized activities. Denial of service attacks, for instance, can be detected by noticing a sudden and important increase in the number of short-lived flows originated at random IP addresses [13].

In this work, we seek to minimize the infrastructure cost of both passive and active monitoring. For passive monitoring, we study the problem of sampling packets and thus we present an efficient way of placing monitor devices and how to control their sampling rates. Sampling is crucial since all monitoring devices are not able to sustain a 100% sampling rate on high speed links (OC-48, OC-192 and higher), since the exploitation cost of the monitoring devices may depend on their sampling rate and also because it may not be useful for an ISP to monitor every traffic going through its POP. Indeed, capturing 90% of the traffic may be enough to detect malicious traffic patterns [12], or to keep track of the values of two important variables associated with TCP connections [10]: the sender’s congestion window (cwnd) and the connection round trip time (RTT).

We present a combinatorial view of the problem, giving rise to complexity and approximability results, as well as efficient Mixed Integer Programming (MIP) formulations. The main advantages of such kind of modeling is that it formalizes all greedy solutions that we proposed in prior work [3] and that were also simultaneously and independently applied in [22]. Moreover, from this new model we are able to derive MIP formulations even for the minimization of the deployment and the exploitation cost while maximizing the total amount of traffic monitored whereas in [22], the authors only present a mixed-integer non-linear program formulation of the problem. Finally, this formulation allows tackling slightly different problems. For instance, it is possible to compute incremental solutions. From a set of already installed devices that cannot move, the program can compute the best way to position a new set of monitors. This problem can be derived into the estimation of the expected gain in buying one or a set of new devices. It is also possible, by only adding a constraint in the modeling, to address the problem of finding the best positioning of a limited number of devices.

Since the traffic inside a POP may evolve one may point out that a drastic change in the traffic throughput may invalidate all previous optimizations done and will degrade the results that the operator will get. To overcome this problem, we present an efficient polynomial algorithm that will recompute optimal sampling rates for all monitoring devices already deployed in order to maximize the coverage while minimizing the exploitation cost. Concerning active monitoring, we use the same strategy to improve the two-phased approach presented in [1] and [15] to optimize both the number of devices and the number of generated messages.

The remaining of this paper is organized as follows. Section 2 presents the global architecture. Section 3 discusses related work. The main discussion begins in Section 4 in which we describe our main contribution on passive devices positioning when taking into account the deployment cost and we show simulation results. In section 5 we extend the results on passive monitoring by introducing a sampling capability to each monitoring device and by taking into account an associated exploitation cost. In Section 6 we focus on active monitoring for which a similar strategy is used to improve beacons positioning. Finally Section 7 summarizes the results presented and discusses their implications on current monitoring strategies. Possible extensions to this work open for investigation are discussed.

2. GENERAL ARCHITECTURE

We present in this section the general network architecture considered in our study. We focus on the POP architecture and topology since POPs represent the key place where monitoring can be performed efficiently. Monitoring traffic in a POP may help to analyze the traffic demand between a pair of POPs [2] or to derive methodology that observes the sender-to-receiver and receiver-to-sender segments in a TCP connection, and infers/tracks the time evolution of the sender’s congestion window and the connection round trip time [10].

![Figure 1: Internet ISP backbone. ISP backbones are composed of several POPs connected together by high bandwidth backbone links.](image)

The Internet ISP backbones are composed of multiple points of presence or POPs connected together by high bandwidth backbone links, as shown in Figure 1. Each POP corresponds to a physical location where the ISP houses a collection of routers. The ISP backbone connects these POPs, and the routers attached to inter-POP links are called backbone or core routers. Each POP also locally connects through access links customers ranging from large corporate networks to regional ISPs and web-servers. The POP routers attached to customers are called access routers. Within every POP, access routers provide an intermediate layer between the ISP backbone and routers in neighboring networks. Note that peering between POPs is provided either through dedicated links to another backbone (private peering) or through public Network Access Points (NAPs). To summarize, the general topology of a POP may be modeled by a two-level hierarchical structure as depicted in Figure 2. At the lower level, customer links are connected to access routers. These access routers are in turn connected to the backbone routers. The backbone routers provide connectivity to other POPs and to the peers.

3. STATE OF THE ART

Several famous projects focused on network performance measurements. Metrology and monitoring are ongoing studies all around the world. The IPPM working group at IETF
related to IP Performance Metrics [17] develops a set of standard metrics that can be applied to the quality, performance, and reliability of Internet data delivery services; the IPFIX working group related to IP Flow Information Export [18] aims to produce standards-track documents describing the IPFIX architecture, i.e., information model and flow export protocol RFCs; the BMWG working group related to Benchmarking Methodology makes a series of recommendations concerning the measurement of the performance characteristics of various inter-networking technologies; the PSAMP working group related to Packet Sampling and the IMRG research group at IRTF focused on Internet Measurement.

There also exist several large scale platforms and ambitious projects launched to measure the global Internet: NIMI (National Internet Measurement Infrastructure) [16], NLANR Measurement and Network Analysis Group (NLANR/MNA) focused on the characterization of the behavior of high performance connection networks, and the IP Monitoring Project (IPMON)\(^1\) at Sprint which is focused on building a general purpose measurement system for IP networks capable of collecting both detailed packet-level traffic statistics as well as delay, loss, and other network performance statistics.

It is obvious that network measurements are essential for assessing performance issues, identifying and locating problems. Network traffic measurements provide essential data for networking research and operation. The strategy to obtain network information through end-to-end measurements, known as Internet tomography, is therefore of great interest to the research community [8, 11, 21]. The majority of contributions on network tomography concentrates on either topology discovery, or link delay monitoring. A research [2] studies traffic demands in an IP backbone (collected at a major POP in a commercial Tier-1 IP backbone), identifies the routes used by these demands, and evaluates traffic granularity levels that are attractive for improving the poor load balancing that exists in POPs. In [10], the authors propose a passive measurement methodology to infer and keep track of the sender’s congestion window (cwnd) and the connection round trip time (RTT) in order to provide a valuable diagnostic of end-user-perceived network performance. For passive monitoring, one should place passive devices (generally an optical splitter that copies all the data on the link\(^2\)) to tap the link on which data needs to be collected, and to record to disks a part of all packets, usually including a time-stamp that indicates their arrival time.

Some recent researches show that active measurements can also be used to locate failures in IP networks [9, 15, 1]. Indeed, IP networks do not typically generate feedback state information, thus in order to perform traffic engineering, active monitoring should be deployed inside POPs. Active probing can help to detect and to locate link failure. An active probing system consists of several measurement points. Each measurement point, called a beacon, can send IP messages to all nodes in the network. Each message sent from a beacon to a network node for the purpose of monitoring is called a probe. A failure is detected when consecutive probes do not use the same path in the network [15].

All these research studies and projects use extensively monitoring for diagnosis: detecting and reporting problems or anomalies, management, configuration problems, resource provisioning, network dimensioning, value-added service, feedback to customers; Network Intrusion Detection Systems use passive network monitoring extensively to detect possible threats... However, collecting traffic data and analyzing such data from a Tier-1 ISP backbone reveals to be a real challenging task since it is expensive and time-consuming to deploy tap devices or active beacons in operational network. The measurement equipment must be installed in commercial network facilities where physical space and power are constrained, and which are, in some cases, not stalled by any human operators. Moreover, the traffic volume ranges from tens of Mb/s on OC-3 access links to 10 Gb/s on OC-192 backbone links, whereas data analysis involves processing terabytes of data.

In all projects and approaches listed above, the key objective is to minimize the overhead (cost, management as well as deployment), in terms of number of tap devices for passive monitoring or in terms of number of active beacons and volume of additional traffic for active monitoring. Thus, minimizing the number of devices and finding optimal strategic locations is a key issue, mandatory for deploying scalable monitoring platforms.

[22] present heuristics for positioning passive monitors in POP and controlling their sampling rate, when monitors do only capture a portion of the traffic carried by the link they are attached to. They consider three main problems, the first one consisting in maximizing the volume of captured traffic under cost constraints, each monitoring device having a deployment and an operational cost. The second problem consists in minimizing the deployment cost to achieve a monitoring objective and the last one consists in minimizing both installation and operational cost under the same objective. They show that all these problems are NP-complete and they present heuristics approximating the optimal solution for each one. They evaluate the performance of the proposed algorithms with simulations on topologies discovered by the Rocketfuel utility and with generated traffic matrices.

4. PASSIVE MONITORING

In this section, we consider passive monitoring. As mentioned in Introduction, passive monitoring does not introduce traffic overhead in the network. On the other hand, the devices that monitor the traffic may be very expensive due to the requirements for processing and storing collected data. It is thus very important to minimize the number of

---

such devices to install and maintain in the network. Moreover, as stated in Introduction, it is not necessary to monitor the whole traffic and only a percentage may be enough.

In the following we present a combinatorial view of the problem, giving rise to complexity and approximability results, as well as efficient Mixed Integer Programming (MIP) formulations.

### 4.1 Combinatorial model

Before formalizing the problem, we describe the network model we use.

Let us consider a POP, this network can be modeled as a graph \( G = (V, E) \) where \( V \) is the set of nodes that represent the routers and \( E \) is the set of edges that represent the communication links that connect the routers.

A traffic \( t \) in this network is a single path \( p_t \) between two routers, or nodes of \( V \), and a weight \( v_t \) given by the bandwidth routed along this path. Such a traffic is the aggregation of all IP flows which follows the path \( p_t \) through the POP. This path is defined by the internal routing strategy deployed by the ISP.

We call the load of a link the sum of the weights of all the traffics carried by the network consists in selecting a subset of a minimum size. This problem is denoted \( \text{Monitoring} \) problem from an arbitrary instance of Minimum Set Cover, yielding NP-completeness and tight approximability results.

#### 4.2 Complexity of Passive Monitoring

In this part, we focus on the Passive Monitoring, that is the specific case of \( \text{PPM}(k) \) where \( k = 1 \). We prove that this case of the monitoring problem is equivalent to the \( \text{Minimum Set Cover problem} \), yielding NP-completeness and tight approximability results.

**Minimum Set Cover.** Suppose that a set \( S \) of arbitrary items is given, as well as a collection of overlapping subsets of \( S \). The \( \text{Minimum Set cover problem} \), \( \text{MSC} \) for short, consists in finding a minimum size sub-collection such that any item belongs to a selected set. \( \text{MSC} \) can be stated as follows.

- **INSTANCE** Collection \( C = \{c_1, \ldots, c_m\} \) of subsets of a finite set \( S = \{u_1, \ldots, u_n\} \).
- **SOLUTION** A set cover for \( S \), i.e., a subset \( C' \subseteq C \) such that every element in \( S \) belongs to at least one member of \( C' \).
- **MEASURE** Cardinality of the set cover, i.e., \( |C'| \).

**Equivalence and complexity.** Intuitively, the items represent the traffics while the subsets are the links of the network. \( \text{MSC} \) models the optimization goal of installing measurement points on a minimum size set of links, such that any traffic belongs to a selected link. The following theorem claims that both \( \text{MSC} \) and \( \text{PPM}(1) \) are equivalent.

**Theorem 1.** The Monitoring problem for \( k = 1 \) is equivalent to the Minimum Set Cover problem.

**Proof:** At first we construct an instance of the monitoring problem from an arbitrary instance of Minimum Set Cover as depicted in Figure 4. Let \( G \) be a graph whose edge set \( E \) is defined as follows:

- \( E \) contains an edge \( e_i \) for each \( c_i \in C \),
- if \( c_i \cap c_j \neq \emptyset \), \( E \) contains an edge \( e_{ij} \) and an edge \( e_{ji} \), both adjacent to \( e_i \) and \( e_j \), so that these four edges form a cycle.

Note that only \( 2|C| \) vertices are necessary to define \( E \) and thus \( C \).

Then the set of traffics, \( D \), contains a traffic \( t_i \) for each element \( u_i \) of \( S \). The path \( p_i \) associated to \( t_i \) goes through
edge $e_j$ if and only if $u_i$ belongs to $c_j$. In addition, $p_i$ can use any edge $e_{jk}$ provided it also uses $e_j$ and $e_k$. Such paths can always be found\(^3\) in polynomial time by construction of $G$. Since the whole traffic is to be monitored, assigning them a volume is useless.

Now suppose $E'$ is an optimal solution of this monitoring instance. Then we deduce an optimal solution $C'$ for the Minimum Set Cover instance from $E'$ in the following way:

- if $e_i \in E'$, then $c_i \in C'$,
- if $e_{ij} \in E'$, then neither $e_i$ nor $e_j$ belongs to $E'$ otherwise $e_{ij}$ would be redundant and $E'$ would not be optimal. Thus $e_{ij}$ can be replaced either by $e_i$ or by $e_j$, which means, either $c_i \in C'$ or $c_j \in C'$.

The minimum cardinality of $E'$ implies the same property on $C'$ which is therefore an optimal cover for this Minimum Set Cover instance.

Subsequently, consider an instance of the monitoring problem on a graph $G = (V, E)$ for which $k = 1$. Each edge $e \in G$ belongs to a set $\pi_e$ of paths of $D$. Installing a measurement point on $e$ means that every $p_i \in \pi_e \subseteq D$ is monitored.

An instance of MSC can be constructed from this monitoring problem taking $S = D$ and $C = \{\pi_e, e \in E\}$. It is clear that an optimal solution for MSC yields an optimal solution for the monitoring problem. This completes the proof of the equivalence of these two problems.

As far as MSC is a NP-Complete problem, previous theorem implies directly the NP-completeness of $PPM(1)$, hence the NP-completeness of $PPM(k), 0 < k \leq 1$.

If all traffics carry the same bandwidth, the problem becomes unweighted. Following the same scheme as above, one can prove the equivalence of the unweighted version of $PPM(k)$ to the Minimum Partial Cover Problem (see [19, 20] for a definition of the problem). This gives a straightforward proof of the NP-completeness of unweighted $PPM(k)$, for any given $k$, $0 < k < 1$.

**Approximability results.** Since computing an optimal solution is a NP-complete problem, one can prefer to derive approximate solution. A $k$-approximation is a feasible solution of the problem such that its cost is always bounded by $k$ times the cost of an optimal solution.

The Minimum Set Cover problem is approximable within $\ln |S| - \ln \ln |S| + o(1)$ [19] with a simple greedy algorithm. The preceding equivalence result hence yields a polynomial time $(\ln |D| - \ln \ln |D| + o(1))$-approximation algorithm for the Passive Monitoring problem.

Moreover, the Minimum Set Cover is not approximable within $(1-\varepsilon)\ln |S|$ for any $\varepsilon > 0$, unless $NP \subseteq \text{DTIME}(n^{\log \log n})$ [7], so the Passive Monitoring problem is not approximable within $(1-\varepsilon)\ln |D|$ for any $\varepsilon > 0$, unless $NP \subseteq \text{DTIME}(n^{\log \log n})$.

In the following, we show that $PPM(k)$ can be modeled as a Minimum Edge Cost Flow in an auxiliary graph. This combinatorial model gives rise to efficient MIP formulations improving previous results of the literature, as well as an expressive theoretical framework for developing a more detailed and realistic model.

\(^3\)Arbitrarily order the edges $p_i$, to use, by construction as $u_i$ belongs both to $c_j$ and $c_k$, there is an edge $e_{jk}$ linking the two consecutive edges $e_j$ and $e_k$.

### 4.3 Partial Passive Monitoring

For all $k \leq 1$, we now introduce a model of the partial monitoring problem as a Minimum Edge Cost Flow, $MECF$ for short, in an auxiliary graph. The main advantage of such kind of model is that it leads to a mixed integer program whose computational time is better than those of [3, 22].

Another key advantage of the Minimum Edge Cost Flow model is that it formalizes all greedy solutions generally proposed [3, 22] to solve such a class of problems. All greedy approaches use a natural way to solve $PPM(k)$: the most loaded link is chosen first, and so on and so forth. This algorithm does not of course lead to an optimal solution, but rather to a $(\ln |D| - \ln \ln |D| + o(1))$-approximation since it is also related to the greedy algorithm for the Minimum Partial Cover Problem analyzed in [19].

For example in Figure 3, the POP carries four traffics, two of weight 2 and two of weight 1 and we want to find a solution to $PPM(1)$. The greedy approach selects the link with the two traffics of weight 2 first, i.e. the link of weight 4. In order to monitor all the traffics, we need to select other links, for instance the two links with weight 1. This solution gives three measurement points, whereas an optimal solution is to place two measurement points on the two links of weight 3.

**Minimum Edge Cost Flow formulation.** The $MECF$ is a regular minimum cost flow problem, except a binary cost function, as stated below.

- INSTANCEx $G' = (A, W)$ a directed graph, each arc $a \in A$ has a capacity $w_a$ and a constant cost $c_a$, a flow request of volume $F$ from a source vertex $S \in W$ to a sink vertex $T \in W$;
- SOLUTION a $S - T$ flow $f$ satisfying the request;
- MEASURE the cost of $f$, note that an arc $a$ costs $c_a$ whenever the flow on arc $a$ $f_a > 0$, and 0 otherwise.

In the following, we show how to convert a $PPM(k)$ instance into a $MECF$ instance. This transformation allows a better understanding of the combinatorial challenges yielded by $PPM(k)$, hence creating a combinatorial framework for heuristics development and analysis, and leading to an efficient MIP formulation.

Given an arbitrary instance of $PPM(k), 0 < k \leq 1$, we define the following instance of $MECF$:

First a directed graph $G = (W, A)$ has to be defined:

1. $W$ contains a vertex $w_e$ for each edge $e \in E$,
2. $W$ contains a vertex $w_t$ for each traffic $t \in D$,
3. $W$ contains two additional vertices $S$ and $T$,
4. there is an arc of unbounded capacity and cost 1 in $A$ from $S$ to each $w_e$. Each arc $(S, w_e)$ corresponds to an edge $e$ of the Monitoring instance,
5. there is an arc in $A$ from $w_e$ to $w_t$ if and only if the path $p$ associated to traffic $t$ uses edge $e$. The capacity of such an arc is unbounded and its costs is null. These arcs represent the edge-path adjacency relation of the Monitoring instance,
6. there is an arc of capacity $v_t$, the volume of traffic $t$, and null cost in $A$ from each $w_t$ to $T$.
Figure 5: MECF instance for PPM(k)

Then, the objective is to route from S to T a volume of flow equal to the volume of traffic to be monitored, \( k \sum_{t \in D} v_t \).

Intuitively, the link between S and a \( w_e \) will support a flow if a measurement point is installed on \( e \). The following theorem claims that the previous MECF instance actually solves PPM(k).

**Theorem 2.** An optimal MECF solution on \( G' \) yields an optimal solution for PPM(k) on \( G \).

**Proof:** Consider a flow \( f \) solution of this Minimum Edge Cost Flow instance, it can be interpreted according to the Monitoring instance. Note that the only arcs of non null cost are the \((S, w_e)\) arcs, therefore the cost of a solution equals the number of arcs \((S, w_e)\) supporting non null flow.

The set of edges of the Monitoring instance corresponding to these arcs is referred to as \( E' \).

In a solution of the Minimum Edge Cost Flow, the flow on arc \((w_t, T)\) may come from several arcs \((w_e, w_t)\) and thus according to our present interpretation, the traffic may be partitioned, each part being monitored on a different edge. Although this would not be in accordance with the monitoring without sampling problem, we can assume it never happens, otherwise it would be easy to deport all flow corresponding to traffic \( t \) on a single path since capacities are unbounded on all arcs but the \((w_t, T)\) ones.

In addition no more than a volume \( v_t \) of traffic can be taken into account in the Minimum Edge Cost Flow solution since the capacity of an arc \((w_t, T)\) is \( v_t \).

At last the total volume of flow going through vertices \( w_e \) \( \forall e \in E' \) is at least \( k \sum_{t \in D} v_t \) and has to go through arcs \((w_t, T)\) which are reachable from these \( w_e \), i.e. the arcs \((w_t, T)\) corresponding to traffic using the edges \( e \in E' \). \( E' \) is therefore a solution of the Monitoring instance, and the volume of flow routed through both \( w_e \) and \( w_t \) represents the volume of traffic \( t \) that the measurement point on edge \( e \) has to monitor.

Furthermore, if \( E' \) is an optimal solution of the Minimum Edge Cost Flow instance, it is also an optimal solution of the Monitoring instance. Otherwise, let \( E'' \) be an optimal solution of the Monitoring instance, then \(|E'| < |E''|\) because every solution of the Minimum Edge Cost Flow instance is a solution of the Monitoring instance and \( E' \) is not one of its optimal solutions.

On the other hand, a solution of the Minimum Edge Cost Flow instance can be built from \( E'' \) in the following way. First note that only one path, \( p_t^* \) that goes through both \( w_e \) and \( w_t \) exists. For each edge \( e \in E'' \) we add a flow of value \( v_t \) on path \( p_t^* \) if \( p_t^* \) uses edge \( e \) in the Monitoring instance and if \( t \) has not been treated by another edge yet. As a traffic \( t \) is treated only once, the capacity constraint on arc \((w_t, T)\) in the Minimum Edge Cost Flow instance is respected, and the flow value is at least \( k \sum_{t \in D} v_t \) since the volume of traffic monitored is at least of this amount. Thus this flow is a solution of the Minimum Edge Cost Flow but its cost is lower than the cost of \(|E''|\), which contradicts the optimality of \( E'' \).

**Heuristics.** Several previous papers proposed heuristics for PPM(k) [3, 22]. They share a common general idea which is to always choose the edge which permits to monitor the larger volume of traffic not monitored yet, until the objective is attained.

The MECF framework allows to analyze these heuristics in terms of flow. As a matter of fact, these heuristics appear as the computation of a minimum cost \( S-T \) flow in the MECF graph modeling of the Monitoring problem. This is indeed a linear relaxation of MECF where the costs are no more binary but linear. In this relaxation, the link cost on \((S, w_e)\) arcs, is the inverse of the load of edge \( e \in E \). On every other arc, the link cost is null, like in the MECF instance. Such a link cost configuration models the greedy behavior of previously defined heuristics.

The MECF framework allows to develop other flow-based heuristics such as randomized rounding or branching algorithms.

Unfortunately, the general case of MECF does not admit a \( 2^{\log 1+\epsilon} \)-approximation, for every constant \( \epsilon > 0 \), unless \( \text{NP} \subseteq \text{DTIME}(n^{\text{polylog} n}) \) [6]. Even though the MECF instances related to PPM(k) are very specific, the results derived for the unweighted case from the Minimum Partial Cover Problem shows non-approximability properties that are to be refined.

**MIP formulation.** There are two usual linear programming formulations of flow problems, the arc-path one and the vertex-arc one. Program 1 is the arc-path formulation to which binary variables \((x_e)\) are added, representing whether an arc supports a non null flow or not. Corresponding constraints which permit to set these variables are also added.

**LINEAR PROGRAM 1 (PPM(k)).**

\[
\begin{align*}
\text{Minimize} & \quad \sum_{e \in E} x_e \\
\text{s.t.} & \quad \sum_{\ell \in \pi_e} f_{\ell e}^x \leq x_e \sum_{\ell \in \pi_e} v_{\ell e} \quad \forall e \in E \\
& \quad \sum_{e \in p_t} f_{e t}^x \leq v_t \quad t \in D \\
& \quad \sum_{\ell \in D \times \pi_{\ell t}} f_{\ell e}^x \geq k \sum_{t \in D} v_t \\
& \quad f_{\ell e}^x \geq 0 \quad \forall \ell \in E \quad \forall t \in \pi_e \\
& \quad x_e \in \{0, 1\} \quad \forall e \in E
\end{align*}
\]

- \( f_{\ell e}^x \): volume of flow on the path which goes through both \( w_e \) and \( w_t \) \( \forall e \in E \quad \forall t \in \pi_e \).
- \( x_e \): 0 if the flow on arc \((S, w_e)\) is null, 1 otherwise,
The first constraint means that the flow on paths going through vertex \(w_i\) cannot be positive if the arc \((S, w_i)\) has not been payed for, the second constraint represents the capacity constraint on every arc \((v_i, T)\), the third one represents the satisfaction of the flow request of volume \(k \sum_{t \in D} v_t\).

The cost function is the number of arcs \((s, w)\) sent the satisfaction of the flow request of volume \(k\).

The first constraint can be replaced by:

\[ f_t^e \leq x_e v_t \quad \forall t \in D \quad \forall e \in p_t \]

and that these new constraints can be added to obtain:

\[ \delta_t \leq \sum_{e \in p_t} x_e \quad \forall t \in D. \]

Then the following formulation is obtained:

**Linear Program 2 (PPM(\(k\))).**

Minimize \( \sum_{e \in E} x_e \)

\[ t.q. \sum_{e \in p_t} x_e \geq \delta_t \quad \forall t \in D \]

\[ \sum_{t \in D} \delta_t v_t \geq k \sum_{t \in D} v_t \]

\[ \delta_t \in [0, 1] \quad \forall t \in D \]

\[ x_e \in \{0, 1\} \quad \forall e \in E \]

- \(x_e\) is equal to 1 if a measurement point is installed on \(e\), to 0 otherwise,
- \(\delta_t\) is the percentage of the volume of traffic \(t\) monitored,

This formulation also allows to compute an incremental solution: suppose that a whole monitoring architecture is already set-up and new measurement devices are available, then one problem may be to maximize the number of monitored traffic with these new devices without moving the devices already located. The variables \(x_e\) associated to the previously monitored link are fixed to 1 and treated as constants, and the mixed integer programming is applied to the problem in which the unknown variables correspond to the links not monitored.

It is also possible, with only a slight modification of the program, to address situations in which an operator seeks how to optimally position a limited number of monitoring devices, simply by adding a constraint on the maximum number of affordable measurement points.

### 4.4 Simulation results

In order to evaluate and compare the greedy approach that selects links in decreasing weight order and our mixed integer programming formulation of the Partial Passive Monitoring problem we run simulations on several POP topologies. We use ISP topologies that are inferred by the Rocketchefuel tool [21].

For the sake of simplicity, we assume as in [15] that the traffic inside a POP uses shortest path routing from router \(s\) where it is entering the POP to router \(t\) where it is leaving the POP. As opposed to [1] we do not make the assumption that the routing uses symmetric path, that is, that the path \(P_{s,t}\) used for routing from \(u\) to \(v\) is the routing path in the opposite direction from node \(v\) to node \(u\). Note that we consider the traffic entering and leaving the POP. Therefore the generated network includes some virtual nodes that represent sources and targets of the traffic and that are not considered as routers in the POP.

Since we do not have real available data of traffic matrix issued from the considered POP topologies, we randomly generate several traffic matrices. In [2], the authors’ analysis shows that the geographical spread of traffic across egress POPs is far from uniform. They do explain that this non-uniform behavior comes from the intrinsic way the Internet is designed (e.g., some POPs would sink higher traffic demands than others because of their geographical location).

In order not to generate uniform traffic distribution between all access routers and backbone routers, we randomly pick some preferred pairs of high traffic (for example between two backbone routers or between one backbone router and one access router that would host a popular web site). Figure 6 shows a simple POP and the traffic load generated randomly.

![Figure 6: Traffic weight on a simple POP. The thickness of an edge represents the percentage of traffic on this edge. Our traffic matrix does not generate uniform traffic.](image)

All the results are an average over 20 simulations. To solve this 0–1 MIP problem we use CPLEX solver. Nevertheless, this linear programming code can handle integer programming.

Figure 7 presents the results for the devices placement on a POP with 10 routers. In this configuration, the POP has 27 links and 132 traffics go through this POP. We compare our algorithm with the greedy algorithm. The \(x\)-axis corresponds to the percentage of traffic that is monitored (we start from 75%), and the \(y\)-axis is the number of devices located by the solutions.

First we see that, until 95%, with our solution, the number of located devices is almost linear in the percentage of the monitored traffic. But when the percentage switches from 95% to 100%, the number of required devices drastically increases: we need twice more devices to monitor extra 5% percent of the traffic. This result indicates that it can be valuable in terms of cost overhead not to monitor all the traffics but only 95% of them.

Of course, our solution is better than the greedy, which is not surprising, but we also see that in average, the greedy solution is twice as large as our solution.

Figure 8 presents the results for the devices placement on
to each device. In the remainder we consider multi-routing.
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of the original traffic from the sampled trace. The way packets are sampled has a great influence on the conclusions it is possible to draw from the reduced trace. In [4], Duffield presents different sampling techniques and their associated trade-offs.

- **Time-based sampling:** the monitor captures frames at regular time-intervals. This technique can suffer from time-constrained applications that send packets regularly. On low-speed links especially, there is a risk of only considering a subset of the flows and systemically missing important information.

- **Regular sampling:** the monitor captures exactly one frame every N frame. This technique exhibits better results than the previous one, as it is more likely to capture packets belonging to a burst. Nevertheless, it is still influenced by periodical traffics.

- **Probabilistic sampling:** the monitor captures frames with a probability 1/N.

- **Probability distribution-based sampling:** the monitor captures one frame every X, X being a random variable following a given law (geometric, exponential) with mean N.

The French national project Metropolis\(^4\) has studied the influence of this type of sampling on the perception of the flows in the network. Considering only one frame out of 1000, they use the classical mice (designing short flows) and elephant (designing long flows) separation of the flows and show sampling creates problems related to flows identification. With only one packet out of 1000, it is difficult to decide in which category fits one flow, as there is a low probability to monitor more than one or two packets of each elephant flow. Concerning mice, which is the most common type of flows, most of these flows will not be monitored and statistics drawn on sampled traces tend to over-estimate the volume of mice flows while increasing the corresponding estimated volume.

Some contributions [5, 14] study the problem of enhancing the estimation of the characteristics of the traffic from the sampled statistics. [14] studies more specifically the problem of identifying elephant flows with periodically sampled frames. They use the Bayes theorem to estimate the probability that a flow presenting more than y frames in the sampled trace is composed of more than x frames in the complete trace. [5] proposes that monitors count SYN packets, identifying the start of most of TCP connections, in order to estimate more accurately the number of flows. From this estimation, it is easier to infer real statistics from the sampled trace.

[22] considers sampling in the Budget Constrained Max Coverage Problem, i.e. the problem of finding the best positioning of monitoring devices under cost constraints, limiting the number of these devices. They consider that multiple devices monitoring different links carrying the same flow will only monitor this flow once. On the opposite, by using packets marking techniques, successively monitoring the same flow can lead to a monitoring percentage equal to the sum of the sampling rates.

\(^4\)http://www.laas.fr/~owe/METROPOLIS/metropolis_eng.html

Nevertheless, one can expect that monitoring several times a single flow in a “cascade” of tap devices may produce more detailed statistics than a single tap device would.

### 5.3 Model for sampling & monitoring

In this section, we represent the setup cost of a tap device on a link \(c \) by \(\text{cost}_s(e)\) and the exploitation cost of the same monitoring device \(\text{cost}_e(e)\). These two cost functions can be general and this will not impact on the following linear program 3. However, the exploitation cost is generally a nondecreasing concave function [22] that allows to take into account the scale factor effect. Note also that the model of [22] is a mixed non linear program, while the one presented in this section is a MILP that can be solved much faster, even though it keeps being non-polynomial.

**Linear program 3 (PPME\((h,k)\)).**

**Minimize** \(\sum_{e \in E} (\text{cost}_s(e) \cdot x_e + \text{cost}_e(e) \cdot r_e)\) \hspace{1cm} set up cost and exploitation cost

**subject to** \(\sum_{e \in P} r_e \geq \delta_p \quad \forall p \in P\)

\(x_e \geq r_e \quad \forall e \in E\)

\(\sum_{p \in P} \delta_p \cdot v_p \geq h_t \cdot \sum_{p \in P} v_p \quad \forall t \in \mathbb{N}\)

\(\sum_{p \in P} \delta_p \cdot v_p \geq k \cdot \sum_{p \in P} v_p \quad \forall p \in P\)

\(\delta_p, r_e \in [0, 1] \quad \forall p \in P, \forall e \in E\)

\(x_e \in \{0, 1\} \quad \forall e \in E\)

As for the linear program 2, the variable \(x_e\) reflects the fact that a monitoring device is setup on the link \(c\). The variable \(r_e\) here represents the amount of monitored traffic going through path \(p\). We introduce here the variables \(r_e\) that represent the sampling ratio of the monitoring device located on the link \(c\).

We also need to introduce some constraints. The first one is trivial and only models the fact that it is necessary to setup a device on a link if we want to sample traffic on this link.

Next constraints ensure that a minimum percentage \(h_t\) of each traffic \(t\) is monitored and that at least \(k\) percent of the total amount of traffic is also monitored.

### 5.4 Dynamic traffic

Being able to minimize the number of devices under the deployment cost and exploitation cost is possible thanks to the integer linear problems described above. However, these techniques capture static network state while the real traffic inside a POP evolves. A drastic change in the traffic throughput may invalidate all previous optimizations done and will degrade the results the operator will obtain. If it is really not conceivable to migrate a tap device from one link to another one at each traffic fluctuation since it implies human maintenance on each router, it is still possible to consider that the sampling ratio will be adapted to the traffic changes. The problem is thus to find a solution to the problem \(\text{PPME}(h,k)\) when all \(x_e\) are a priori fixed since all devices are already installed. We will call this problem \(\text{PPME}^*(x,h,k)\).

The \(\text{PPME}^*(x,h,k)\) problem can be written as the linear program 3 where all \(x_e\) are now constants. Thus there is no
more binary variables and it is possible to derive optimal solution in a polynomial time. In fact, it is worthy to note that this problem can be expressed as a minimum cost flow problem for which efficient polynomial time algorithms are available without the need of linear programming anymore.

If an operator has to respect a minimum percent of monitoring $h_o$ per traffic $t$ and at least $k$ percent of the total amount of traffic, we can define a tolerance threshold $T < k$ under which the degradation of monitoring becomes critical and the solution has to be updated. One can therefore derive a simple strategy to maintain the monitoring constraints inside a POP:

1. While $\sum_{p \in P} \delta_p \cdot v_p \geq T \cdot \sum_{p \in P} v_p$, wait;
2. When $\sum_{p \in P} \delta_p \cdot v_p < T \cdot \sum_{p \in P} v_p$, compute $PPME^*(x, h, k)$, update all sampling rates;

The resolution of the PPME problem can be considered as the initial phase when building the POP. For such an initial phase the time complexity is not really crucial. However, during the life time of a POP, being able to adapt to traffic changes may be important and thus the time complexity becomes a key factor. As mentioned above, the computation of $PPME^*$ is efficient and since it is equivalent to a minimum cost flow computation it does not require a large amount of resources.

6. ACTIVE MONITORING

Active monitoring has received much more attention than passive monitoring in the literature. If this approach implies overhead traffic, it keeps a control on the measurement. Usually, the objective is to find the minimum number of beacons (i.e. nodes in charge of the monitoring task and emitting packets) whose probes (i.e. the packets emitted by the beacons) cover all the links in the network (see [1, 9] for recent references). When the beacons are chosen, the smallest set of probes has to be computed. Recently, the authors of [15] proposed a different approach: starting from a set of possible beacons, they first compute an optimal set of probes and then locate the beacons. They show that the beacon placement problem is NP-hard and use a greedy algorithm for this problem: they first select a beacon, remove the set of probes that can be sent with this beacon, and so on.

6.1 The problem

For this problem, we use the network model of [15], i.e. an undirected graph $G = (V, E)$ with $V$ the set of nodes that represent the network elements and $E$ the set of edges that represent the links connecting the elements. The network has a set of possible beacons, called $V_B$ henceforth ($V_B \subseteq V$). Starting from this set $V_B$, the authors of [15] designed a polynomial algorithm that computes the optimal set of probes. Then from this set of probes, they choose the effective beacons. In this section, we propose to optimize this placement phase. Note that in this problem, the beacons are placed on the nodes (the routers) and not on the links unlike the passive monitoring.

The beacon placement problem can be translated into a 0–1 Integer Linear Programming problem. Assume that $\Phi$ is the optimal set of probes obtained with the algorithm of [15]. Each probe $\varphi \in \Phi$ is identified by its two extremities $\varphi_u$ and $\varphi_v$, knowing that the probe from $\varphi_u$ to $\varphi_v$ is equal to the probe from $\varphi_v$ to $\varphi_u$. The Integer Linear Programming problem is the following:

$$\min \sum_{i=1}^{n} y_i$$

s.t. $\forall i \in V \setminus V_B$, $y_i = 0$
and $\forall \varphi \in \Phi$, $y_{\varphi_u} + y_{\varphi_v} \geq 1$

$\forall i \in V, y_i \in \{0, 1\}$

where $n$ is the number of nodes in the network and $y_i$ is the variable ($y_i = 1$ places a beacon on node $i$ in the network, $y_i = 0$ otherwise).

It is easy to see that this ILP problem is equivalent to the beacon placement problem: the first constraint prevents from placing beacons on forbidden nodes, i.e. nodes not in $V_B$, the second constraint ensures that each probe of $\Phi$ will be sent by one beacon and the goal is to minimize the number of located beacons.

Note that we can also propose a greedy solution that should give better results than the one of [15]. Rather than arbitrarily choosing beacons, we can select the beacon that will generate the greatest number of probes first, then remove these probes from the set of probes, and so on. We also test this greedy solution in our simulations.

6.2 Simulation results

The POP topology is generated with the same way as in Section 4. We have implemented the algorithm of [15] that computes the optimal set of probes. From this set $\Phi$, we compute the beacons placement with the algorithm proposed in [15], our greedy algorithm and our ILP solution. Again, to solve the 0–1 ILP problem we use CPLEX solver. All the results are the average over 20 simulations.

Figure 9: Active monitoring: beacons placement on a 15 routers POP

Figure 9 presents the results for the beacons placement on a POP with 15 routers. We compare the algorithm of [15] (called Thiran in the figure), our greedy algorithm (called greedy in the figure) and our solution based on an ILP formulation. The x-axis is the size of $V_B$ (i.e. the potential
beacons) and y-axis gives the number of located beacons. We see that, not surprisingly, our solution always places the fewest number of beacons and the gap between the algorithm of [15] and our solution increases with the number of possible beacons (size of $|V_B|$). This may be explained by the fact that when $|V_B|$ is small there are few possible optimizations, whereas when $|V_B|$ is large there are more opportunities to optimize the beacons placement, and in that case the ILP formulation is effective. When $|V_B| = 15$, our solution decreases by a factor 2, the solution of [15]. Note that our greedy solution gives also good results compared to the algorithm of [15] and is quite close to the ILP solution since for 8 possible beacons they differ only by 1 in the number of located beacons.

Figure 11 presents the results for the beacon placement on a POP with 80 routers. Once again the same kind of conclusions can be drawn. The number of beacons is also reduced by 33% when we use our algorithm instead of the algorithm of [15]. Note that in that case, the differences between our greedy solution and our ILP solution are more noteworthy than in the other POPs tested. With 80 possible beacons, the greedy solution places 7 extra beacons.

In all the curves, the number of located beacons decreases from a certain threshold on $|V_B|$ with the ILP solution (it is also the case for the other solutions but not with all the topologies). It seems that having more opportunities to place the beacons allows a better placement of the beacons. Therefore, it may be more interesting to offer a larger set of routers to place the beacons.

7. CONCLUSION

In this paper, we have provided novel contributions and addressed several issues concerning the positioning of passive and active monitoring devices. We have provided a powerful combinatorial model of the partial passive monitoring problem in terms of Min Edge Cost Flow, Minimum Set Cover and Minimum Partial Cover.

This model yields a theoretical framework for understanding the combinatorial challenges of measurement point placement. It also permits to develop an efficient mixed integer program, greatly improving on previous formulations given in the literature, and giving rise to an efficient polynomial algorithm for managing dynamic traffic.

The mixed integer programming formulation is flexible enough to easily tackle different problems, or sub-problems, such as computing the best way to position a new set of monitors over an already installed fixed monitoring architecture, to estimate the expected gain in buying one or a set of new devices or the problem of finding the best position for a limited number of devices.

Our approach based on MIP is also useful for active monitoring when the goal is to minimize the number of beacons set up in the POP network. We proposed one very simple greedy algorithm and one MIP based approach that both outperform the heuristic proposed in [15]. Note that our greedy solution has good performance on not too large POP (like 15 and 29 routers).

For the future, several possible extensions of this work are open to investigation. We are currently working on three different perspectives. First, the model of sampling capable devices has to be refined in order to get a tighter bound on the actual monitoring ratio achieved by several measurement points on one path. Second, we are considering multi-routing that can arise from load balancing processes in order to get rid of the actual multiplicative impact on the complexity. Third, we are investigating on solutions for measurement campaign, where the operator of a POP or an AS can modify the routing strategy in order to maximize the monitoring ratio, given a set of already installed measurement point. For this last perspective, the flow-based model is expected to apply perfectly. We are also currently testing our solution on larger POPs, with at least 150 routers.
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