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Abstract. We formulate and prove a general central limit theorem for sums of independent identically distributed non-commutative random variables.

1 Introduction

The central limit theorem (CLT) for sums of independent identically distributed (IID) random variables is one of the most fundamental result in classical probability theory. Together with its various extensions, this result has found numerous applications to a wide range of problems in classical physics. To our knowledge, the first occurrences of quantum central limit theorems can be traced back to the works of Cushen and Hudson [CH] and Hepp and Lieb [HL1, HL2] in the early ’70. Since then quantum CLTs have been developed and used in a variety of contexts not restricted to quantum physics. As a non exhaustive list of examples let us mention:

1. Equilibrium quantum statistical mechanics: fluctuations of macroscopic observables, fluctuation algebra ([GV],[GVV1] and subsequent works by the same authors, [Ma1, Ma2], see also Chapter 5 in [Pe]).
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2. Quantum field theory: Bose fields as scaling limits of free fields ([De]), maximal entropy characterization of quasi-free states ([St]).

3. Non-equilibrium quantum statistical mechanics: linear response theory ([GVV3]), Einstein’s relations, current fluctuations in locally interacting Fermi gases ([JPP1]).

4. Graph theory: asymptotic spectral analysis of large graphs ([Ho, HO]).

5. Quantum information theory: quantum estimation and hypothesis testing ([Ha1, Ha2]).

6. Structure theory of von Neumann algebras: free probability ([VDN]).

7. Combinatorics: statistics of random words ([Ku1, Ku2]).

In this note we shall prove a general central limit theorem for sums of quantum (tensor) independent identically random variables which can be seen as an analytic extension of the algebraic CLT of Giri and von Waldenfels [GW]. Our main tool is a quantum version of the Lévy-Cramér continuity theorem recently proved in [JPP2].

This note is organized as follows: Section 2 is a brief review of the few basic concepts of quantum probability that are needed to formulate our result. In Section 3 we recall some well known facts about CCR-algebras and their quasi-free states. We formulate and discuss our main result in Section 4. Finally, Section 5 is devoted to proofs.
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2 Framework

In this section we recall a few ideas from non-commutative probability theory. For more details, we refer to [Me, VDN] and references therein.

Quantization is a process in which classical observables, i.e., real functions on a phase space, are replaced by self-adjoint operators on a Hilbert space. Similarly, in quantum probability the role of random variables is played by self-adjoint operators affiliated to some von Neumann algebra $\mathcal{M}$ on a Hilbert space $\mathcal{H}$. Probability measures are replaced by normal states, i.e., positive weakly continuous linear functionals on $\mathcal{M}$ such that $\omega(I) = 1$. By the von Neumann spectral theorem, for any self-adjoint $A$ on $\mathcal{H}$, there exists a spectral measure (i.e., a projection-valued probability measure) $\xi^A$ such that

$$(u, f(A)u) = \int f(a) d\omega^A(a),$$

for all $u \in \mathcal{H}$ and for every bounded Borel function $f$ (see [RS] for more details on the von Neumann spectral theorem). In particular, the normality of $\omega$ implies that $\omega^A = \omega \circ \xi^A$ is a Borel probability measure on $\mathbb{R}$ and

$$\omega(f(A)) = \int f(a) d\omega^A(a),$$

(2.1)
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for all bounded Borel functions \( f \). It is then natural to call \( \omega^A \) the law of the random variable \( A \). Similarly, when one considers a commuting family \( A_1, \ldots, A_n \) of self-adjoint operators, there exists a spectral measure \( \xi^{A_1,\ldots,A_n} \) on \( \mathbb{R}^n \) such that

\[
(u, f_1(A_1) \cdots f_n(A_n)u) = \int f_1(a_1) \cdots f_n(a_n) \, d(u, \xi^{A_1,\ldots,A_n}(a_1, \ldots, a_n)u),
\]

for all \( u \in \mathcal{H} \) and for any bounded Borel functions \( f_1, \ldots, f_n \) and it is natural to call the Borel probability measure \( \omega \circ \xi^{A_1,\ldots,A_n} \) on \( \mathbb{R}^n \) the joint law of the \( n \)-tuple \( (A_1, \ldots, A_n) \). Therefore, as long as one considers commuting families of random variables, quantum probability reduces to classical probability. However, as soon as one considers simultaneously two (or more) non-commuting random variables \( A \) and \( B \), the situation changes dramatically: in general, there exists no measure \( \mu \) on \( \mathbb{R}^2 \) such that

\[
\omega(f(A)g(B)) = \int f(a)g(b) \, d\mu(a,b),
\]

for all bounded Borel functions \( f \) and \( g \) (see Theorem 2.2 in Chapter 3 of [Da]). In physical terms, this reflects the well known fact that two non-commuting observables cannot be measured simultaneously.

As already mentioned, this note focuses on the most basic form of CLT: the asymptotic law of sums of IID random variables. While independence is a well defined concept in classical probability, the non-commutativity of quantum random variables makes its translation to quantum probability ambiguous. Indeed, there are several possible nontrivial definitions of statistical independence in the quantum world. We shall be concerned here with the so called tensor or commutative independence. The corresponding IID setting is as follows.

Let \( \mathcal{M} \) be a von Neumann algebra and \( \omega \) a normal state on \( \mathcal{M} \). We denote by

\[
\mathcal{M} = \bigotimes_{t \in \mathbb{N}^+} (\omega) \mathcal{M}_t,
\]

the tensor product of countably many copies \( \mathcal{M}_t \) of \( \mathcal{M} \) stabilized by the state \( \omega \) and by \( \omega^{\mathcal{M}^\otimes} = \otimes_{t \in \mathbb{N}^+} \omega \) the corresponding product state on \( \mathcal{M} \) (see e.g., [BR1], Section 2.7.2).

We identify any \( A \in \mathcal{M} \) with the corresponding element \( A \otimes I \otimes I \cdots \) of \( \mathcal{M} \) and denote by \( \tau \) the right shift

\[
\tau(A_1 \otimes A_2 \otimes \cdots) = I \otimes A_1 \otimes A_2 \cdots,
\]
on \( \mathcal{M} \). To any self-adjoint \( A \in \mathcal{M} \) we can in this way associate a sequence \( (\tau^t(A))_{t \in \mathbb{N}} \) of IID random variables. Indeed, for any \( t \in \mathbb{N} \),

\[
\omega^{\mathcal{M}^\otimes}(f_0(A)f_1(\tau(A)) \cdots f_t(\tau^t(A))) = \omega(f_0(A)) \omega(f_1(A)) \cdots \omega(f_t(A)) = \int f_0(a_0) \cdots f_t(a_t) \, d\omega^A(a_0) \cdots d\omega^A(a_t),
\]

holds for all bounded Borel functions \( f_0, \ldots, f_t \).

For any \( A \in \mathcal{M} \) we set

\[
\overline{A}^t = \frac{1}{\sqrt{t}} \sum_{s=1}^t (\tau^s(A) - \omega(A)).
\]
For any bounded continuous function $f$, it follows from the classical CLT that
\[
\lim_{t \to \infty} \omega^{\otimes N^t}(f(A^t)) = \int f(a) \, dN(a),
\]
where $N$ is the centered Gaussian measure of variance $\omega([A - \omega(A)]^2)$.

The situation becomes more intricate when considering a $n$-tuple $(A_1, \ldots, A_n)$ of non-commuting self-adjoint elements of $\mathcal{A}$. In this case, a natural extension of the central limit theorem is concerned with the limiting behavior of
\[
\omega^{\otimes N^t}(f_1(A_{k_1}^t) \cdots f_m(A_{k_m}^t)),
\]
as $t \to \infty$ for functions $f_1, \ldots, f_m$ in a suitable class and $k_1, \ldots, k_m \in \{1, \ldots, n\}$.

## 3 CCR algebras and quasi-free states

Let $\mathfrak{A}$ be a real vector space equipped with an anti-symmetric, possibly degenerate bilinear form $\varsigma$. The CCR algebra over the pair $(\mathfrak{A}, \varsigma)$ is the $C^*$-algebra $\mathcal{W}$ generated by the family of elements $(W(A))_{A \in \mathfrak{A}}$ with the product and conjugation defined by
\[
W(A)W(B) = e^{-i\varsigma(A,B)}W(A + B), \quad W(A)^* = W(-A),
\]
for all $A, B \in \mathfrak{A}$ and equipped with the minimal regular norm (see [MSTV], or [Pe] for the case of non-degenerate $\varsigma$). We note for later reference that these elements satisfy the Weyl commutation relation
\[
W(A)W(B) = e^{-2i\varsigma(A,B)}W(B)W(A). \tag{3.2}
\]
In particular, the algebra $\mathcal{W}$ is commutative if and only if $\varsigma = 0$.

If $Q$ is a positive semi-definite bilinear form on $\mathfrak{A}$ such that
\[
\varsigma(A, B)^2 \leq Q(A, A)Q(B, B),
\]
for all $A, B \in \mathfrak{A}$, then the map
\[
\omega_Q(W(A)) = e^{-\frac{i}{2}Q(A, A)},
\]
uniquely extends to a state on $\mathcal{W}$, the so called quasi-free state generated by $Q$. Let $(H_Q, \pi_Q, \Omega_Q)$ be the GNS representation of $\mathcal{W}$ associated to this state. Since the function $(t_1, \ldots, t_n) \mapsto \omega_Q(W(t_1A_1 + \cdots + t_nA_n))$ has an entire analytic extension to $\mathbb{C}^n$, there is a linear map $A \mapsto \varphi_Q(A)$ from $\mathfrak{A}$ to the self-adjoint operators on $H_Q$ such that $\pi_Q(W(A)) = e^{i\varphi_Q(A)}$. Moreover, $\Omega_Q \in \text{Dom}(\varphi_Q(A_1) \cdots \varphi_Q(A_n))$ for arbitrary $A_1, \ldots, A_n \in \mathfrak{A}$ and we shall consequently denote
\[
\omega_Q(\varphi_Q(A_1) \cdots \varphi_Q(A_n)) \equiv (\Omega_Q, \varphi_Q(A_1) \cdots \varphi_Q(A_n)\Omega_Q).
\]
We shall also write
\[
\omega_Q(f_1(\varphi_Q(A_1)) \cdots f_n(\varphi_Q(A_n))) = (\Omega_Q, f_1(\varphi_Q(A_1)) \cdots f_n(\varphi_Q(A_n))\Omega_Q),
\]
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for bounded Borel functions \( f_1, \ldots, f_n \), i.e., denote \( \omega_Q \) and its unique normal extension to the enveloping von Neumann algebra \( \pi_Q(W)' \) by the same symbol.

For any integer \( n \) let \( P_n \) be the set of all permutations \( \pi \) of \( \{1, \ldots, 2n\} \) such that

\[
\pi(2j - 1) < \pi(2j), \quad \text{and} \quad \pi(2j - 1) < \pi(2j + 1),
\]

for every \( j \in \{1, \ldots, n\} \). The state \( \omega_Q \) satisfies the Wick theorem

\[
\omega_Q(\varphi_Q(A_1) \cdots \varphi_Q(A_n)) = \begin{cases} 
\sum_{\pi \in P_{n/2}} \prod_{j=1}^{n/2} \omega_Q(\varphi_Q(A_{\pi(2j-1)}) \varphi_Q(A_{\pi(2j)})), & \text{if } n \text{ is even;} \\
0, & \text{if } n \text{ is odd,}
\end{cases}
\]

where

\[
\omega_Q(\varphi_Q(A) \varphi_Q(B)) = Q(A, B) + i \varsigma(A, B),
\]

for \( A, B \in \mathcal{A} \).

If \( W \) is commutative then, under the quasi-free state \( \omega_Q \), the family of random variables \( (\varphi_Q(A))_{A \in \mathcal{A}} \) is jointly Gaussian with mean zero and covariance

\[
\omega_Q(\varphi_Q(A) \varphi_Q(B)) = Q(A, B).
\]

In this sense, the notion of quasi-free state is a natural extension of Gaussian measure in non-commutative probability.

### 4 Results

Let us now return to the setup of Section 2 and formulate our main result.

Given a normal state \( \omega \) on the von Neumann algebra \( \mathcal{M} \), the real vector subspace \( \mathfrak{A} \subset \mathcal{M} \) generated by the family \( A_1, \ldots, A_n \) of (not necessarily distinct) self-adjoint elements of \( \mathcal{M} \) comes equipped with a natural anti-symmetric bilinear form, namely

\[
\varsigma(A, B) = \frac{1}{2i} \omega([A, B]),
\]

and a positive semi-definite bilinear form

\[
Q(A, B) = \text{Re} \omega((A - \omega(A))(B - \omega(B))) = \text{Re} \omega(AB) - \omega(A)\omega(B).
\]

Setting \( L(A, B) = \omega((A - \omega(A))(B - \omega(B))) \) for \( A, B \in \mathcal{M} \), we note that \( (A, B) \mapsto L(A^*, B) \) is a Hermitian form on \( \mathcal{M} \) such that

\[
Q(A, B) = \text{Re} L(A^*, B), \quad Q(A, A) = L(A^*, A), \quad \varsigma(A, B) = \text{Im} L(A^*, B),
\]

for all \( A, B \in \mathcal{M} \). The Cauchy-Schwarz inequality for this Hermitian form implies

\[
\varsigma(A, B)^2 \leq |L(A^*, B)|^2 \leq L(A^*, A)L(B^*, B) = Q(A, A)Q(B, B), \quad (4.3)
\]

for all \( A, B \in \mathcal{M} \). Hence, \( Q \) generates a quasi-free state \( \omega_Q \) on the CCR algebra \( W \) over \( (\mathfrak{A}, \varsigma) \). With the notations introduced in the previous sections, one has
Theorem 4.1 Let $\omega$ be a normal state on the von Neumann algebra $\mathcal{R}$. The central limit theorem holds for any family $A_1, \ldots, A_n$ of self-adjoint elements of $\mathcal{R}$ in the following sense.

(i) For any non-commutative polynomial $P$ in $n$ variables
\[
\lim_{t \to \infty} \omega^{\otimes n^t} \left( P[A_1^{t}, \ldots, A_n^{t}] \right) = \omega_Q \left( P[\varphi_Q(A_1), \ldots, \varphi_Q(A_n)] \right).
\]

(ii) For any bounded continuous functions $f_1, \ldots, f_m$ and any $k_1, \ldots, k_m \in \{1, \ldots, n\}$,
\[
\lim_{t \to \infty} \omega^{\otimes n^t} \left( f_1(A_{k_1}^{t}) \cdots f_m(A_{k_m}^{t}) \right) = \omega_Q \left( f_1(\varphi_Q(A_{k_1})) \cdots f_m(\varphi_Q(A_{k_m})) \right).
\]

(iii) For any bounded Borel functions $f_1, \ldots, f_m$ and any $k_1, \ldots, k_m \in \{1, \ldots, n\}$,
\[
\lim_{t \to \infty} \omega^{\otimes n^t} \left( f_1(A_{k_1}^{t}) \cdots f_m(A_{k_m}^{t}) \right) = \omega_Q \left( f_1(\varphi_Q(A_{k_1})) \cdots f_m(\varphi_Q(A_{k_m})) \right),
\]
provided one of the two following conditions is satisfied for each $j \in \{1, \ldots, m\}$:
1. $Q(A_j, A_j) > 0$ and the set of discontinuity points of the function $f_j$ has zero Lebesgue measure.
2. $Q(A_j, A_j) = 0$ and $f_j$ is continuous at zero.

Part (i) is the Giri-von Waldenfels algebraic CLT (Theorem 1 in [GW]). The Goderis-Verbeure-Vets CLT (Theorem 1 in [GVV2]) is a special case of part (ii), obtained by setting $n = m = 1$, $k_1 = 1$ and $f_1(x) = e^{itx}$. The first step in our proof is a multi-variate extension of this result (Lemma 5.1 below), i.e., convergence of pseudo-characteristic functions.

As already mentioned in the previous section, the limiting CCR-algebra $\mathcal{W}$ is commutative and the quasi-free state $\omega_Q$ is a Gaussian measure ($\varsigma = 0$) if and only if the state $\omega$ is a trace on the subalgebra generated by $A_1, \ldots, A_n$, i.e., $\omega(BC) = \omega(CB)$ for all $B, C$ in this subalgebra. Under this additional assumption, part (ii) is identical with Theorem 2 in [Ku1]. However, it should be noticed that under this assumption Theorem 1 in [Ku1] gives a stronger CLT, namely
\[
\lim_{t \to \infty} \omega^{\otimes n^t} \left( g(P[A_1^{t}, \ldots, A_n^{t}]) \right) = \omega_Q \left( g(P[\varphi_Q(A_1), \ldots, \varphi_Q(A_n)]) \right),
\]
for all bounded continuous function $g$ and any non-commutative polynomial $P$. To extend part (ii) and prove such a result for non-tracial $\omega$ remains an open problem.

The main difficulty is related to the fact that, even though the moments of the random variable $P[A_1^{t}, \ldots, A_n^{t}]$ do converge to that of $P[\varphi_Q(A_1), \ldots, \varphi_Q(A_n)]$ by part (i), the law of the later under the state $\omega_Q$ is not determined by its moments if the degree of $P$ is larger than 4. In contrast, it follows directly from part (ii) that
\[
\lim_{t \to \infty} \omega^{\otimes n^t} \left( g(P[f_1(A_1^{t}), \ldots, f_n(A_n^{t})]) \right) = \omega_Q \left( g(P[f_1(\varphi_Q(A_1)), \ldots, f_n(\varphi_Q(A_n))]) \right),
\]
for any bounded continuous functions $g, f_1, \ldots, f_n$ since the moments of $P[f_1(\varphi_Q(A_1)), \ldots, f_n(\varphi_Q(A_n))]$ under the state $\omega_Q$ define a unique law.
5 Proof

The proof of Theorem 4.1 is organized in three steps. We start by proving convergence of multivariate “quasi-characteristic functions”

$$\lim_{t \to \infty} \omega^{\otimes n^*} \left( e^{i\alpha_1 A_1} \cdots e^{i\alpha_n A_n} \right) = \omega_Q \left( e^{i\alpha_1 \varphi_Q(A_1)} \cdots e^{i\alpha_n \varphi_Q(A_n)} \right),$$

for any self-adjoint $A_1, \ldots, A_n \in \mathfrak{A}$, uniformly for $(\alpha_1, \ldots, \alpha_n)$ in compact subsets of $\mathbb{C}^n$. Assertion (i) then follows from a simple complex variables argument. Finally we apply a Lévy-Cramér type result to get (ii) and (iii).

Step 1: Quasi-characteristic functions

**Lemma 5.1** Let $\omega$ be a normal state on the von Neumann algebra $\mathfrak{A}$. Then, for any self-adjoint $A_1, \ldots, A_n \in \mathfrak{A}$ and all $(\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n$ one has

$$\lim_{t \to \infty} \omega^{\otimes n^*} \left( e^{i\alpha_1 A_1} \cdots e^{i\alpha_n A_n} \right) = \exp \left( \frac{1}{2} \sum_{1 \leq j, k \leq n} Q(A_j, A_k)\alpha_j \alpha_k + i \sum_{1 \leq j < k \leq n} \varsigma(A_j, A_k)\alpha_j \alpha_k \right),$$

where $Q(A, B) = \text{Re} \omega(AB) - \omega(A)\omega(B)$ and $\varsigma(A, B) = \text{Im} \omega(AB)$. Moreover, the convergence is uniform with respect to $(\alpha_1, \ldots, \alpha_n)$ in any compact subset of $\mathbb{C}^n$.

**Proof.** (A simple adaptation of the proof of Theorem 3.1 in [GVV2].) Without loss of generality we may assume that $\omega(A_j) = 0$ for all $j \in \{1, \ldots, n\}$. We first note that

$$\frac{1}{2} \sum_{1 \leq j, k \leq n} Q(A_j, A_k)\alpha_j \alpha_k + i \sum_{1 \leq j < k \leq n} \varsigma(A_j, A_k)\alpha_j \alpha_k = \frac{1}{4} \sum_{1 \leq j, k \leq n} \omega(A_j A_k + A_k A_j)\alpha_j \alpha_k + \frac{1}{2} \sum_{1 \leq j < k \leq n} \omega(A_j A_k - A_k A_j)\alpha_j \alpha_k$$

$$= \frac{1}{2} \sum_{1 \leq k \leq n} \omega(A_k^2)\alpha_k^2 + \sum_{1 \leq j < k \leq n} \omega(A_j A_k)\alpha_j \alpha_k.$$

The result follows from the fact that

$$\omega^{\otimes n^*} \left( e^{i\alpha_1 A_1} \cdots e^{i\alpha_n A_n} \right) = \left[ \omega \left( e^{i\alpha_1 A_1/\sqrt{t}} \cdots e^{i\alpha_n A_n/\sqrt{t}} \right) \right]^t,$$

and the expansion

$$\omega \left( e^{i\alpha_1 A_1/\sqrt{t}} \cdots e^{i\alpha_n A_n/\sqrt{t}} \right) = \sum_{k_1, \ldots, k_n \in \mathbb{N}} \phi^{k_1+\cdots+k_n} t^{-(k_1+\cdots+k_n)/2} \frac{k_1! \cdots k_n!}{k_1! \cdots k_n!} \omega \left( A_{k_1} \cdots A_{k_n} \right)$$

$$= 1 - \frac{1}{t} \left[ \frac{1}{2} \sum_{1 \leq k \leq n} \omega(A_k^2)\alpha_k^2 + \sum_{1 \leq k < j \leq n} \omega(A_k A_j)\alpha_k \alpha_j \right] + t^{-3/2} R_t,$$
where the remainder \( R_t \) satisfies

\[
|R_t| \leq \exp \left( \sum_{j=1}^{n} ||A_j|| |\alpha_j| \right),
\]

for \( t \geq 1 \).

\[
\square
\]

**Step 2: Polynomials**

**Lemma 5.2** Under the assumptions of Lemma 5.1 one has

\[
\lim_{t \to \infty} \omega^{\otimes N^r} \left( (A^t_1)^{k_1} e^{i\alpha_1} \overline{A^t_1} \ldots (A^t_n)^{k_n} e^{i\alpha_n} \overline{A^t_n} \right) = \omega_Q \left( \varphi_Q(A_1)^{k_1} e^{i\alpha_1} \varphi_Q(A_1) \ldots \varphi_Q(A_n)^{k_n} e^{i\alpha_n} \varphi_Q(A_n) \right),
\]

for all \( k_1, \ldots, k_n \in \mathbb{N} \) and \( (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \). In particular, Assertion (i) of Theorem 4.1 holds.

**Proof.** We set \( \Gamma_r = \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n \mid |z_j| = r \text{ for all } j \} \),

\[
F_t(z) = \omega^{\otimes N^r} \left( e^{i\alpha_1} \overline{z_1} \ldots e^{i\alpha_n} \overline{z_n} \right),
\]

and

\[
F(z) = \exp - \left( \frac{1}{2} \sum_{1 \leq k \leq n} \omega(A_k^2)z_k^2 + \sum_{1 \leq j < k \leq n} \omega(A_j A_k)z_j z_k \right).
\]

As a byproduct of the proof of Lemma 5.1, we know that \( F_t \) is an entire analytic function of \( z \in \mathbb{C}^n \). By the Cauchy integral formula for polydisks, one has

\[
\frac{\partial^{k_1 + \ldots + k_n} F_t}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}}(\alpha) = \frac{k_1! \ldots k_n!}{(2\pi i)^n} \int_{\Gamma_r} \frac{F_t(z)}{(z_1 - \alpha_1)^{k_1+1} \ldots (z_n - \alpha_n)^{k_n+1}} \, dz_1 \ldots dz_n,
\]

for all \( \alpha \in D_r = \{(\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \mid |\alpha_j| < r \text{ for all } j \} \). By Lemma 5.1, \( F_t(z) \) converges uniformly to \( F(z) \) on \( \Gamma_r \) as \( t \to \infty \). It follows that

\[
\lim_{t \to \infty} \frac{\partial^{k_1 + \ldots + k_n} F_t}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}}(\alpha) = \frac{\partial^{k_1 + \ldots + k_n} F}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}}(\alpha),
\]

and since \( r \) can be made arbitrarily large, this holds for any \( \alpha \in \mathbb{C}^n \). It remains to notice that

\[
\frac{\partial^{k_1 + \ldots + k_n} F_t}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}}(\alpha) = i^{k_1 + \ldots + k_n} \omega^{\otimes N^r} \left( (A^t_1)^{k_1} e^{i\alpha_1} \overline{A^t_1} \ldots (A^t_n)^{k_n} e^{i\alpha_n} \overline{A^t_n} \right),
\]

while

\[
\frac{\partial^{k_1 + \ldots + k_n} F}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}}(\alpha) = \frac{\partial^{k_1 + \ldots + k_n}}{\partial \alpha_1^{k_1} \ldots \partial \alpha_n^{k_n}} \omega_Q \left( e^{i\alpha_1} \varphi_Q(A_1) \ldots e^{i\alpha_n} \varphi_Q(A_n) \right)
\]

\[
= i^{k_1 + \ldots + k_n} \omega_Q \left( \varphi_Q(A_1)^{k_1} e^{i\alpha_1} \varphi_Q(A_1) \ldots \varphi_Q(A_n)^{k_n} e^{i\alpha_n} \varphi_Q(A_n) \right).
\]

\[
\square
\]
Step 3: Bounded continuous or Borel functions We shall now invoke a non-commutative version of the Lévy-Cramér continuity theorem proved in [JPP2]. To formulate this result in a form adapted to the present situation let us introduce some notation. We denote by $D(f)$ the set of discontinuity points of a Borel function $f$. For fixed self-adjoint elements $A_1, \ldots, A_n \in \mathcal{N}$ and for each $j \in \{1, \ldots, n\}$, $\alpha \in \mathbb{R}^n$ we define a Borel probability measure by
\[
\sigma_{j, \alpha}(f) = \omega_Q \left( e^{i\alpha_1 \varphi_Q(A_1)} \cdots e^{i\alpha_{j-1} \varphi_Q(A_{j-1})} f(A_j) e^{-i\alpha_{j-1} \varphi_Q(A_{j-1})} \cdots e^{-i\alpha_1 \varphi_Q(A_1)} \right).
\]
In the notation of [JPP2], this measure is $\sigma_{j, \alpha}(\alpha_1, \ldots, \alpha_{j-1}; \cdot)$ and Theorem 2 of [JPP2] becomes

**Theorem 5.3** Let $\omega$ be a normal state on the von Neumann algebra $\mathcal{N}$ and assume that for all $n \geq 1$, $\alpha \in \mathbb{R}^n$ and self-adjoint $A_1, \ldots, A_n \in \mathcal{N}$ one has
\[
\lim_{t \to \infty} \omega \left( e^{i\alpha_1 \varphi_Q(A_1)} \cdots e^{i\alpha_n \varphi_Q(A_n)} \right) = \omega_Q \left( e^{i\alpha_1 \varphi_Q(A_1)} \cdots e^{i\alpha_n \varphi_Q(A_n)} \right).
\]
Then, for any bounded Borel functions $f_1, \ldots, f_n$ one has
\[
\lim_{t \to \infty} \omega \left( f_1(\varphi_Q(A_1)) \cdots f_n(\varphi_Q(A_n)) \right) = \omega_Q \left( f_1(\varphi_Q(A_1)) \cdots f_n(\varphi_Q(A_n)) \right), \tag{5.4}
\]
provided $\sigma_{j, \alpha}(D(f_j)) = 0$ for all $j \in \{1, \ldots, n\}$ and for all $\alpha \in \mathbb{R}^n$.

By Lemma 5.1, Assertion (ii) of Theorem 4.1 follows immediately. To prove Assertion (iii) we note that, by the Weyl commutation relation (3.2), the characteristic function of $\sigma_{j, \alpha}$ is given by
\[
\omega_Q \left( e^{i\lambda \varphi_Q(A_1)} \cdots e^{i\lambda \varphi_Q(A_{j-1})} e^{i\lambda \varphi_Q(A_j)} e^{-i\lambda \varphi_Q(A_{j-1})} \cdots e^{-i\lambda \varphi_Q(A_1)} \right)
= \omega_Q \left( e^{i\lambda \varphi_Q(A_j)} \right) \exp \left( 2i \lambda \sum_{k=1}^{j-1} \varsigma(A_j, A_k) \alpha_k \right)
= \exp \left( -\frac{\lambda^2}{2} Q(A_j, A_j) + 2i \lambda \sum_{k=1}^{j-1} \varsigma(A_j, A_k) \alpha_k \right),
\]
If $Q(A_j, A_j) > 0$, it follows that $\sigma_{j, \alpha}$ is Gaussian and hence absolutely continuous with respect to Lebesgue measure. If $Q(A_j, A_j) = 0$, then (4.3) shows that $\varsigma(A_j, A_k) = 0$ for all $k \in \{1, \ldots, n\}$. Then, $\sigma_{j, \alpha}$ is Dirac measure at zero.
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