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Exact controllability of linear neutral type systems by the moment problem approach

Rabah Rabah and Grigory M. Sklyar

Abstract—The problem of exact null-controllability is considered for a wide class of linear neutral type systems with distributed delay. The main tool of the analysis is the application of the moment problem approach and the theory of the basis property of exponential families. A complete characterization of this problem is given. The minimal time of controllability is specified. The results are based on the analysis of the Riesz basis property of eigenspaces of the neutral type systems in Hilbert space.

I. INTRODUCTION

Many applied problems from physics, mechanics, biology and other fields can be described by partial differential equations or delay differential equations. This leads to the construction and study of the infinite-dimensional system theory concerning also the systems with control. In this context the problem of controllability for distributed parameter systems leads to the study of the abstract controllability problem in infinite dimensional spaces, which may be formulated as follows in Hilbert spaces. Consider the abstract system

\[ \dot{x} = Ax + Bu, \]

where \( x(t) \in X, u(t) \in U, \) and \( U \) being Hilbert spaces, \( A \) is the generator of a \( C_0 \)-semigroup \( e^{At} \). \( B \in \mathcal{L}(U, X) \) is a bounded operator. The problem of controllability is to find all the states \( x_T \) that can be reached from a fixed initial state (say 0) at a finite time \( T \) by the choice of the controls \( u(\cdot) \in L_2(0, T; U) \). The mild solution of the system (1) is given by

\[ x(t) = e^{At}x(0) + \int_0^t e^{A(t-\tau)}Bu(\tau)d\tau. \]

The reachability set from 0 at time \( T \) is defined by

\[ \mathcal{R}_T = \left\{ x : x = \int_0^T e^{A(t-\tau)}Bu(\tau)d\tau, \ u(\cdot) \in L_2(0, T; U) \right\}. \]

For finite dimensional systems the natural concept of controllability is when \( \mathcal{R}_T = X \) (Kalman). For infinite dimensional systems, as has been pointed out by several authors (Fattorini, Triggiani, Russel, Balakrishnan and others) this concept is not realistic. It is easy to show that \( \mathcal{R}_{T_1} \subset \mathcal{R}_{T_2} \) as \( T_1 < T_2 \). In general, there is no universal time \( T_0 \) such that \( \mathcal{R}_{T_0} = \mathcal{R}_T \).
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It can be shown that the reachability set $\mathcal{R}_T$ is such that $\mathcal{R}_T \subset \mathcal{D}(A)$ for all $T > 0$. This is a consequence of the fact that for all $u(t) \in L_2$ the corresponding solution of (2) is in $H^1$ and then the solution of (4) is in $\mathcal{D}(A)$ (see in [4] Proposition 2.2 for the existence of the solution and Corollary 2.7 for the property of the reachability subset). This naturally leads to the following definition of exact controllability.

**Definition 1.1:** The system (1) is exactly null-controllable by controls from $L_2$ at the time $T$ if $\mathcal{R}_T = \mathcal{D}(A)$. This means that the set of solutions of the system (2), 
$$\{ z(t), t \in [T-1, T] \}$$
coincides with $H^1([T-1, T]; \mathbb{C}^n)$.

This problem was the focus of attention of several authors in the 70s and 80s. The main results were devoted to systems with one or several discrete delays. This may be explained by the fact that the explicit, in this case, form of solutions is known and, as a result, the semigroup describing the solutions of (2) is known explicitly.

The main result for the system:

$$\dot{z}(t) - A_1 \dot{z}(t - h) = A_0 z(t) + A_1 z(t - h) + B u,$$

is that the exact controllability holds if and only if

i) rank $\Delta(\lambda)B = n$,

ii) rank $(B \quad A_1B \quad \cdots \quad A^n_1B) = n$,

where $\Delta(\lambda) = \lambda I - \lambda A_1 e^{-\lambda h} - A_0 - A_1 e^{-\lambda h}$. For the particular case of scalar control ($B$ is $n \times 1$ matrix) the time of exact controllability is given in [5]: $T > nh$, where $h$ is the delay. For the general case, it is shown in [2] that the reachability set cannot increase for $T > nh$.

The case of non-commensurate delays with a distributed term was precisely studied in the paper by Yamamoto [15]. General conditions were given using the input-output technique. Conditions of approximate controllability (in [15], quasi-reachability) in the time domain were explicitly given for a system without distributed delay.

In contrast to the above mentioned works, we consider the model with distributed delays (2). In this case, we know only that the solution of (2) exists but the corresponding semigroup is not explicitly known. Then the technique using the explicit form of the solution, via an expression of the semigroup, cannot be used. So one needs another tool to analyze the controllability. In the similar situation of the controllability problems for hyperbolic systems, the powerful technique of the moment problem has been proved to be useful. It is caused by the fact that the operators corresponding to hyperbolic systems are as a rule skew-adjoint or close to skew-adjoint and then they possess a basis of eigenvectors. The expansion of the steering conditions in this basis allows the controllability problem for these systems to be reduced to a trigonometric problem with respect to some families of exponentials. Thus, the further analysis concerns the solvability of the non-Fourier trigonometric moment problem and is based on the profound theory of the Riesz bases of exponentials. This theory, originated by the famous Paley-Wiener theorem, has essentially been developed in the last decades (see monographs by Avdonin and Ivanov [1], by Young [16], the paper [13] and references therein).

The main idea of our work is to apply the moment problem method to the analysis of controllability of neutral type systems. Note in this context that the case of neutral type systems differs essentially from those mentioned above since the operator $A$ of the system is not skew-adjoint and moreover may not have a basis of eigenvectors or even generalized eigenvectors. The first element of our consideration is the spectral analysis of the operator model (4) given in our previous works, together with A.V. Reznousenko [9], [11]. In these papers, it is shown that, under the condition that the matrix $A_{-1}$ is not singular, the operator $A$ (even if it does not verify the Riesz basis property) possesses a Riesz basis of finite-dimensional invariant subspaces. This allows the construction of a special Riesz basis in the space $M_2$ in which the steering conditions:

$$\left( \begin{array}{c} y \\
  z(\cdot) \end{array} \right) = \int_0^T e^{A(T-\tau)} Bu(\tau)d\tau$$

(5)
take the form of a moment problem quadratically close to some special non-Fourier moment problems with respect to a family of quasi-polynomials. These questions are considered in Section II and Section III. Let us notice that the detailed attention accorded to the construction of the needed Riesz basis is essentially motivated by the fact that, in the general case, the operator $A$ may not possess a spectral Riesz basis. Otherwise, for example if the eigenvalues of matrix $A_{-1}$ are simple, our construction would be much simpler. The main tool of the analysis of solvability of the obtained moment problem is based on the theory of families of exponentials [1], [16]. The basic elements of this approach used in our paper are given in Section IV. Below we give a complete analysis of the controllability problem for neutral type systems. In the course of the main part of the work, we consider the case when $\det A_{-1} \neq 0$. In this case, the controllability of system (2) is equivalent to the solvability of the moment problem obtained in Section II. We consider first the single input case in Section V and give not only the conditions of exact null-controllability but also determine the time of controllability. These results are an extension of the result obtained in [5]. In Section VI, we consider the solvability of the moment problem for the multivariable case ($\dim B = n \times r, r > 1$). We introduce some special indices $m_1$ and $m_2$ which enable the moment problem to be characterized. We show that the exact null-controllability holds for time $T > m_2$ and does not hold for $T < m_1$.

Finally, we complete the results on controllability by getting rid of the assumption $\det A_{-1} \neq 0$ in Section VII. We then obtain the precise time of controllability using the first controllability index of the par $(A_{-1}, B)$, say $n_1$ (cf. for example [14, Chapter 5]).

This a short version of the paper [8]. For details and for the proofs, we refer to the original paper.

**II. The Moment Problem**

The main tool is to consider the null-controllability problem as a problem of moments. In order to formulate the moment problem we need a Riesz basis in the Hilbert
space $M_2$. We recall that a Riesz basis is a basis which may be transformed to an orthogonal basis with respect to another equivalent scalar product. Each Riesz basis possesses a biorthogonal basis. Let $\{\varphi\}$ be a Riesz basis in $M_2$ and $\{\psi\}$ the corresponding biorthogonal basis. Then for each $x \in M_2$ we have

$$x = \sum_{\varphi \in \{\varphi\}} \langle x, \psi \rangle \varphi.$$

A state $x = \left(\begin{array}{c} y \\ z(\cdot) \end{array}\right) \in M_2$ is reachable at time $T$ by a control $u(\cdot) \in L_2(0, T; C^n)$ if and only if the steering condition (5) holds. This steering condition may be expanded using the basis $\{\varphi\}$. A state $x$ is reachable if and only if

$$\sum_{\varphi \in \{\varphi\}} \langle x, \psi \rangle \varphi = \sum_{\varphi \in \{\varphi\}} \int_0^T \langle e^{At}Bu(t), \psi \rangle dt \varphi,$n

for some $u(\cdot) \in L_2(-h, 0; \mathbb{R}^r)$. Then the steering condition (5) can be substituted by the following system of equalities

$$\langle x, \psi \rangle = \int_0^T \langle e^{At}Bu(t), \psi \rangle dt, \quad \psi \in \{\psi\}. \quad (6)$$

Let $\{b_1, \ldots, b_r\}$ be an arbitrary basis in $\text{Im}B$, the image of the matrix $B$ and $b_i = \left(\begin{array}{c} b_i \\ 0 \end{array}\right) \in M_2$, $i = 1, \ldots, r$. Then the right hand side of (6) takes the form

$$\int_0^T \langle e^{At}Bu(t), \psi \rangle dt = \sum_{i=1}^r \int_0^T \langle e^{At}b_i, \psi \rangle u_i(t) dt. \quad (7)$$

Effectiveness of the proposed approach becomes obvious if we assume that the operator $A$ possess a Riesz basis of eigenvector. This situation is characteristic, for example, for control systems of hyperbolic type when $A$ is skew-adjoint ($A^* = -A$) and has a compact resolvent (see, for example, [11], [16], [17]). Let in this case $\{\varphi_k\}$, $k \in \mathbb{N}$, be a orthonormal eigenbasis with $A\varphi_k = i\lambda_k \varphi_k$, $\lambda_k \in \mathbb{R}$. Assuming for simplicity $r = 1$, $b_1 = b = \sum_k \alpha_k \varphi_k$, $\alpha_k \neq 0$, we have from (6)–(7)

$$\frac{x_k}{\alpha_k} = \int_0^T e^{-i\lambda_k t} u(t) dt, \quad k \in \mathbb{N}, \quad (8)$$

where $x = \sum_k x_k \varphi_k$. Equalities (6) are a non-Fourier trigonometric moment problem whose solvability is closely connected with the property for the family of exponentials $e^{-i\lambda_k t}$, $k \in \mathbb{N}$, to form a Riesz basis on the interval $[0, T]$ ([11]). In particular, if $e^{-i\lambda_k t}$ forms a Riesz basis of $L_2[0, T]$ then one has

$$\mathcal{R}_T = \left\{ x : \sum_k \left( \frac{x_k}{\alpha_k} \right)^2 < \infty \right\} \quad \text{for all } T \geq T_0. \quad (9)$$

Obviously formula (7) gives the complete answer to the both items of the controllability problem.

The situation is more complicated if we have a basis of generalized eigenvectors. In this case instead of exponential, we have quasi-polynomials. In this case the Riesz basis property in $L_2$ is more complex. Returning now to neutral type systems we observe that the operator $A$ given in (2) is not skew-adjoint and, moreover, does not possess a basis even of generalized eigenvectors. So the choice of a proper Riesz basis in context of formulas (6)–(7) is an essentially more complicated problem.

### III. THE CHOICE OF BASIS

In order to design the needed basis for our case we use the spectral properties of the operator $A$ obtained in [11]. Let $\mu_1, \ldots, \mu_\ell$, $\mu_i \neq \mu_j$ be eigenvalues of $A_{-1}$ and let the integers $p_m$ be defined as: $\dim (A_{-1} - \mu_m I)^n = p_m$, $m = 1, \ldots, \ell$. Denote by

$$\lambda_m^{(k)}(\mu_m) = (\ln |\mu_m| + i(\arg \mu_m + 2\pi k)); m = 1, \ldots, \ell, k \in \mathbb{Z},$$

and let $L_m^{(k)}$ be the circles of the fixed radius $r \leq r_0 = \frac{1}{\pi} \min |\lambda_m^{(k)} - \lambda_m^{(j)}|$ centered at $\lambda_m^{(k)}$.

Let $\{V_m^{(k)}\}_{k \in \mathbb{Z}, m=1, \ldots, \ell}$ be a family of $A$-invariant subspaces given by

$$V_m^{(k)} = P_m^{(k)} M_2, \quad P_m^{(k)} = \frac{1}{2\pi i} \int_{L_m^{(k)}} R(A, \lambda) d\lambda.$$
IV. THE MOMENT PROBLEM AND THE RIESZ BASIS
PROPERTY OF A FAMILY OF QUASI-POLYNOMIALS

In order to use the results of Section II, we assume that the matrix \( A_{-1} \) is not singular. Let us expand the steering condition (5) with respect to the basis \( \{ \varphi \} \) and to the biorthogonal basis \( \{ \psi \} \). Consider a state \( x = \left( \begin{array}{c} y \\ z(\cdot) \end{array} \right) \in M_2 \), this state is reachable at time \( T \) if and only if

\[ \sum_{\varphi \in \{ \varphi \}} \langle x, \varphi \rangle \varphi = \sum_{\varphi \in \{ \varphi \}} \int_0^T (e^{\lambda_{0}t}Bu(t), \psi) \, dt, \]

where \( u(\cdot) \in L_2(-1, 0; C^r) \). Then the steering condition (5) can be substituted by the following system of equalities (6)–(7). The infinite part of the system (6) corresponding to \( \psi \in \{ \psi_{m,k}^{1,s} \} \), \( |k| > N \) reads as

\[ k \left( \begin{array}{c} yT \\ zT(\cdot) \end{array} \right), \psi_{m,k}^{1,s} \right) = \sum_{d=1}^r \int_0^T e^{\lambda_{m}t}u_{d,m,k}^{1,s}(t)u_{d}(t)dt. \tag{10} \]

Moreover, one can show that, the functions \( \{ q(t) \} \) and \( \{ q(t) \} \) verify the following properties:

P1) The coefficients of the polynomials \( \{ q(t) \} \) are uniformly bounded as \( |k| > N \);

P2) The set of leading coefficients of the nontrivial polynomials \( \{ q(t) \} \) does not have a limit point at 0;

P3) \( \sum_{|k| > N} \left| f_{m,k}^{1,s,d}(t) \right|^2 < \alpha < \infty \), \( t \in [0, T], \alpha > 0 \).

Thus, we can verify the following properties:

\[ \psi \in \{ \psi_{m,k}^{1,s} \}, \quad |k| > N \]

\[ k \left( \begin{array}{c} yT \\ zT(\cdot) \end{array} \right), \psi_{m,k}^{1,s} \right) = \sum_{d=1}^r \int_0^T e^{\lambda_{m}t}u_{d,m,k}^{1,s}(t)u_{d}(t)dt. \tag{11} \]

The following theorem is the main tool of our further analysis.

**Theorem 4.1:** i) If \( \sum_{j=1}^r m'_j = (2N + 1) \sum_{s=1}^\ell m_s \) then the family \( E = \tilde{E}_N \cup E_0 \) constitutes a Riesz basis in \( L_2(0, m_s) \)

ii) If \( T > \sum_{s=1}^\ell m_s \) then, independently of the number of elements in \( E_0 \), the family \( E \) forms a Riesz basis of the closure of its linear span in the space \( L_2(0, T) \).

Now we apply Theorem 4.1 to the collection of functions appearing in (10). Let us fix \( d \in \{ 1, \ldots, r \} \) and choose an arbitrary subset \( L \subset \{ 1, \ldots, \ell \} \). Next, for any \( m \in L \) we choose \( j(m) \in \{ 1, \ldots, \nu_m \} \) and denote \( J(L) = \{ j(m) \}_{m \in L} \). Finally, for any couple \( (m, j(m)) \), \( m \in L \), we put \( \pi_{m,j(m)} = \deg q_{m,k}^{1,1,d}(t) + 1 \).

Let us assume that this degree does not depend on \( k \).

**Theorem 4.2:** For any choice of \( d, L, J(L) \), for any \( p_{m,j(m)} \), such that \( 1 \leq p_{m,j(m)} \leq \pi_{m,j(m)} \) and for any \( T \geq n' = \sum_{m \in L} p_{m,j(m)} \) the collection of functions

\[ \Phi_1 = \left\{ e^{\lambda_{m}t}q_{m,k}^{1,1,d}(t) \right\} \tag{12} \]

where \( S = \pi_{m,j(m)} - p_{m,j(m)} + 1, \ldots, \pi_{m,j(m)} \), constitutes a Riesz basis of \( ClLin\Phi_1 \) in \( L_2(0, T) \).

If in addition \( N \) is large enough, then the family

\[ \Phi_2 = \left\{ e^{\lambda_{m}t}q_{m,k}^{1,1,d}(t) + f_{m,k}^{1,1,d}(t) \right\} \quad |k| > N; \quad m \in L; \quad s \in S \]

also forms a Riesz basis of \( ClLin\Phi_2 \) in \( L_2(0, T) \).

If \( T = n' \) the subspaces \( ClLin\Phi_1 \) and \( ClLin\Phi_2 \) are of finite codimension \( (2N + 1)n' \) in \( L_2(0, n') \).

V. THE SINGLE CONTROL CASE

Let us study the solvability of the systems of equalities (10) and (11). We assume again that the matrix \( A_{-1} \) is not singular, \( \text{det} A_{-1} \neq 0 \).

Consider the sequence

\[ \int_0^T \left( e^{\lambda_{m}t}q_{m,k}^{1,1,d}(t) + f_{m,k}^{1,1,d}(t) \right) u(t)dt \tag{12} \]

for \( |k| > N, \quad s = 1, \ldots, p_{m,j(m)} \) and any fixed \( d, m, j \) and \( u(\cdot) \in L_2(0, T) \). It follows from Theorem 4.2 that all non-zero functions of the collection

\[ e^{\lambda_{m}t}q_{m,k}^{1,1,d}(t), \quad |k| > N; \quad s = 1, \ldots, p_{m,j(m)} \]

form a Riesz basis of their linear span in \( L_2(0, T) \) if \( T' \) is large enough. Therefore the first term of (12) belongs to the class \( \ell_2 \). On the other hand, the second term also belongs to \( \ell_2 \). This gives the following Proposition.

**Proposition 5.1:** If the state \( \left( \begin{array}{c} yT \\ zT(\cdot) \end{array} \right) \) is reachable from 0 by the system (4) then it satisfies the following equivalent conditions

\[ \sum_{|k| > N} \left| \left( \begin{array}{c} yT \\ zT(\cdot) \end{array} \right), \psi_{m,k}^{1,s} \right|^2 < \infty, \]
C2) \[ \sum_{|k| > N} k^2 \left\| P_m^{(k)} \left( \frac{y_T}{z_T} (\cdot) \right) \right\|^2 < \infty, \]

C3) \( \left( \frac{y_T}{z_T} (\cdot) \right) \in D(A). \)

From Proposition 5.1 it follows once more, as was pointed out in the Introduction (see also [4]), that the set \( R_T \) of the states reachable from 0 by virtue of the system (4) and controls from \( L_2(0, T) \) is always a subset of \( D(A) \). This justifies also the Definition 1.1 given in the Introduction: \( \text{the system (4) is said to be null-controllable at the time } T \text{ if } R_T = D(A). \) Next, we give the necessary conditions of null-controllability.

Theorem 5.2: Assume that the system (4) is null-controllable by controls from \( L_2(0, T) \) for some \( T > 0 \). Then the following two conditions hold:

i) There is no \( \lambda \in \mathbb{C} \) and \( y \in \mathbb{C}^n, y \neq 0 \) such that \( \Delta_2(A)y = 0 \) and \( B^*y = 0 \), or equivalently \( \text{rank } (A - \lambda I - \lambda e^{-\lambda} A - L(s)) = n \) for all \( \lambda \in \mathbb{C} \). Here

\[ \Delta_2(A) = A - \lambda e^{-\lambda} A - L(s), \]

where the matrix \( L(s) \) is obtained from the operator \( L \) of the system (2) given by (3), namely

\[ L(s) = \lambda \int_{-1}^{0} e^{\lambda s} A_2(s) ds + \int_{-1}^{0} e^{\lambda s} A_3(s) ds. \]

ii) There is no \( \mu \in \sigma(A_{-1}) \) and \( y \in \mathbb{C}^n, y \neq 0 \) such that \( A_{-1}^* y = \mu y \) and \( B^* y = 0 \), or equivalently \( \text{rank } (B - A_{-1}B - \cdots - A_{n-1}^* B) = n \).

Now we are ready to give the first important result of our work.

Theorem 5.3: Let the conditions i) and ii) of Theorem 5.2 hold. Then

i) The system (4) is null-controllable at the time \( T \) as \( T > n; \)

ii) If the system (4) is of single control \( r = 1 \), then the estimation of the time of controllability in i) is exact, i.e., the system is not controllable at time \( T = n \).

If the delay is \( h \) instead of 1, the time of exact controllability is \( T = nh \).

VI. CONTROLLABILITY IN THE MULTI-VARIABLE CASE

Let us now consider the multivariable case: \( \text{dim } B = r \) with also the assumption that the matrix \( A_{-1} \) is not singular, \( \text{det } A_{-1} \neq 0 \).

Let \( \{b_1, \ldots, b_r\} \) be an arbitrary basis noted \( \beta \). Let us introduce a set of integers. We denote by \( B_i = (b_{i+1}, \ldots, b_r)^T, i = 0, 1, \ldots, r - 1 \), which gives in particular \( B_0 = B \) and \( B_{r-1} = (b_r) \) and we put formally \( B_r = 0 \).

Let us put

\[ C_i = (B_i, A_{-1}B_i, \ldots, A_{n-1}^* B_i), i = 0, 1, \ldots, r - 1 \]

We need in the sequel the integers

\[ m_i^\beta = \text{rank } C_{i-1} - \text{rank } C_i, \]

(13)
corresponding to the basis \( \beta \). Let us denote by

\[ m_1^\beta = \max_{\beta} m_1^\beta, \quad m = \min_{\beta} \max_{i} m_i^\beta, \]

(14)

for all possible choices of a basis \( \beta \). It is easy to show that for all \( \beta \), there exists \( i \) such that \( m_i^\beta \geq m_1 \) and then \( m \geq m_1 \). Indeed, assume that \( m_1 \) is realized on the basis \( \beta = \{ b_1, \ldots, b_r \} \), and consider an arbitrary basis \( \beta_0 = \{ b_{i_1}^0, \ldots, b_{i_r}^0 \} \). Then there exists \( i \) such that \( \text{Lin } \{ b_{i_1}^0, \ldots, b_{i_r}^0 \} \not\subset \text{Lin } \{ b_2, \ldots, b_r \} \) but \( \text{Lin } \{ b_{i_1}^0, \ldots, b_{i_r}^0 \} \subset \text{Lin } \{ b_2, \ldots, b_r \} \). For this integer \( i \) we have \( m_i^\beta \geq m_1 \).

Now we can formulate the main result of this section.

Theorem 6.1: Let the conditions i) and ii) of Theorem 5.2 hold, then

i) The system (4) is null-controllable at the time \( T > m; \)

ii) The system (4) is not controllable at the time \( T < m_1 \).

If the delay is \( h \) instead of 1, then in i) an ii) \( m \) and \( m_1 \) must be replaced by \( mh \) and \( m_1h \) respectively.

VII. CONTROLLABILITY IN THE GENERAL CASE

In the previous section, we use the assumption that the system (2) is a pure neutral type system \( (\text{det } A_{-1} \neq 0) \). However, this condition is in fact a technical assumption that allows the use of the Riesz basis of eigenspaces of the operator \( A \) in \( M_2 \) and the moment problem approach.

In this section, we show that the conditions i) and ii) are necessary and sufficient for exact controllability for the general neutral systems \( (A_{-1} \) may be a singular matrix). We obtain also the precise time of controllability. From Theorem 6.1 it is not clear what happens if the time \( T \) is such that \( m_1 \leq T \leq m \) even if the conditions of controllability are satisfied. In this section, the exact time of controllability is given. In order to do that, we need the classical concept of the controllability indices.

Recall that the first index \( n_1 \) may be defined as the minimal integer \( \nu \) such that (see for example [14, Chapter 5])

\[ \text{rank } (B, A_{-1}B, \ldots, A_{-1}^{\nu-1} B) = n. \]

Lemma 7.1: Assume that the pair \( (A_{-1}, B) \) is controllable. Let \( n_1 \) be the index of controllability of the couple \( (A_{-1}, B) \) and \( m, m_1 \) be defined by (14). Then \( m_1 \leq n_1 \leq m \).

It is well known, that in contrast to indices \( m_1, m \), the controllability index \( n_1 \) is invariant under feedback. This means that \( n_1 \) is the same for all couples \( (A_{-1} + BP, B) \), where \( P \) is an \( r \times n \)-matrix. Then one can choose a feedback matrix \( P \) and a basis in \( \mathbb{C}^n \) such that \( A_{-1} + BP \) take the following form (see [14, Theorem 5.10 and Corollary 5.3]):

\[ F = \text{diag } \{ F_1, \ldots, F_r \}, \]

where

\[ F_i = \begin{pmatrix} a_{i1} & a_{i2} & \cdots & a_{in} \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{pmatrix}, \]

and \( B \) becomes

\[ G = \text{diag } \{ g_1, \ldots, g_r \}, \]
where \( g_i = (0 \ 0 \ \cdots \ 1)^T \), the dimension being \( n_i \times 1 \). It is easy to check that \( m(F,G) = m_1(F,G) = n_1 \). Moreover, the spectrum of \( F \) may be chosen arbitrarily, by means of an appropriate choice of \( P \).

Let us now return to the controllability problem for the system (2) (or equivalently (4)). We first give a preliminary result.

**Lemma 7.2:** The system (2) is exactly null-controllable at the time \( T \) if and only if the perturbed system

\[
\dot{z}(t) = (A_{-1} + BP)z(t-1) + Lz_t + Bu(t),
\]

is exactly null-controllable at the same time \( T \), where the operator \( L \) is defined as in (3).

**Proof:** Obviously it is enough to prove one implication only. Assume that the system (2) is controllable at the time \( T \). It means that for any function \( f(t) \in H^1(T-1,T;\mathbb{C}^n) \) there exists a control \( u(t) \in L_2(0,T;\mathbb{C}^n) \) such that the solution of the equation

\[
\dot{z}(t) = A_{-1}z(t-1) + Lz_t + Bu(t),
\]

with the initial condition \( z(t) = 0, t \in [-1,0] \) verifies \( z(t) = f(t), t \in [T-1,T] \). Let us rewrite (16) in the form

\[
\dot{z}(t) = (A_{-1} + BP)\dot{z}(t-1) + Lz_t + Bv(t),
\]

where \( v(t) = u(t) - P\dot{z}(t-1), t \in [0,T] \). Since \( z(t-1) \in H^1([0,T];\mathbb{C}^n) \), then \( v(t) \in L_2(0,T;\mathbb{C}^n) \). Thus, the control \( v(t) \) transfers the state \( z(t) = 0, t \in [-1,0] \) to the state \( z(t) = f(t), t \in [T-1,T] \) by virtue of the perturbed system. This means that it is also controllable at the time \( T \). 

We have the following result, which concludes our considerations.

**Theorem 7.3:** Let the neutral type system (2) be in the general form, i.e. without the assumption \( A_1 \neq 0 \). The conditions i) and ii) of Theorem 5.2 are necessary and sufficient for the exact controllability of the system. Under these conditions, the precise time of controllability is \( T = n_1 \). This means that the system is not controllable for \( T \leq n_1 \) and is controllable for \( T > n_1 \).

If the delay is \( h \) instead of 1, then the exact time of controllability is \( n_1h \).

**VIII. Conclusion and Perspectives**

The main goal of this paper is to demonstrate how the moment problem approach can be used in the controllability problem for delay systems of neutral type. To this end, we chose a quite general model (2) with distributed delays in the function and its derivative, a pointwise neutral term determined by a matrix \( A_{-1} \) and the control term by a matrix \( B \). Using our approach, we have given a complete analysis of the exact null-controllability for this model. Namely we:

i) showed that the maximal possible set of the states reachable from 0 by the system at some time \( T > 0 \) is the space \( H^1 \),

ii) found the conditions of the parameters of the system under which this set of reachability can be maximally possible (the conditions of exact controllability),

iii) proved that, under the above conditions, the system is exactly controllable at the time \( T \) if and only if \( T > n_1 \), where \( n_1 \) is the first controllability index of the couple \((A_{-1},B)\) (the time of exact controllability).

As a perspective, we consider the extension of our approach to systems with several pointwise neutral terms and to the general case of distributed neutral type delay

\[
Kf = \int_{-1}^{0} d\mu(0)f(t), \quad f \in C([-1,0],\mathbb{C}^n),
\]

where \( \mu \) is a matrix valued function of bounded variation and continuous at zero. One can prove that, for this class of systems, the generalized Riesz basis property of the model operator \( A \) is preserved. However, the immediate spectral analysis of this operator is more complex. In the case when the delays in the neutral terms are commensurable, the results on exact controllability are expected to be similar to those obtained in the present paper. In the general case, the formulation and the proofs may be much more complicated. This problem is to be considered in our forthcoming works.
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