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ABSTRACT

Context. The accuracy of predicted orbital positions depends on the quality of the theoretical model and of the observations used to fit the model. During the period of observations, this accuracy can be estimated through comparison with observations. Outside this period, the estimation remains difficult. Many methods have been developed for asteroid ephemerides in order to evaluate this accuracy.

Aims. This paper introduces a new method to estimate the accuracy of predicted positions at any time, in particular outside the observation period.

Methods. This new method is based upon a bootstrap resampling and allows this estimation with minimal assumptions.

Results. The method was applied to two of the main Saturnian satellites, Mimas and Titan, and compared with other methods used previously for asteroids. The bootstrap resampling is a robust and practical method for estimating the accuracy of predicted positions.
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1. Introduction

To compute the motion of solar system objects, we need a dynamic model including all significant dynamical interactions and non-gravitational effects for small bodies. In order to quantify the orbital parameters, we need a set of observations. Fitting the model to the observations allows us to estimate the values of the initial conditions and parameters. We then are able to compute the position and velocity of the studied bodies at any time (either inside or outside the observation period).

The predicted positions include errors which have several causes. First, the quality of the theoretical model gives the internal error or even the precision of the theory. Second, the observations used for the fit of the parameters are the cause of the external error. That depends on the accuracy and the distribution of the observations. The observational errors are the main cause of the global error.

During the observation period, accuracy can be estimated by comparing observed and computed positions. Outside the period, this estimation is somewhat difficult. Many methods have been developed for asteroids in order to recover the ones lost after a few observations. Hence, astronomers have to estimate the accuracy of predicted positions of asteroids. Usually, these methods use few observations whereas for natural satellites, many observations are available. Consequently, methods used for asteroids have to be adapted to these objects.

The purpose of this paper is to show that the bootstrap method (Efron 1979; Efron & Tibshirani 1993) can be used successfully to estimate the accuracy of predicted positions inside and outside the observational period. This method is applied on two Saturnian satellites (Mimas and Titan). After comparison with two methods used for asteroids, we show that the bootstrap appears a robust and practical method for estimating the accuracy of predicted satellite positions.

2. The dynamical model used: TASS1.7

To test the method of bootstrap resampling, we used the orbital model TASS1.7 (Vienne & Duriez 1995). This is a theoretical model of the motions of the eight major Saturnian satellites¹. The main difficulty of this dynamical system comes from the various mean motion resonances: 2:4 in inclinations (Mimas-Tethys), 1:2 in eccentricities (Enceladus-Dione) and 3:4 in eccentricities (Titan-Hyperion).

TASS theory has been developed using a much more complete dynamical model than Dourneau (1987) or Harper & Taylor (1993). The physical model takes into account Saturn’s oblateness ($J_2$, $J_4$ and $J_6$), the mutual interactions and the solar perturbation. It is constructed in a dynamically consistent way in which the satellites are considered together; its only parameters are the initial conditions, the masses of the satellites and the oblateness coefficients of Saturn.

First, the Lagrange equations of the osculating elements were developed in a complete and analytical way. A separation between the short period terms which are easily integrated

¹ Mimas, Enceladus, Tethys, Dione, Rhea, Titan, Hyperion and Iapetus.
The distribution of these observations is particularly inhomogeneous. Two large gaps appear between 1930 and 1938, and between 1947 and 1961. Before 1947, observations were generally visual observations (micrometer) whereas since 1961, observations have generally been photographic plates and CCD frames. Consequently, the catalogue can be separated into two sets:

- **old observations** from 1874 to 1947, mostly visual and a priori with low accuracy;
- **recent observations** from 1961 to 2007, mostly photographic and a priori with better accuracy.

This separation will allow us to test our methods by fitting the model to one of the two periods of observations and comparing results with the other period (see Sect. 8).

The main source of the ephemeris errors comes from observational errors that have many causes:

- the observer, reading the measurement of the position;
- the instrument used for the observation;
- the uncertainty of the star catalogue used for the reduction;
- corrections which have or have not been taken into account to determine the position of this object (refraction, aberration, ...);
- the difference between center of mass and photocenter due to the inhomogeneity of the surface of the object (phase, albedo, ...);
- the uncertainty of observation time, especially for old observations.

The sum of all these errors leads to a global error on the observations. Because observations are used to fit the model, they lead to uncertainties on parameters and consequently on ephemerides.

### 4. Fitting the observations

Fitting the model to observations consists of determining accurate initial parameters of the model \( \epsilon = (\epsilon_i)_{i=1,...,p} \) by minimizing the difference between observed and computed positions. The least squares method (Eichhorn 1993) allows this estimation. Generally, initial parameters \( \epsilon_i \) are the initial position-velocity vectors (or osculating elements) and the masses of the studied objects. Denoting \( \phi \) the flow of the dynamical system projected on the position subspace and \( x_{\text{comp}} \) the computed position-velocity vector, we can write:

\[
x_{\text{comp}}(t) = \phi(c, t) + \epsilon
\]

Fitting to observations amounts to determining \( \Delta \epsilon = (\Delta \epsilon_i)_{i=1,...,p} \), that is the variation of the initial parameter values, for which observed positions are assumed to be:

\[
x_{\text{obs}}(t) = \phi(c + \Delta \epsilon, t).
\]

Thus, we can write to a first order approximation:

\[
x_{\text{obs}}(t) - x_{\text{comp}}(t) \approx \sum_{i=1}^{p} \frac{\partial \phi}{\partial \epsilon_i} (c, t) \Delta \epsilon_i.
\]

Using matrix notation, \( \Delta X = (x_{\text{obs}}(t) - x_{\text{comp}}(t)) \), \( B = \left( \frac{\partial \phi}{\partial \epsilon} \right) \) and \( \Delta C = (\Delta \epsilon) \), the previous relation becomes:

\[
\Delta X = B \Delta C.
\]

As the observations are correlated and have various accuracies, we have to consider the covariance matrix of the observations \( V_{\text{obs}} \). In least squares theory, this matrix is supposed to...

---

**Fig. 1.** Histogram of observation nights per opposition.
be known. The least squares method (LSM) allows us to estimate \( \Delta C \) which minimizes \( \| U(\Delta X - B \Delta C) \|^2 \) with \( U^T U = V_{\text{obs}}^{-1} \). The LSM solution is given by:

\[
\Delta C = (B^T V_{\text{obs}}^{-1} B)^{-1} B^T V_{\text{obs}}^{-1} \Delta X.
\]  

(5)

where the normal matrix \( N \) and covariance matrix \( \Lambda \) are defined as: \( N = B^T V_{\text{obs}} B \) and \( \Lambda = N^{-1} \).

The main difficulty is to choose the weighting matrix \( V_{\text{obs}} \). A natural choice would be the covariance matrix of the observations, if it is known. As in most similar works, we chose in this paper to take:

\[
V_{\text{obs}} = \begin{pmatrix}
\varepsilon_1^2 & 0 & \cdots & 0 \\
0 & \varepsilon_2^2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \varepsilon_{N_{\text{obs}}}^2
\end{pmatrix}
\]  

(6)

where \( N_{\text{obs}} \) is the number of observations and \( \varepsilon_k^2 \) is an estimator of the variance of the \( k \)th observation. It amounts to dividing each line of the matrix \( B \) by \( \varepsilon_k \) with \( 1/\varepsilon_k^2 \) representing the weight of the \( k \)th observation, which seems reasonable even if the observations are correlated.

The choice of the weights is detailed in Vienne & Duriez (1995). The observations are sorted according to the author, the instrument used and the observed satellite. Thus, each set of observations has a specific accuracy.

Finally, LSM remains a good estimator of the parameters but the value of the least-squares criterion at its minimum underestimates the uncertainty of the least-squares estimator.

### 5. Related works for asteroids

The problem of the extrapolation of the errors has been partly studied for asteroids or small satellites. For example, for lost asteroids, usual methods of orbit determination do not provide accurate ephemerides for their recovery. A solution is to determine not only the position but the region of the celestial sphere where the asteroid can be found. Several methods exist to determine this region (domain of possible motions). The classical way is to determine the whole family of the most probable orbits constructed using the LSM solution and the covariance matrix. The initial domain of possible motions can be defined by the LSM solution \( \hat{\epsilon} \) and by the covariance matrix \( \Lambda \), following a multivariate Gaussian distribution: \( N(\hat{\epsilon}, \Lambda) \).

Milani (1999) deals with the problem of the propagation of the normal and covariance matrix for the recovery of lost asteroids. He showed that the linearization hypothesis and so the LSM failed for asteroids observed over a short arc. In that context, he developed algorithms to approximate the recovery region.

Muinonen & Bowell (1993) suggest a statistical approach to the problem of orbit determination. They used Bayesian methods to determine asteroid orbital elements and developed Monte Carlo techniques for orbit determination. This statistical approach allows the estimation of a posteriori probability densities of orbital elements thanks to a priori information. In Muinonen & Bowell (1993), this information is a uniform distribution of the orbital elements. Likewise, Virtanen et al. (2001) use the present distribution of orbital elements of known asteroids as a priori information to constrain the a posteriori distribution of orbits. This method was successfully tested for lost asteroids.

Bordovitsyna et al. (2001) propose algorithms to determine the evolution of the domains of possible motions. These algorithms are based on the realization of a set of possible orbits thanks to the LSM solution and the covariance matrix. Avdyushev & Banshchikova (2007) use this method to deal with the region of possible motions for new Jovian satellites and show that the orbits of some satellites cannot yet be determined with acceptable accuracy.

For asteroids, the former statistical methods seem to be useful because asteroids are generally not much observed. In that case, the classical determination of orbits fitted to observations by LSM cannot always be satisfactory because not enough observations are available. For the main satellites of giant planets, the problem is quite different. Satellites are much observed, and over a large time period (see Fig. 1). Their motions are consequently well known. This better knowledge requires us to create more and more complex dynamical models which are used to produce ephemerides much further in the future. The least square method is used to determine the initial parameters of the model and to provide accurate ephemerides. Nevertheless, the accuracy outside the period of observations is still hard to estimate but the large number of observations allows to use resampling methods (see Sect. 6.3).

### 6. Methods for quantifying the extrapolated accuracy

We present three methods that we will use to determine the accuracy of predicted positions. Denoting \( \alpha_1, \ldots, \alpha_K \) the observed positions\(^2\) at time \( t_1, \ldots, t_K \) respectively, the model provides the orbit using LSM fit to observations. The principle of the three methods is to determine the region of possible motions of the satellites using the set of observations \( \alpha_1, \ldots, \alpha_N \).

The first two methods, which come from the study of asteroids, are a Monte Carlo method using the covariance matrix and a Monte Carlo technique applied to the observations. They have been adapted to study the satellites. The last method is the bootstrap.

#### 6.1. Monte Carlo using the covariance matrix (MCCM)

The determination of the region of possible motions using the covariance matrix is probably the most classical method. It consists of simulating orbits using the covariance matrix and LSM solution (Bordovitsyna et al. 2001; Avdyushev & Banshchikova 2007).

The region of possible solutions can be constructed with \( K \) solutions:

\[
\epsilon^k = A \eta^k + \hat{\epsilon}
\]  

(7)

for \( k = 1, \ldots, K \), where \( \eta^k \) is a \( p \)-dimensional vector of normally distributed random numbers (where \( p \) is the number of parameters of the model), \( A \) the triangular matrix for which \( A^T A = \Lambda \). \( \Lambda \) can be obtained by the Cholesky decomposition since \( \Lambda \) is symmetric and positive-definite.

In practice, the model is fitted to observations using LSM. Then we determined the covariance matrix \( \Lambda \) of the parameters and the matrix \( A \) by the Cholesky decomposition. Sets of new parameters were computed with Eq. (7), all inside an hyperellipsoid.

\(^2\) Here, \( \alpha \) means coordinate of positions and can be right ascension, declination or differential coordinates, etc.
The MCCM assumes that estimated parameters \( \hat{\alpha} \) are Gaussian random variables with mean \( \mu \) (the true parameters) and covariance matrix \( \Lambda \) given by LSM.

6.2. Monte Carlo method applied to the observations (MCO)

The second method comes from a technique developed by Virtanen et al. (2001) and consists of generating orbits by adding random noise to a set of observations. The method of Virtanen et al. (2001) used for asteroids is summarized as follows:

- a method of orbit determination using two observations is used;
- two observations of an asteroid are randomly chosen in the set;
- a random error is introduced on each observation;
- a new orbit is determined with the two new observations;
- if the orbit gives acceptable positions for all observations dates, the orbit is kept. If not, the process starts again.

The process can be repeated many times. All the orbits kept give the region of possible motions. In the initial method, they also assume that the observation errors are independent and Gaussian. The process can be repeated as many times as desired. MCCM as well as BBR can be described as follows:

- a set of observations \((t_i, \alpha_i)\) is chosen;
- a random error is added, providing new coordinates: right ascension \(\alpha_i'\) and declination \(\delta_i'\) with a uniform distribution in the range \([1, N]\);
- we create a new set of observations \((\alpha_i'),(\delta_i')\) by adding to each observation \(\alpha_i, \delta_i\) related to the Gaussian distribution \(N(\mu, \sigma)\); \(\alpha_i' = \alpha_i + \xi_1\); \(\delta_i' = \delta_i + \xi_2\); the model is fitted to the new set of observations and a new orbit is determined.

The process can be repeated as many times as desired. MCCM assumes that the observation errors are independent and Gaussian with a common mean and variance.

6.3. Bootstrap resampling (BR) and block bootstrap resampling (BBR)

The bootstrap method was first introduced by Efron (1979) in the context of variance estimation. The bootstrap has since been extended successfully to many other problems, such as estimating the distribution of the error of an estimator (see for instance Efron & Tibshirani 1993). Instead of adding some noise to each of the observed positions as in MCO, the idea of the bootstrap is to mimic the whole sampling process in order to create a new set of observations \((t_i, \alpha_i)\) where \(i = 1, ..., N\). This operation is called “resampling”. Each \((t_i, \alpha_i)\) is obtained by sampling with replacement among the observations \((t_i, \alpha_i)\) where \(i = 1, ..., N\). In particular, some of the observations appear several times in the bootstrap sample, which amounts to giving them a weight corresponding to their number of occurrences. Then, the model is fitted to the bootstrap sample through LSM and a new orbit is determined. As for MCO, this process can be repeated as many times as desired.

The bootstrap method applied to the estimation of the extrapolation error can be described as follows:

- build a new set of observations \((t_i, \alpha_i)\) of a bootstrap sample;
- fit the model to the bootstrap sample which determines an orbit;
- repeat this process as many times as desired.

Contrary to MCCM and MCO, the only underlying assumption of the bootstrap is that observations are independent in the sampling process. In particular, the noise level is allowed to vary between observations, and the errors can be non-Gaussian.

Note that observation errors are usually not independent. Hence, we have to modify the usual bootstrap for our problem. We use a technique similar to block resampling (Politis 2003) which was introduced in the framework of time series analysis. The data are first grouped into independent blocks and then the bootstrap method is applied to these blocks. The block bootstrap resampling can be described as follows:

- group the observations into \(B\) independent blocks \((t_i, \alpha_i)\) with \(i = 1, ..., B\);
- generate a random set of independent integers \((k_i)\) where \(i = \{1, ..., B\}\);
- fit the model to the block bootstrap sample which determines an orbit;
- repeat this process as many times as desired.

The block bootstrap resampling will be noted afterwards BBR and the simple bootstrap resampling BR.

7. Validation of the methods

We have tested the different methods for two particular Saturnian satellites: Mimas and Titan. Mimas’ period is about 0.942 day whereas Titan’s period is 15.945 days. Thus, the case of satellites with fast motion and the case with slow motions are studied.

7.1. Simulated observations

To validate the methods presented in the previous section, we first created simulated observations. The interest of creating simulated observations is to compute the real region of possible motion. The aim is to compare the simulated region of possible motion and the ones derived from the different methods.

7.1.1. Simulation of observations

To simulate observations close to reality, we introduce a dependence between the observations. Simulated observations are created in three steps:

- a set of \(N = 3650\) dates each 4 days (from 1960 to 2000) is chosen: \(t_1, ..., t_{3650}\);
- considering positions given by the model as real positions, the positions (right ascension \(\alpha_j\) and declination \(\delta_j\)) for each observation date \(t_i\) are computed. This corresponds the “initial orbit” plotted in Fig. 2;
- for each month of the period, we compute a random variable \(\sigma_{j(i)}\) related to a Gaussian distribution \(N(\mu, \sigma)\) where \(\mu = 0.15\)" and \(\sigma = 0.05\)";
- for each coordinate of each observation \(i\), random noise is added, providing new coordinates: right ascension \(\alpha_i = \alpha_{i,0} + \xi_{\alpha,0}\sigma_{j(i)}\) and declination \(\delta_i = \delta_{i,0} + \xi_{\delta,0}\sigma_{j(i)}\) where \(\xi_{\alpha,0}, \xi_{\delta,0}\) are random variables.
are normally distributed and independent. Observations performed during the same month have the same accuracy but observations made during different months may not. A dependence between the observations of the same month is introduced since for example, $(\xi^i_{obs(j)})^2$ and $(\xi^j_{obs(i)})^2$ are correlated for $i$ and $j$ in the same block.

The process can be repeated $K$ times and so $K$ sets of simulated observations $(\alpha^k_i, \delta^k_i)_{i=1,...,N}$ are created. Finally, the model is fitted to each of these new sets of simulated observations, giving a new orbit. The set of all the new orbits provides the simulated region of possible motions assumed to be the real region of possible motions (Fig. 2).

7.1.2. Simulating the region of possible motion

We create $K = 100^3$ samples of simulated observations. A typical result is represented in Fig. 3 obtained for satellites Mimas and Titan with a hundred samples of 3650 simulated observations from 1960 to 2000. For the hundred orbits created, we plotted the difference in separation between positions of the $k$th orbit and the initial one:

$$s_k(t) = \sqrt{(\Delta \alpha_k(t) \cos \delta_k(t))^2 + \Delta \delta_k(t)^2}$$

where $\Delta \alpha_k(t) = \alpha_k(t) - \alpha_0(t)$ and $\Delta \delta_k(t) = \delta_k(t) - \delta_0(t)$.

Figure 3 represents the real region of possible motions, in separation distance on the celestial sphere, for Mimas and Titan after fitting to observations from 1960 to 2000. During the period of observations (from 1960 to 2000) the difference is not large (less than 0.1′′). Outside the period, the difference grows and can reach 9′′ for Mimas after 200 years but remains less than 0.4′′ for Titan.

The difference in the results between Mimas and Titan can be explained by the fast motion of Mimas (period of 0.942 day). Consequently, the uncertainty on its positions leads to an uncertainty on its velocity and so the divergence is greater. On the other hand, Titan is a slow motion satellite (period of 15.945 days) and the divergence is less.

7.1.3. The extrapolated standard deviation

Figure 3 represents the region of possible motions. To summarize the information of all the orbits, we introduce the extrapolated standard deviation which is a measure of the size of the region of possible motions over time.

For a time $t$ and for each orbit $k$, we computed the distance $s_k(t)$ which is the difference between the position given by the orbit $k$ and the position given by the initial orbit. $(s_k)_{k=1,...,K}$ are independent copies of a random variable $S$, and the standard deviation $\sqrt{\text{var}(S(t))}$ of $S(t)$ measures the uncertainty on the position at time $t$. This uncertainty is estimated by:

$$\sigma_S(t) = \frac{1}{K-1} \sum_{k=1}^{K} (s_k(t) - \bar{s}(t))^2,$$

where

$$\bar{s}(t) = \frac{1}{K} \sum_{k=1}^{K} s_k(t).$$

We call $\sigma_S(t)$ the extrapolated standard deviation associated with the separation. It represents at a time $t$ the mean deviation coming from $K$ orbits. $\sigma_S(t)$ is a measure of the size of the region of possible motions, which is a good indicator of the uncertainty of the position since both the estimated orbit (reference orbit) and the true orbit (initial orbit) belong to the region of possible motions with high probability (see Fig. 2). Thereafter, $\sigma_S$ will be used for comparison of the different methods.
7.2. Comparison of methods

To compare the different methods, we choose one of the sets of simulated observations as the reference set of observations\(^4\). The reference orbit is the orbit fitted to the reference set of observations. Then we apply one of the three methods for determining the region of possible motions, containing the initial orbit assumed as the real orbit (Fig. 4). We compare the region of possible motions provided by the simulated observations (assumed to be real) and the one provided by one of the three methods, using the parameter \(\sigma(t)\) (Sect. 7.1.3).

Figure 5 represents the comparison of the estimation of the standard deviation \(\sigma_S\) between MCCM (see Sect. 6.1) and simulation. The initial parameters (elliptical elements) of TASS are computed at Julian Epoch J1980 i.e. in the middle of the period of observations. For simulated observations, the covariance matrix of the observations is \(V_{\text{obs}} = \varepsilon I\) with \(\varepsilon = 0.15''\) (the mean of \(\sigma_{\text{MCO}}\) defined in Sect. 7.1.3).

The method using the covariance matrix gives results very different from the simulation for Mimas. An explanation may be that MCCM relies on the assumption that the error on the initial parameters is Gaussian. As the motion of Mimas is very sensitive to initial conditions and the partial derivatives in TASS were fixed, the variance-covariance of the initial parameters is probably not well estimated by the LSM. Hence this method cannot give a good estimation of the positions for Mimas.

However, for Titan, the MCCM provides a good estimate of the extrapolated standard deviation \(\sigma_S\) because the two results seem correlated. Indeed, the correlation coefficient between the simulated value of the standard deviation \(\sigma_S\) and its estimation by MCCM is \(\rho_S = 0.928\).

In practice, \(\sigma_S(t)\) is computed for a set of \(P\) dates \((t_1, t_2, ..., t_P)\). For each method, we have a set \(X = (x_1, ..., x_P)\) with \(x_i = \sigma_S(t_i)\). The correlation coefficient between \(\sigma_S\) obtained with simulations \(X = (x_1, ..., x_P)\) and \(\sigma_S\) obtained with one of the methods \(Y = (y_1, ..., y_P)\) is defined as:

\[
\rho_S = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} = \frac{\sum_{i=1}^P (x_i - \bar{x}) \cdot (y_i - \bar{y})}{\sqrt{\sum_{i=1}^P (x_i - \bar{x})^2} \cdot \sqrt{\sum_{i=1}^P (y_i - \bar{y})^2}}.
\]

\(^4\) Similar results were obtained with other simulated observation sets.

The second method MCO (see Sect. 6.2) has been used. We add independent Gaussian errors on the observations with \(\mu = 0\) and \(\sigma = 0.15''\) (the mean of \(\sigma_{\text{MCO}}\) defined in Sect. 7.1.3). The extrapolated standard deviation \(\sigma_S\) given by this method and the simulation are compared in Fig. 6.

The results obtained with MCO seem very close to those obtained with simulations. We note that the results also seem correlated. The correlation coefficient \(\rho_S\) between simulation and MCO is \(\rho_S = 0.995\) for Mimas and \(\rho_S = 0.912\) for Titan. The two correlation coefficients close to 1 mean that the difference between the two methods is only a multiplicative factor, depending on the satellite. The MCO is based on more realistic hypotheses than the ones of MCCM. MCO assumes that observation errors are independent and have the same Gaussian distribution \(N(\mu, \sigma)\) which is true in this particular case of simulated observations, except that they are weakly dependent. Thus, it is not surprising that MCO gives good results with such observations. Errors of real observations are not fully Gaussian and their standard deviations depend on many parameters (see Sect. 3) and obviously are not constant.

The bootstrap (BR) then was applied. The results are similar and the two curves are still correlated (Fig. 7). The correlation coefficients are \(\rho_S = 0.998\) for Mimas and \(\rho_S = 0.989\) for Titan. The results appear slightly more accurate than MCO, but without using the knowledge that observation errors are Gaussian.

---

\(\text{Fig. 4.} \) Determination of the region of possible motion with the reference set of observations.

\(\text{Fig. 5.} \) Comparison of \(\sigma_S\) between simulations (in green crosses) and MCCM (in red pluses) for Mimas and Titan in the period 1960–2000.
To deal with dependent data, a solution is to apply bootstrap block resampling (BBR, see Sect. 6.3). The observations are grouped into independent blocks. For simulated observations, the natural blocks are months of observations. The results appear in Fig. 8. The results between simulation and BBR are also correlated; the correlation coefficients are $\rho_S = 0.999$ for Mimas and $\rho_S = 0.994$ for Titan. The best method for estimating the extrapolated standard deviation seems to be BBR. However, BR and MCO give very similar results.

A first result after the comparison of the methods on simulated observations is that the method of the covariance matrix did not allow us to obtain good estimates because the partial derivatives in TASS are fixed. The three other methods (MCCM, MCO, and BBR) allow us to obtain a good estimation of the region of possible motions.

Nevertheless, to deal with real observations, the bootstrap appears as the best method. Two points lead us to adopt it. The first point is that BR and BBR are “non-parametric” methods because no hypothesis on the distribution of errors is made. On the contrary, the two first methods (MCCM and MCO) are “parametric”, so that they are not accurate whenever the hypotheses made (e.g., Gaussian errors with constant noise level for MCO) are not satisfied. Since the distribution of real observation errors is unknown (and certainly not Gaussian with constant noise level), it seems necessary to use non-parametric methods which are robust because they rely on fewer assumptions.

The second point concerns the implementation of the method. With simulated observations, the implementation is quite easy for the last two methods (MCO and BR). But with real observations, two problems could appear when determining the random error value for MCO:

- observations are given in different formats (absolute, differential coordinates or position angle and separation). Sometimes, especially for observations in the late 19th century and in the early 20th century, only one coordinate of the observation was available. Consequently introducing a random error on the observations can become difficult because the random errors have to be homogeneous. In particular, for the position angle given in degrees, the random errors added have to be homogeneous with the random error added to other coordinates (generally given in arcsec);
- the estimation of the value of the standard deviation of the random error. This value depends on the residuals themselves but also on the way of computing the residuals. If the observation is in intersatellite coordinates (observed satellite compared with reference satellite), the residual of the observation depends on the residuals of the positions of the two satellites. So the standard deviation of the random error will be different if we deal with intersatellite positions (the value will depend on the residuals of the two satellites) or if we deal with absolute coordinates (the value will a priori depend on the residual of the single satellite).
The bootstrap avoids these problems because no external information (like the standard deviation of the random error) is necessary. The bootstrap method has the advantage of being an easy method to implement, usable for any kind of observation (inter-satellite positions, absolute coordinates) and allows a quite good estimation of the standard deviation of the position of satellites at any time.

We emphasize that the value of the standard deviation depends on the model. In the Appendix, we tested the bootstrap method with a numerical integration. The test of the methods shows that BR and BBR allow a good estimation of the extrapolated standard deviation. However, results are quite different, particularly in magnitude. This shows that the extrapolated error estimated in this paper depends on the model used. Nevertheless, we have shown that the bootstrap gives a good estimation of the standard deviation, whatever the model is.

8. Estimation of extrapolated errors

The bootstrap allows us to estimate the extrapolated standard deviation of the positions after fitting to real observations, assuming their independence. As we explained in Sect. 3, we applied the bootstrap to two sets of real observations (old and recent ones). This separation will allow us to estimate the extrapolated error with two different periods of observations: 1874 to 1947 with a priori low accurate observations and 1961–2007 with a priori good accurate observations.

However, the distribution of the observations is not homogeneous. In fact, for some years, like 1995, many observations are available. For example, a satellite was observed over a hundred times on the same night. It is obvious that all these observations are not independent. The main hypothesis of BR is precisely the independence of the observations. The similar technique adopted is to group observations into independent groups. The choice of a block of independent observations is not as natural as it seems to be. In fact, we have to consider the cause of dependence between observations. We can reasonably think that observation errors mainly depend on the night of observation because the instrument used, the observer reading the measurement and the observation conditions are probably similar during the night. Consequently, we choose to group observations by night.

The estimation of the standard deviation of the positions was realized with a bootstrap without grouping observations into blocks (BR) and with the block bootstrap, grouping the observations by night (BBR).

This estimation, after fitting to old observations (1874–1947), is plotted in Fig. 9 for Mimas and Titan. The results given by the two methods are different in value. This difference reveals that there is probably a dependance between observations of the 1874–1947 period. As the majority of them
are micrometric, they probably mainly depend on the observer and grouping observations by nights is not probably natural. Furthermore, during the observation period, the standard deviation is quite small (about 0.05′′ for Mimas and 0.02′′ for Titan). Outside this period, the extrapolated standard deviation quickly diverges, particularly for Mimas, and is quite similar to simulations.

Figure 10 represents the estimation of the standard deviation after fitting to recent observations (1961–2007) with a simple bootstrap and with block resampling. The difference between the two methods is minimal. It appears that the observations between 1961 and 2007 are probably less dependent.

Nevertheless, the divergence for Mimas is more important after fitting to recent observations than after fitting to old observations. This is unexpected since recent observations are a priori better than old ones. This result can be explained because the old observation period stretches from 1874 to 1947 (73 years) whereas the recent observation period stretches from 1961 to 2007 (46 years). The 1874–1947 observations cover the period of the main term of the mean longitude of Mimas (70.56 years), which is not the case of recent observations. Thus, the mean longitude of Mimas is better estimated with old observations. Consequently, for a good accuracy outside the period of observations, a short period with accurate observations is not systematically better than a long period of average observations.

9. Conclusion

The bootstrap is a quite interesting method to estimate the accuracy of satellite positions over time. The advantages is the robustness, because the only restrictive hypothesis is the independence of observation errors without assumptions on the distribution of these errors, contrary to MCCM and MCO. This hypothesis can be avoided by grouping observations into independent blocks (to be defined according to each dataset). The implementation of BR is also quite easy and practical because no initial information is necessary.

The main constraint is probably the number of observations. To obtain an accurate estimate, the number of bootstrap resamples has to be high. In our particular framework, the restrictive point is the computation time of the fit. Consequently, only a hundred samples can reasonably be created. On the other hand, for asteroids, the number of observations has to be sufficient to allow enough bootstrap resamples to be drawn. In theory, with \( N \) observations, \( N^N \) bootstrap samples can be created.

The bootstrap can easily be adapted to most asteroids since many observations are available. This point will be the subject of a subsequent paper.
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Appendix: Results of bootstrap with numerical integration

Numerical integration of the motion of satellites has been done to compare bootstrap results with those computed with TASS. The numerical software is the one used in Lainey et al. (2004a) but adapted to Saturnian satellites.

Equations of motions including perturbations (like \( J_2, J_4 \) and \( J_6 \)) are numerically integrated. The variational equations are simultaneously integrated with the equations of motion.

The fit to observations is similar to Lainey et al. (2004b). The positions are compared to observations and the new parameter values can be determined using a least square method (LSM). As an iterative process, the equations of motion and variational equations are integrated again with these new parameters. In practice, the process converges after three or four iterations. This numerical integration (called NUMINT) has been fitted using TASS theory. The numerical accuracy is about a hundred meters over 100 years.

As in Sect. 7.1, 3650 simulated observations were created from 1960 to 2000. Only thirty sets of simulated observations were created because of computation time and so thirty new orbits after fit to observation set. It allows us to estimate the extrapolated standard deviation of the satellite positions associated with NUMINT. One of the simulated observation sets was chosen as the reference set of observations. We then applied the bootstrap to the reference set. Figure 11 represents the comparison of the extrapolated standard deviation between the simulation and BR for Mimas and Titan. Figure 12 represents the same comparison between simulation and BBR for Mimas and Titan. BR and BBR give an estimation of the extrapolated standard deviation close to simulations with correlation coefficients \( \rho_S = 0.963 \) (for Mimas) and \( \rho_S = 0.992 \) (for Titan) for BR, and \( \rho_S = 0.931 \) (for Mimas) and \( \rho_S = 0.984 \) (for Titan) for
BBR. However, compared to the TASS model, the value of this standard deviation is different. The accuracy of the predicted positions clearly depends on the model. The predicted positions are more accurate with the numerical integration, as suspected in Sect. 2. Nevertheless, the bootstrap remains a good method to estimate the accuracy of predicted positions, whatever the model used.
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