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Abstract

Since few years, several applications are proposed on mobile devices. However, these applications are not aware of their physical environment. The emergence of wireless sensors, able to monitor their close environment, can provide this service to such applications. This implies an exchange of information between sensors and software components, but they do not use the same communication mode (different protocols, different data structures). In this paper, we are interested in the design of multimedia flow in this type of sensors. We propose a unique component model that enables collaboration between different components without knowing if there are hardware or software and we also propose different mechanisms to transform data between such heterogeneous components.
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1. Introduction

For few years, one notices that more and more multimedia applications are proposed on eventually nomadic peripherals (PC, laptop, phones, PDA). Nevertheless these applications are not aware of their close environment (localization, geographical proximity, movement). Democratization and growth of the development of eventually mobile sensors thanks to wireless communication can allow such applications taking into account their environment.

Let us have an example. In a smoke detection application, when a fire breaks out in a building, the smoke detectors set off the alarm and close the fire-resistant doors. Let us place temperature sensors in the different rooms of the building which location is known by the application. Sensors can inform the application of the position of the hearth of the fire. Then the application can order sensors (actuators) to close certain fire-resistant doors to confine the fire and to help the intervention of the firemen.

Collaboration between sensors and applications can thus create new services in order to better serve the user.

For example, in a videoconference, sensors can detect a weak luminosity and improve lighting of the screen. Also, in agriculture, sensors can monitor the pesticides level in water and avoid pollution [1]. The designing of these applications can be difficult if it had to take into account the hardware or software nature of each component. This paper deals with problems related to model applications mixing these various types of components. First, we propose a unified model of components which makes possible the abstraction of the own nature of the components of the designed application.

Secondly, the collaboration between such heterogeneous components will create some communication problems: sensors and software components use different ways to communicate and different data structures. We also propose a mechanism to transform data between sensors and software components and between sensors and the runtime platform in order to make data exploitable and comprehensible for all the components and to ensure the communication in the whole network.

Part 2 presents related work on modelling sensors and interfaces between applications and sensors. Part 3 presents a general view of our software component model called OSAGAIA and its various elements. Part 5 details the contributions for the integration of sensors in the OSAGAIA model. Part 6 presents various approaches concerning data transformation facilitating communication between components. Finally part 7 presents our conclusions on this work and the perspectives of this research.

2. Related work

Until now, no sensor model was proposed. Although there are standard communication protocols (WiFi, ZigBee, Bluetooth) and standard routing protocols for mobile networks (OLSR [11]), there is not any standard to model a sensor. In order to integrate sensors in multimedia
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applications and propose a component model, we need a sensor model. We describe it in part 3.

On another side, due to their low power and small memory, operating systems for sensors are low-level architectures and make application development non-trivial. To bridge the gap between applications and low-level constructs, a new approach has emerged: middleware. In this paragraph, we present a survey of existing middleware, especially developed for sensor networks.

[9] classify middleware according to their objectives. The three main categories are: virtual machine based, database based and message-oriented middleware.

Virtual machine based middlewares allow developers to write applications in separate modules which then are injected through the network. Then, the virtual machine interprets the modules. They run on the operating system of the sensor, that is to say they are embedded on sensors. Mate (TinyOS) [13] and Magnet (MagnetOS) [2] belong to this category.

In database based middlewares, the network is viewed as one virtual database system. It offers a user-friendly interface to query the network and extract data. Cougar [5] uses a database approach to manage sensor network operation although TinyDB [14] uses queries to extract sensor data from a network using TinyOS.

Most of the time, sensor networks produce events. So, the most suitable communication model to this type of network is the asynchronous communication model. That’s why message-oriented middlewares like Mires [15] propose a publish-subscribe mechanism. With this method, sensors only receive data which they are interested in.

A common point to these middleware is that they are used to make the development of sensor-specific applications easier. Most of them propose data aggregation service and query-processing service.

The research mentioned above deal with applications embedded on sensors, developed for sensor networks but do not tackle the problem of collaboration between sensors and software components.

Our work focuses on applications which can already exist and want to use the functionalities of sensors in order to improve their services.

3. State of the art about wireless sensors

The recent headways in microelectronics and wireless technologies allow developing small sized sensors endowed with processing capacities and wireless communication modes. Some of them allow even multimedia treatment as sound and image thanks to small cameras and microphones embedded on the sensors. This paragraph presents a state of the art and proposes a model for actual wireless sensors.

3.1 Wireless sensor model

Sensors of the market are generally composed of a core (mote) on which various components are attached (Fig. 1). A sensor is composed of a processor, a memory, a radio, a battery and detectors. [4][17]

![Figure 1: General architecture of a wireless sensor](image)

A sensor consists in three elements: an ID card, one or several functions and a communication module (Fig.2). Its ID card consists itself of four elements: a processor, a memory, a battery and an operating system. Communication module consists of a communication mode (for example event communication) client/server communication, and of a communication protocol or a transmission type like WIFI or Bluetooth. Communication module is endowed with a port allowing input/output of messages and events.

![Figure 2: Sensor class diagram](image)
For example, the ID card of a Crossbow MICA2 sensor consists of a processor Atmega128 at 4MHz, a 512 KB memory to store the measures, a system memory of 128 KB, a two AA battery and the TinyOS [10] operating system. It communicates in an event oriented way and send messages and events by radio.

A sensor can have several functions by integration of various detectors. It can measure outside temperature, atmospheric pressure, humidity, magnetic field, luminosity, etc. Of course, when it will be integrated into an application, this sensor will play a precise role (see section 5.1.3). This role will use one, some or all the functions of the sensor.

3.2 Messages format

There are several operating systems created for sensors as TinyOS, MantisOS [3], T2, Contiki [7]. Each of them proposes his own messages format. Figure 3 shows the recurrent fields of a sensor message.

This data structure is like a network packet. It defines the address of the destination, the length of the message and the data field. The data field can contain many sorts of data (measurements, video, sound) and also others data structures like commands.

| addr | length | ...data...
|------|--------|----------|

Figure 3: Data structure of a TinyOS message: TOSMsg

4. Presentation of the OSAGAIA model

The OSAGAIA model is mainly dedicated to multimedia applications distributed on the Internet [6]. In this model, components constituting the application are interconnected by data streams. An execution platform supervises their functioning. This platform receives state information from every application component and can send commands to each of them. Besides, it takes care of the application dynamic reorganization by creating/suppressing components and redefining of interconnections between them. To insure the quality of service in such applications which manipulate information with strong temporal dependences supposes to adapt them to user requirements and to environment constraints in real time. OSAGAIA is a model for software components which implements inter-stream synchronization, i.e. synchronization between samples of different streams as for example, sound and image in a video. [6]

4.1 The model

The OSAGAIA model consists in two elements: the Conduit and the Elementary Processor. The Conduit transports streams synchronously. The Elementary Processor is a container for Business Components. It takes care to preserve the synchronization between streams and to dialogue with the platform. The Business Component includes the processing of streams. The model accepts two sorts of streams:
- Streams with strong constraints (video, sound, sampled data)
- Streams with weak constraints (measures on demand, detectors events).

The used synchronization mechanism consists in attaching a unique time stamp label at every sample at its creation time. The couples sample-label so formed constitute temporal units (TU). To constitute a synchronous sequence of various streams, it is then enough to group together all the TUs corresponding to the same time interval.

4.2 The different components

4.2.1 The Business Component (BC). The BC implements a particular multimedia operation and only one. If, for example, a stream requires an audio acquisition treatment and an audio mixing treatment, it will have to go through an audio acquisition BC and then to an audio mixing BC.

The BC is data driven. It can only run if there are data in the input port of the Elementary Processor (EP) which encapsulates it.

4.2.2 The Conduit. The Conduit transports streams in a synchronous way (Fig. 4). Whatever is the number of streams which it transports, they remain synchronous. Figure 4 describes the path of data within the Conduit. Streams are transferred using a client/server approach. The Conduit has input-output ports to connect to EPs. These ports are connected with buffers which receive the Temporal Units (TUs). Each writing in an output port generates an event used by the EP.

The Conduit has a Control Unit (CU) which allows the platform to know its state at any time and to supervise it.

Figure 4: Internal structure of the conduit
The CU also ensures that streams are transported locally and by the network in a synchronous way.

4.2.3 The Elementary Processor (EP). The EP is a container for the BC (Fig.5). Like the Conduit, the EP can be supervised thanks to a Control Unit. The EP also had an Input Unit (IU) and an Output Unit (OU), connected respectively to the input and output ports. The IU and the OU allow the BC to read and write data in the EP input and output ports. They also insure synchronous transfer of streams not handled by the BC.

When the Conduit writes data in its output port, it generates an event which warns the EP that data are present in its input port. The BC can then read the data via the IU, performs its treatment on streams and writes the result in the OU. Writing in the EP output port generates an event which warns the Conduit that it has stream data to transport.

One can find the whole description of the OSAGAIA model in AINA paper [6].

Next paragraph presents what has to be added to sensors to integrate them in this model.

5. Integration of sensors into the OSAGAIA model

Whatever the role of sensors is, they produce information flows with hard or soft time constraints. The transport of these flows and their processing using software components services brings us to develop a unique component model able to design such applications based on software and hardware components. Moreover, this model proposes an abstraction of the own nature of each component.

5.1 New functionalities for a sensor

5.1.1 The Control/Input/Output Units. Using the OSAGAIA model, the interconnection of components using their data flows is done thanks to an Input/Output Unit (IU, OU). In addition, the execution platform supervises the Business Component (BC) thanks to a Control Unit (CU) located into the container (the Elementary Processor – EP). In order to inter-connect and to manage the sensor and according to the OSAGAIA model, we add to the sensor a CU, an IU and an OU. The CU allows to send commands to the sensor and to the IU and OU and to get back their state.

This CU is able to communicate with the memory and the battery of the sensor to inform in real-time of the available space for new measures or about the battery level. It can also communicate with the Operating System (OS) in order to supervise the sensor.

5.1.2 The relay function. When an application is modelled with the OSAGAIA model, space is not represented, only the functionalities are. With the aim of integrating sensors in the same way that we integrate software components into an application, it is necessary to ensure that the running platform can supervise each component at any moment and that communication between components is always available. Because a sensor can be mobile, it can be out of reach and induce a faulty running of the application. Nevertheless, if the grid of the network is sufficient, the sensor can be reached provided that there are relays. These relays can be installed by adding a function of relay on the sensors.

The radio of sensors transmits to short way, between 10 and 30 meters (more or less 30/100 feet). On figure 6, a sensor A needs to send a message to a sensor B but the distance is too important between the two sensors. A cannot reach B. The Sensor C located between A and B needs to be a relay. Nevertheless, with a normal execution, when a sensor receives a message which is not designated to itself, it destroys it, that is why we need to add a relay functionality to the sensor in order to allow it to relay a message to another sensor onto the platform. Indeed, in such an application, whatever their location in the network, all the components have to be reachable. This function is essential for the achievement and the supervision of applications in order to make possible to bind all the components.

Adding this functionality allows us to provide a protocol to run the network step by step (hop by hop). It also induces to take into account the sensor limits. The less the sensor has energy, the less it will be able to provide the relay
function. It also may introduce delay and jitter that must be minimized not to disturb the behaviour of the application.

![Figure 6: The Relay Function](image)

5.1.3. Grouping sensors (notion of role). Let us have an example of presence detection (see Fig.7). An application uses a physical component to detect presence. If this component breaks down, a video sensor located near the detector, associated to a software component of movement detection, can replace it and takes the role of presence detector.

As we can see in this example, a specific role can be achieved by a component alone or by a group of components. We define the role of one or several components as the function into the application insured by the group they constitute [16]. This approach using roles allows ensuring QoS into the application because it offers different ways to obtain a specific role.

![Figure 7: Notion of role](image)

5.1.4. Model of a EP including a sensor. The addition of these functions induces a new sensor model (see Fig 8.).

As previously defined by the class diagram (Fig. 2), a sensor gets its identity card, its functions and its communication module. Now, we add to it Input and Output Units and a Control Unit in order to communicate with the supervision platform. Input/Output Units provide data flow relay.

Into the OSAGAIA model, the supervision platform is distributed on all sites. Because of memory size and compute power limits it is not possible to locate a part of this platform on each sensor as we do on each computer. That is why we choose to externalize the CU associated to the sensor to the nearest site able to support the platform. The externalisation is not reflected in the UML diagram because, at a structural level, the Control Unit is part of the Elementary Processor. Actually, the role of the CU is to ensure the link between the component and the platform.

Using this process, the module obtained (Fig. 8) matches the model of the Elementary Processor in the OSAGAIA model.

![Figure 8: Class Diagram of an Elementary Processor](image)

5.2. Software Unified Model

Sensors are able to produce several kinds of data flows. To process the produced information, they communicate with software components able to achieve the specific processing of all information. To integrate sensors among software components, we have to propose a unified component model. This model proposes to integrate a sensor into an Elementary Processor (EP) of the OSAGAIA model. The EP encapsulates the sensor as it would do for a software component. According to OSAGAIA, the Business Component (BC) is used in order to process multimedia flows. A flow enters into the Communication Unit via the Input Unit of the Elementary Processor (EP) and get out through the Output Unit. These units are supervised by the Control Unit of the EP. However, because of the communication mode of sensors, when the EP will integrate a sensor instead of a BC, all information exchange will be done using Input/Output of the Communication Unit (Fig. 9). So, we need to distinguish these flows in order to re-orientate them according to their nature towards the corresponding entity.
That is why we use a data flow model including the information of course (data, command) but also an identifier allowing to know if this flow is:
- a data flow;
- a state flow;
- a command flow.

The figure 10 shows an application composed of mobile video sensor (V), a mobile sound sensor (S) and a mixing software component (M) located on a non-mobile terminal. On the below part of the schema, a zoom on this non-mobile terminal shows the local part of the platform, the Control Units of the two sensors (V, S) and the Elementary Processor containing the Business Component M. The sensor V sends a video flows to M, but because it is too far, S has to play the role of the relay. S receives this flow, identifies it as a flow to relay and communicates it to its Output Unit in order to transmit it to M. S also sends its own produced flow to M. M reads the two flows received into Input Unit, identifies them as data flows and communicates them to its Business Component. When the platform needs to send a command flow toward V, it sends it to S which relay it to V. This is the same when S and V send state flows to the platform. The relay function allows solving the problem of the mobility of sensors. However, in order to not overload sensors, the platform is distributed on all non-mobile stations; the Control Units of sensors can be moved on another fixed station to be directly reachable to the sensor if possible.

This process allows managing both sensors and software components with a unique way thanks to the generic model.

Now there is a generic model to manage sensors and software components, we have to propose a mechanism facilitating communication between these components. Next paragraph presents such a mechanism.

6. Transformation

Software components usually send and receive data flows whereas sensors send and receive packets whose format is determined by their operating system. In the same way, software components communicate with their UC and the runtime platform with method-calls whereas sensors accept commands using another format (Fig. 3). A network is composed of heterogeneous software components and heterogeneous sensors (different communication protocol and different operating system). We have to set up a mechanism to allow all the elements, whatever their nature, exchanging messages together.

6.1. Data transformation between sensors and software components

Software components and sensors do not use the same messages format. First use objects, others use packets or events. We have to found a mechanism that acts as a link between such elements.

A first approach consists in introducing a data transformer into the input and output units (IU and OU). First, we can add a data transformer to the OU. When a component wants to send data to another one it has to transform data in the appropriate format. This method implies that the source component must know the type of the destination, which it does not since the application is designed without focusing on the nature of components. If a component has to send information to a sensor and a software component, it should make two sendings, for each destination according to their format. Secondly, we can add a data transformer to the IU. When a component receives a data, it has to identify it in order to transform it in the suitable format. This method implies that the destination component can accept its entry port any data structure,
but also to know all the data structures of all the components present in the network for carrying out the transformation. In the case of sensors, this method is not applicable due to their small memory. Moreover, each component must know all the possible transformations. When a new transformation is introduce in the application, all components have to be updated what can be difficult to deploy on a real scale.

A second approach consists in using a middleware. [4] describes the characteristics required by a middleware for sensor networks:

- scalable: the application is reduced to essential components and data types.
- generic: interfaces must be generic to minimize customization for other applications.
- adaptive: able to change components during runtime.
- reflective: able to change the behaviour of components instead of changing themselves.

The authors propose a concept of a software-architecture for wireless sensor networks which separates software from hardware and divides the software into three functional blocks (Fig. 11).

![Figure 11: Structure of a sensor software [4]](image)

With this architecture, sensors integrate a distributed middleware which is the only way to contact them in order to simplify the development of services for sensor networks.

The authors of [8] propose a middleware pattern for sensor networks in order to handle the heterogeneity in sensor applications. It combines services proposed by existing middlewares for sensor networks (see part 2). Services are divided in three categories: Application layer, Data management layer and Network service management layer. They are implemented in separate components in order to make it possible to replace them. Applications indicate their needs to the data management layer which gathers the needed data by sampling the sensors. The same readings are offered to several applications to save sensors energy. The authors mention the usage of standardized interfaces is required in such a middleware.

In our model, we already integrate input and output units in a sensor. Adding a middleware could harm the operation of the sensor due to its low power and its small memory.

Instead of a distributed middleware, we can use a centralized middleware with a repository which contains all the data type transformations. Figure 12 shows an application composed of two software components A and B and one sensor C. Instead of sending two messages in two different formats to B and C, A sends its message to the middleware which transforms and sends it to B and C with the appropriate format. However, the use of such a middleware increases networks transfers and add delays because of transaction time with the repository. Our model allows transporting streams synchronously. Is the stream synchronization compatible with the use of a middleware? This question needs to be studied in details.

![Figure 12: Example of a centralized middleware and its repository](image)

A third approach consists in using software components like in our model. We can define some Elementary Processor of which Business Component would have the conversion processing specific to each type of components (Fig. 13). One component is associated to the conversion component specific to its type. This method limits delay because it only induces some processing time whereas middleware method induces network transfer time. Another advantage is that the synchronization can be preserved. Indeed, the conversion component is a component of our model and consequently contains the properties to keep the synchronization.

![Figure 13: Example of conversion component](image)

The disadvantage is that when we reconfigure the application, we have to change the components per pair: the component and its conversion component.
A fourth approach consists in using the Control Unit (CU) of the Conduit in our model. In the OSAGAIA model, all data streams are transported by Conduits. The Conduit contains synchronization properties that enable to keep the synchronization during the data transport. The purpose is to implement the CU so that it knows all possible data transformations in the network. The Conduit knows the destination and the origin type and recognizes the kind of the flow which it transports. Consequently it can transform data format while transferring them. As the third approach, there is no more network delay, only processing time due to the data transformation.

Obviously, all the methods described in this paragraph require to know all the data types which will be used in the network. They also imply that the application must know the composition of the network constantly in order to recognize the destination type of a message and give it to the appropriate transformation component.

6.2. Data transformation between sensors and runtime platform

The platform supervises the components using commands. However, sensor commands are a special structure included in a message packet. The action field value is the action the sensor has to do.

Because the platform knows what kind of sensor it supervises, it can send data in the appropriate format. Then the Control Unit (CU) of the sensor executes commands and transforms the states in the appropriate format.

The name of the method reflects the action field of a command structure. Then the command is integrated in a message packet and sent to the CU of the sensor. The CU uses the inverse mechanism to write the data field value of the response as a state and transmit it to the platform.

7. Conclusion and perspectives

Sensors become more and more present around us. They have now processing capacities, an important memory and can do measures and capture sound or picture. Our objective is to use them to improve multimedia applications by adding services linked to the real world environment.

In order to design such applications easily, we propose a unified component model allowing the developer not to take care of the type (hard/soft) of entities. In this paper, we focused on the OSAGAIA model and show how to extend it to sensors. However, we had to take into account the low capacity and the mobility of sensors. Moreover, we proposed to use Input/Output Units to simply ensure a relay function in order to avoid the problem of short range of sensors. A prototype implemented with JavaBeans is available and allows simulating the deployment of sensors/software components and their mobility.

This original model allows designing applications using inter-connections of hardware and software components without any particular adaptation of the components involved. The platform is able to supervise these components and can re-organize the circulation of data flows to improve the QoS of the application. It receives states from each of them in order to know how the application runs and sends command to components to drive the execution.

Within sight of the various solutions of data management described in part 2, we can realize that there is a real need with regard to the data transformation and the data management. The majority of the solutions deal with applications specific to sensor networks. Little ones are interested in the problems of integration of the sensors in existing applications. The approach we propose is interested in the problem of components heterogeneity in applications which mix software and hardware components.

Future works will be in the use of the notion of role associated to each component or group of components in order to constitute services and to manage QoS. The re-configuration of the application will be done using the constitution of new services according to the needs of the users, to the available resources to the environment and to the localization of sensors.

As concerns the relay function, we will study how to minimize delay and jitter.

We will also work on data transformation to find an optimal mechanism in term of transfer time, computing time and energy consumption which ensure a sufficient level of quality of service.
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