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Abstract
We analyze the Allan Variance estimator as the combination of Discrete-Time linear filters. We apply this analysis to the different variants of the Allan Variance: the Overlapping Allan Variance, the Modified Allan variance, the Hadamard Variance and the Overlapping Hadamard variance. Based on this analysis we present a new method to compute a new estimator of the Allan Variance and its variants in the frequency domain. We show that the proposed frequency domain equations are equivalent to extending the data by periodization in the time domain. Like the Total Variance [1], which is based on extending the data manually in the time domain, our frequency domain variances estimators have better statistics than the estimators of the classical variances in the time domain. We demonstrate that the previous well-know equation that relates the Allan Variance to the Power Spectrum Density (PSD) of continuous-time signals is not valid for real world discrete-time measurements and we propose a new equation that relates the Allan Variance to the PSD of the discrete-time signals and that allows to compute the Allan variance and its different variants in the frequency domain.

I. INTRODUCTION

The Allan Variance [2] and other frequency stability variances [3], [4], [5], [1] were introduced in order to allow characterization and classification of frequency fluctuations [6]. One of the goals of these frequency stability variances was to overcome the fact that the true variance is mathematically undefined in the case of some power law spectrum [6].

The stability properties of oscillators and frequency standards can be characterized by two ways: the power spectral density (PSD) of the phase (or frequency) fluctuations, i.e., the energy distribution in the Fourier frequency spectrum; or various variances of the frequency fluctuations averaged during a given time interval, it is said in the time domain. The power spectral density of frequency fluctuations is of great importance because it carries more information than the time domain frequency stability variances and provides an unambiguous identification of the noise process encountered in real oscillators. PSD are the preferred tool in several applications such as telecommunications or frequency synthesis. Stability variances are most used in systems in which time measurements are involved, or for very low Fourier frequencies. Each one of these tools corresponds to a specific instrumentation, spectrum analyzers for frequency-domain measurements, and digital counters for time domain measurements. Although there is a separation between measurements methods, use and sometimes user’s community of these two parameters, time-domain and frequency-domain parameters naturally are not independent. The true variance for example can be theoretically deduced from the PSD by an integral relationship. The true variance $\sigma_{T}^{2}$ of a zero-mean continuous-time signal $Y(t)$ is defined for stationary signals as the value of the autocorrelation function $R_{Y}(\tau) = E[Y(t)Y(t+\tau)]$ for $\tau = 0$ (where $E$ is the mathematical expectation operator) [7]. This statistical definition of the autocorrelation is related to the time-average of the product $Y(t)Y(t+\tau)$ if the signal is correlation-ergodic [8] by:

$$R_{Y}(\tau) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} Y(t+\tau)Y(t)dt$$  (1)

The definition of the two-sided Power Spectral Density (PSD) $S_{Y}^{TS}(f)$ of the signal $Y$ is related to Autocorrelation function by the Fourier Transform and its inverse by [7]:

$$S_{Y}^{TS}(f) = \int_{-\infty}^{\infty} R_{Y}(\tau)e^{-i2\pi ft}\,d\tau$$  (2)

and

$$R_{Y}(\tau) = \int_{-\infty}^{\infty} S_{Y}^{TS}(f)e^{i2\pi ft}\,df.$$  (3)

The two-sided PSD is a positive ($S_{Y}^{TS}(f) > 0$) and a symmetric function in $f$ ($S_{Y}^{TS}(f) = S_{Y}^{TS}(-f)$). In frequency metrology, the single-sided Power Spectral Density $S_{Y}(f)$ has been historically utilized. It is related to the two-sided PSD by:

$$S_{Y}(f) = \begin{cases} 2S_{Y}^{TS}(f) & \text{if } f \geq 0 \\ 0 & \text{if } f < 0. \end{cases}$$  (4)

For power-law spectrum signals, the PSD is expressed as $S_{Y}(f) = h_{\alpha}f^{\alpha}$ [6]. The $\alpha$ integer value may vary from -4 to +2 in common clocks frequency fluctuation signals [9]. The true variance is defined then as [6]:

$$\sigma_{T}^{2} = R_{Y}(0) = \int_{0}^{\infty} S_{Y}(f) df = \int_{0}^{\infty} h_{\alpha}f^{\alpha} df.$$  (5)

We can notice easily that for integer $\alpha < 0$, $\lim_{f \to 0} f^{\alpha}$ diverges and then the integral in (5) is infinite.

The intent of this paper is to explore the relationship between stability variances and the PSD using a filter approach. This approach allows us to establish new estimators of the classical known variances (Allan, Hadamard) in the frequency domain instead of the time domain, especially in the case of discrete signals, which are the most current in practice. The filter approach analysis is developed in Section II in the general case of a difference filter of order $n$. This approach allows us to propose general formulae for the stability variance of continuous-time signals. The well known frequency stability variances like (AVAR, MODAVAR, HADAMARD) are special cases of the proposed formula for $n=1$ and $n=2$. As in practical application the signals are not continuous because the measurement instruments are read at discrete periodic instants, the filter approach is then extended in Section III to discrete-time signals. New estimators of the classical variances in the frequency domain are proposed which are different from a simple discretization of the integral of the continuous-time equations. The proposed discrete-time variances are based on the fact that filtering in the discrete frequency domain is equivalent to a periodization in the time domain. This periodization makes our proposed variances estimator have a better statistics than the classical estimators. In Section IV we present the theoretical calculation of the equivalent degree of freedom of the new proposed frequency domain variances estimators. Finally, these estimators, the overlapping Allan variance (OAVAR), the Hadamard variance (HAVAR), and the modified Allan variance (MAVAR), are compared in Section V to the same estimators in the time-domain using a numerical simulation.
II. CONTINUOUS-TIME SIGNALS

A. Characterization of long term stability by filtering

Often, it’s desirable to characterize the long term stability of clocks. Long term behaviour is determined by the components of the PSD at low frequencies (f tends to zero). In order to obtain the long term behaviour we average the signal Y(t) and we study the variance of the averaged signal. Let \( Z(t) \) the signal obtained by averaging the signal Y(t) during a time \( \tau \). We can write then:

\[
Z(t, \tau) = \frac{1}{\tau} \int_{t-\tau}^{t} Y(t') \, dt'.
\]  

(6)

The signal \( Z(t, \tau) \) could be seen as the output of a moving average filter \( M \) of length \( \tau \). The moving average filter impulse response \( m(t, \tau) \) is defined by:

\[
m(t, \tau) = \frac{1}{\tau} \text{Rect}_\tau \left( t - \frac{\tau}{2} \right),
\]  

(7)

where \( \text{Rect}_\tau(t) \) is a centered rectangular windows of width \( \tau \):

\[
\text{Rect}_\tau(t) = \begin{cases} 
1 & \text{for } -\frac{\tau}{2} \leq t \leq \frac{\tau}{2} \\
0 & \text{otherwise}.
\end{cases}
\]  

(8)

Thus, in the time domain, \( Z(t, \tau) \) may be defined as:

\[
Z(t, \tau) = m(t, \tau) * Y(t),
\]  

(9)

where ‘*’ denotes the convolution product operator.

The frequency Response \( M(f) \) of this moving average filter is given by:

\[
M(f) = \frac{\sin(\pi \tau f)}{\pi f} e^{i\pi f}. \quad (10)
\]

According to linear filter properties, the PSD \( S_Z(f) \) of the continuous time signal \( Z(t, \tau) \) is:

\[
S_Z(f) = |M(f)|^2 S_Y(f), \quad (11)
\]

From (6), (10) and (11), the variance of the \( Z(t, \tau) \) signal is expressed by:

\[
\sigma_Z^2(\tau) = \int_{-\infty}^{\infty} \sin^2(\pi \tau f) |S_Y(f)|^2 \, df. \quad (12)
\]

It’s clear that when \( S_Y(f) = h_\alpha f^{-\alpha} \) the variance \( \sigma_Z^2(\tau) \) is not defined for power law with \( \alpha < 0 \) because the \( M(f) \) filter tends to 1 when \( f \) tends to zero. In order to make the variance \( \sigma_Z^2(\tau) \) defined when \( \alpha < 0 \) we need to introduce an additional filter \( D(f) \) in series with \( M(f) \). The input of the new \( D(f) \) filter is \( Z(t, \tau) \) and let us call its output \( U(t, \tau) \). The variance of the \( U(t, \tau) \) signal is expressed when \( Y(t) \) has power law spectrum by:

\[
\sigma_U^2(\tau) = h_\alpha \int_{0}^{\infty} \frac{\sin^2(\pi \tau f)}{(\pi f)^2} |D(f)|^2 f^n \, df. \quad (13)
\]

Obviously, the variance \( \sigma_U^2(\tau) \) becomes defined if \( \lim_{f \to 0} |D(f)|^2 f^n \) is defined. This means that \( D(f) \) must be of the form \( f^\beta \) when \( f \to 0 \) with \( \beta > -\alpha/2 \). In common clock noise with \( -4 \leq \alpha \leq +4 \) the filter \( D(f) \) must verifies \( D(f) \propto f^\beta \) approximately for sufficiently small \( f \) in order to make \( \sigma_U^2(\tau) \) defined for the seven common clock noises.

This processing may seem contradictory in the sense that we are looking for the long term behaviour (i.e when \( f \to 0 \)) of the signal \( Y(t) \) and the proposed processing introduces in the same time a filter \( D(f) \) that eliminates to a certain extent the components of the PSD of \( Y(t) \) at \( f = 0 \). In fact, even if the introduced processing may cancel the component of \( S_Y(f) \) at \( f = 0 \) and hence makes tend \( \sigma_U^2(\tau) \) to 0 when \( \tau \to \infty \), such a processing allows to study the asymptotic behaviour of \( S_Y(f) \) when \( f \) approaches zero. We will see in the following of this paper that this asymptotic behaviour allows to characterize and classify the noise signals.

In order to realize a filter \( D(f) \) with a frequency response \( D(f) = f^\beta \), the first idea that comes to mind is to use multiple continuous time derivations of the signal \( Z(t, \tau) \). Each derivation in the time domain is equivalent to a multiplication by \( f^2 \) in the PSD domain.

Let \( U^{(n)}(t, \tau) \) the \( n \)-th derivative of \( Z(t, \tau) \) defined by:

\[
U^{(n)}(t, \tau) = \frac{d^n Z(t, \tau)}{dt^n}. \quad (14)
\]

The PSD \( S_U^{(n)}(f) \) of \( U^{(n)}(t, \tau) \) is given by:

\[
S_U^{(n)}(f) = (2\pi f)^{2n} S_Z(f) = (2\pi f)^{2n} \frac{\sin^2(\pi \tau f)}{(\pi \tau f)^2} S_Y(f), \quad (15)
\]

and its variance \( \sigma_U^2(\tau, n) \) is equal to:

\[
\sigma_U^2(\tau, n) = \int_{0}^{\infty} (2\pi f)^{2n} \frac{\sin^2(\pi \tau f)}{(\pi \tau f)^2} S_Y(f) \, df. \quad (16)
\]

A perfect continuous derivation in the time domain has a linear frequency response for all the frequencies. Such a derivation is impossible to realize and is often approximated by a filter \( D \) that have the same frequency response in the vicinity of \( f = 0 \). The simplest filter that approximates a derivation is the simple time difference filter defined by its impulse response:

\[
d(t, \tau) = \delta(t) - \delta(t - \tau). \quad (17)
\]

Its Fourier Transform \( D(f) \) is given by:

\[
D(f) = 1 - e^{-2\pi i \tau f} = 2i \sin(\pi \tau f) e^{-i\pi f}. \quad (18)
\]

When cascading \( n \) simple difference filters \( d(t, \tau) \), we obtain a \( n \)-order difference filter. Its impulse response \( d^{(n)}(t, \tau) \) is given by:

\[
d^{(n)}(t, \tau) = \sum_{k=0}^{n} (-1)^k C^n_k \delta(t - k\tau) \quad (19)
\]

where \( C^n_k \) in the above equation is the binomial coefficient defined by \( C^n_k = \frac{n!}{k!(n-k)!} \) and \( n! \) denotes the factorial of \( n \).

According to equation (18), the frequency response \( D^{(n)}(f) \) of the \( d^{(n)}(t, \tau) \) filter is given by:

\[
D^{(n)}(f) = (D(f))^n = 2^n i^n \sin^n(\pi f) e^{-i\pi n f}. \quad (20)
\]

We choose to normalize this filter in such a way that it does not modify the variance of a white noise processed by it. The
normalization factor \( c_n \) is given by the square root of the sum of the squares of the coefficients \((-1)^k C_n^k\):

\[
c_n^2 = \sum_{k=0}^{n} \left( -1 ight)^k C_n^k = 4^n \frac{\Gamma \left( n + 1 \right)}{\sqrt{\pi} \Gamma \left( n + \frac{1}{2} \right)} = C_{2n}^n.
\] (21)

The output \( U^{(n)}(t, \tau) \) of the normalized filter \( d^{(n)}(t, \tau) / c_n \) is given by:

\[
U^{(n)}(t, \tau) = \frac{1}{c_n} \left[ \{d^{(n)}(t, \tau) * m(t, \tau) \} \ast Y(t) \right].
\] (22)

The variance of \( U^{(n)}(t, \tau) \) is expressed by:

\[
\sigma_{U}^2(\tau)(n) = \frac{1}{c_n^2} \int_0^\infty \left| D_{(n)}(f) M(f) \right|^2 S_Y(f) df.
\] (23)

or, equivalently, using equations (20) and (24):

\[
\sigma_{U}^2(\tau)(n) = \frac{2^{2n}}{c_n^2} \int_0^\infty \sin^{2n+2} (\pi f) S_Y(f) df.
\] (24)

The convergence domain of this variance is given by \( \alpha > - (n + 2) \). For positive \( \alpha \) values we must introduce a high cut-off frequency as the upper limit of the integration in order to insure the convergence of \( \sigma_{U}^2(\tau)(n) \).

Sometimes it’s useful to express the variance \( \sigma_{U}^2(\tau)(n) \) versus the PSD \( S_X(f) \) of the phase signal \( X(t) \) related to the frequency fluctuation \( Y(t) \) by \( Y(t) = \frac{dX(t)}{dt} \). Replacing \( SY(f) = (2\pi f)^2 S_X(f) \) in (24) we obtain:

\[
\sigma_{U}^2(\tau)(n) = \frac{2^{2n}}{c_n^2} \int_0^\infty \sin^{2n+2} (\pi f) S_X(f) df.
\] (25)

Thus, according to the order \( n \) of the used difference filter \( d^{(n)}(t, \tau) \) we obtain different variances with different convergence domains (see [4] and [10] for the explicit link between \( n \) and the convergence). We will see in the next of this paper that most of the well-known stability variances are special cases of equation (24) or (25).

### B. The Allan Variance and the Hadamard Variance as filters

When the order \( n \) of the filter \( d^{(n)}(t, \tau) \) is equal to one, \( c_n^2 = 2 \) and, from (24), we obtain the Allan Variance defined by:

\[
\sigma_{U}^2(\tau) = \sigma_{U}(\tau)(1) = 2 \int_0^\infty \frac{\sin^4 (\pi f)}{(\pi f)^2} S_Y(f) df.
\] (26)

The Allan Variance is noted \( \sigma_{U}^2(\tau) \) in the literature but it’s the true variance of \( U^{(1)}(t, \tau) \), a version of \( Y(t) \) processed by filters \( M \) and \( D \).

Equation (26) shows that the Allan variance is defined for power law spectrum with \( \alpha \) values from -2 to 0. For \( \alpha > 0 \), the Allan variance does not converge unless a high cut-off frequency \( f_h \) is taken into account. Moreover the asymptotic behaviour of \( \sigma_{U}^2(\tau) \) is similar for the White Phase noise (\( \alpha = 2 \)) and Flicker Phase Noise (\( \alpha = 1 \)) (see table 8). For power law with \( \alpha = -3 \) and \( \alpha = -4 \) the Allan variance is undefined (unless a low cut-off frequency is taken into account).

When the order \( n \) of the filter \( d^{(n)}(t, \tau) \) is equal to 2, \( c_n^2 = 6 \) and we obtain the three sample Hadamard variance [11] also called the Piccinbono variance [12]. From (24), this variance is defined by:

\[
\sigma_H^2(\tau) = \sigma_U^2(\tau)(2) = \frac{8}{3} \int_0^\infty \frac{\sin^4 (\pi f)}{(\pi f)^2} S_Y(f) df.
\] (27)

This equation shows that the Hadamard variance is defined for power low spectrum with integer \( \alpha \) values between -4 and 0. As previously explained, a high cut-off frequency \( f_h \) is necessary for \( \alpha > 0 \) in order to ensure convergence of the integral (27) when \( f \to \infty \).

Table 1 shows the values of Allan variance [6] and Hadamard variance [11], [12], [13] for power law spectra. The results reported in this table if \( \alpha > 0 \) are only valid for \( \tau \geq 1/(2\pi f_h) \).

Because \( D(f) \propto f^n \) in the vicinity of zero we can say that \( D \)-filtering is equivalent to high-pass filtering. The combination of the low pass filter \( M(f) \) with the high-pass filter \( D(f) \) forms a band-pass filter \( G(f) \). We will see in the following of this paper that all the stability variances could be expressed as the variance of output of band-pass filters applied to the signal under study \( Y(t) \). When varying \( \tau \) we obtain different band-pass filters (a filter bank) with different bandwidths. This analysis is similar to the multi-resolution wavelet analysis [10] and the special case of the Allan variance filter is nothing else but the Haar wavelet basis function [14].

It’s worth recalling that equation (27) is valid only for continuous time signal and filters. This equation gives a theoretical definition of the Allan Variance of the continuous signal \( Y(t) \) and can’t be used to compute the Allan variance unless the formal expression of the PSD \( S_Y(f) \) is a known function. In real world application signals are collected at discrete instants and the above \( M \) and \( D \) filters are unrealizable for big values of \( \tau \) especially when \( \tau \) duration may last for months and years.

In the next section we analyse the stability variances in the case of discrete-time signals.

### III. DISCRETE-TIME VARIANCES

In real world applications, measurement instruments are read at discrete periodic instants. Let \( T \) be the period of the reading cycle. We suppose that the instrument measures the mean value during this cycle without dead time. We have then a discrete time series or signal given by:

\[
y_k = \frac{1}{T} \int_{(k-1)T}^{kT} Y(t) dt.
\] (28)

The time-series \( y_k \) of a finite length is converted to digital numbers and is studied in order to characterize and classify the continuous time signal \( Y(t) \). The PSD \( S_y(f) \) of the discrete-time signal is periodic with a period \( f_s = 1/T \) and is related to the PSD \( S_Y(f) \) of the continuous signal \( Y(t) \) by:

\[
S_y(f) = \frac{1}{T} \sum_{n} S_Y(f - nf_s) \frac{\sin^2 [\pi T (f - nf_s)]}{[\pi T (f - nf_s)]^2}.
\] (29)

We notice from equation (29) that the PSD \( S_y(f) \) is equal to \( S_Y(f)/T \) when \( f \to 0 \) because all the terms in the sum are null \( (\sin(n\pi) = 0) \) except the term for \( n = 0 \). We conclude that we can study the long term behaviour of the continuous...
signal $Y(t)$ by using the discrete time series $y_k$. We can show without difficulty that in the presence of a dead-time (sampling period larger than the averaging period) we have an aliasing phenomenon even for $f \to 0$.

In some applications it's possible to eliminate or reduce the aliasing phenomenon by using a low pass filter inside the measurement instrument in front of the moving average operation.

For frequencies varying between 0 and $f_s/2$, we can expect that the PSD $S_y(f)$ of the discrete sequence $y_k$ is nearly equal to $S_Y(f)/T$, at least in the case of a white noise, because averaging during a time $T$ and then sampling with a period $T$ preserve most of the information contained in the signal $Y(t)$, since the averaging can be considered as a non perfect anti-aliasing low pass filter.

For power-law spectrum the sum in equation (29) can be expressed formally for $\alpha < 0$. For $\alpha > 0$, we must introduce a high cut-off frequency $f_h$. Table I shows the expression of $S_y(f)$ for some negative $\alpha$ values when $f$ varies between 0 and $f_s/2$. The formulae in Table I relating the PSD of the sampled signal to the PSD of the continuous signal were never published before to our best knowledge.

A Taylor expansion of $S_y(f)$ when $f$ tends to zero ($\alpha < 0$) gives (see table I):

$$S_y(f) = \frac{1}{T} \left[ h_o f^n - h_o \frac{\pi^2 T^2}{3} f^{\alpha+2} \right] = \frac{S_Y(f) + A(f)}{T}. \quad (30)$$

We call $A(f) = -h_o \frac{\pi^2 T^2}{3} f^{\alpha+2}$ the aliasing term for integer $\alpha < 0$. It depends on the sampling period $T$ and is null for white noise ($\alpha = 0$). At long term, the dominant component in (30) is $S_Y(f)/T$ and the aliasing is negligible. For short term ($f \to \frac{f_s}{2}$) the aliasing term varies as $T^{-\alpha}$ and increases when the sampling period grows.

For $\alpha > 0$, the aliasing term depends also on the high cut-off frequency and varies as $f^2$ whatever the value of $\alpha$. This means that the study of the stability variance of $y_k$ for power-law spectra with $\alpha > 2$ does not allow to study the behaviour

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Allan Variance $\sigma_A^2(\tau)$</th>
<th>Hadamard Variance $\sigma_H^2(\tau)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>+2</td>
<td>$\frac{3f_h}{4\pi^2 T^2} f^{\alpha+2}$</td>
<td>$\frac{5f_h}{6\pi^2 T^2} f^{\alpha+2}$</td>
</tr>
<tr>
<td>+1</td>
<td>$\frac{3 [\gamma + \ln (2\pi f_s + 2)] - \ln (2)}{4\pi^2 T^2} f^{\alpha+1}$</td>
<td>$\frac{10 [\gamma + \ln (2\pi f_s + 2)] + \ln (3) - \ln (64)}{12\pi^2 T^2} f^{\alpha+1}$</td>
</tr>
<tr>
<td>0</td>
<td>$\frac{1}{2\pi} f^{\alpha}$</td>
<td>$\frac{1}{2\pi} f^{\alpha}$</td>
</tr>
<tr>
<td>-1</td>
<td>$2\ln (2) f^{\alpha-1}$</td>
<td>$\frac{1}{2} \ln \left( \frac{256}{27} \right) f^{\alpha-1}$</td>
</tr>
<tr>
<td>-2</td>
<td>$\frac{2\pi^2}{3} f^{\alpha-2}$</td>
<td>$\frac{\pi^2}{3} f^{\alpha-2}$</td>
</tr>
<tr>
<td>-3</td>
<td>$- \frac{8\pi^2}{3} f^{\alpha-3}$</td>
<td>$\frac{2\pi}{3} f^{\alpha-3}$</td>
</tr>
<tr>
<td>-4</td>
<td>$- \frac{11\pi^4}{15} f^{\alpha-4}$</td>
<td>$- \frac{11\pi^4}{15} f^{\alpha-4}$</td>
</tr>
</tbody>
</table>

TABLE II

The PSD $S_y(f)$ of the sampled time series $y_k$ when $Y(t)$ has a power law spectrum $S_Y(f) = h_o f^{\alpha}$. $\psi(n, x)$ is the polygamma function defined by $\psi(n, x) = (-1)^{n+1} n! \sum_{k=0}^{\infty} 1/(x+k)^{n+1}$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$T S_y(f)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$h_0$</td>
</tr>
<tr>
<td>-1</td>
<td>$h_{-1} \frac{1 - T^3 f^3 \psi(2, 1 + fT)}{\pi^2 T^3} \sin^2 (\pi fT)$</td>
</tr>
<tr>
<td>-2</td>
<td>$h_{-2} \frac{\pi^2 T^2}{3} \left[ 2 + \cos (2\pi fT) \right] \sin^2 (\pi fT)$</td>
</tr>
<tr>
<td>-3</td>
<td>$h_{-3} \frac{\left[ 12 - T^5 f^4 \psi(4, 1 + fT) \right]}{12\pi^2 T^3} \sin^2 (\pi fT)$</td>
</tr>
<tr>
<td>-4</td>
<td>$h_{-4} \frac{\pi^4 T^4 \left[ 83 + 26 \cos (2\pi fT) + \cos (4\pi fT) \right]}{60} \sin^2 (\pi fT)$</td>
</tr>
</tbody>
</table>
of $Y(t)$ because the aliasing term is dominant when $f$ tends to zero [15], [16].

The variance $\sigma^2_y$ of the discrete time series $y_k$ is related to its periodic PSD $S_y(f)$ by [8]:

$$\sigma^2_y = T \int_{-\pi}^{\pi} S_y^T(f) df. \quad (31)$$

Equation (30) relates the PSD of the measured discrete time signal $y_k$ (after averaging without dead-time) to the PSD of the continuous-time signal $Y(t)$. Equation (31) relates the variance to the PSD of the discrete-time signal. Combining these two equations and using an approach similar to that presented in paragraph (I-A) in the case of general difference filters, allows us to define a general stability variance for discrete-time signal similar to that of equation (24) for continuous-time signals.

In the case of a frequency fluctuation sequence, the time series $y_k$ could be related to the time error samples $X(t)$ by:

$$y_k = \frac{1}{T} \int_{(k-1)T}^{kT} dX(t) dt = \frac{X [kT] - X [(k-1)T]}{T}. \quad (32)$$

Sometimes, it’s difficult to realize experimentally the measurement of $y_k$ according to equation (25) by averaging and recording $y_k$ without dead-time. If the time error data $X(t)$ are measurable it is always possible to sample them and compute $y_k$ according to equation (26) without dead-time.

In order to simplify notations, we suppose, without loss in generality, that $T$ is equal to 1 in the following of the paper. Then, integration in equation (31) is done over the interval $[-1/2, 1/2]$ and equation (32) could be written, by denoting $x_k = X(kT)$, as:

$$y_k = x_k - x_{k-1}. \quad (33)$$

In other terms, the time error sequence $x_k$ could be obtained from the averaged frequency signal $y_k$ by numerical integration with a starting point $x_0 = 0$:

$$x_{k+1} = x_k + y_k. \quad (34)$$

In order to estimate the $\sigma^2_Y(\tau)_{(n)}$ variance from the observed discrete-time series $y_k$ we try to realize a discrete version $u_k$ of the continuous signal $U^n(t, \tau)$ defined by equation (24) by using digital filters similar to the analog filters $m(t, \tau)$ and $d^n(t, \tau)$. Once we have a discrete version of $U^n(t, \tau)$, we can estimate its variance by computing the sample variance of the discrete-time series $u_k$.

Following the filter approach used for continuous time signals we introduce digital filters in such a way that their discrete-time outputs are similar, as much as possible, to analog signals in the previous section.

The moving average filter $m(t, \tau)$ of length $\tau$ becomes in the discrete domain a rectangular windows of length $m = \tau/T$. The output $z_k$ of this filter is given by:

$$z_k = \frac{1}{m} \sum_{n=0}^{m-1} y_{k-n}. \quad (35)$$

Obviously, by using (35) and (28), we can write:

$$z_k = \frac{1}{mT} \int_{(k-m)T}^{kT} Y(t) dt. \quad (36)$$

Equation (36) shows that averaging $m$ values of the signal $y_k$ is equivalent to using an instrument with an averaging time $\tau = mT$. This may let us think wrongly that the PSD $S_z(f)$, of the discrete time series $z_k$ could be obtained directly from equation (1) by replacing $\tau = mT$.

In fact, $z_k$ being discrete, its PSD is periodic and contains aliasing terms. The PSD $S_z(f)$ of the discrete time series $z_k$ is related to the PSD $S_Y(f)$ of the continuous signal $Y(t)$ by:

$$S_z(f) = \frac{1}{m} \sum_{n=0}^{m-1} S_Y(f - nf_s) \sin^2 \left[ \pi mT(f - nf_s) \right]. \quad (37)$$

In order to relate the PSD $S_z(f)$ of the averaged discrete time series $z_k$ to the PSD of the sampled signal $y_k$ we compute the Fourier Transform $M^*(F)$ of the digital filter $m_k$ where $F$ is a normalized frequency for the discrete time signals: $F = f/T$. The impulse response of this filter is $m_k = \frac{1}{m} \delta_m(k)$, where $\delta_m(k)$ is a discrete rectangular window of length $m$ with all its coefficients equal to 1. This impulse response is obtained from $(t, \tau)$ by sampling it with a sampling period $T$. The Fourier Transform $M^*(F)$ is then:

$$M^*(F) = \frac{m}{mT} \sum_{k=0}^{m-1} e^{-2i\pi kF} \frac{1}{m} e^{-\pi kF} = \frac{1}{m} \sin \left( \pi mF \right) \exp(-i\pi(F - 1)). \quad (38)$$

We can notice that the frequency response of the discrete moving average filter of equation (38) is different from that of the continuous moving average filter of equation (11) when replacing $\tau$ by $mT$.

As for the continuous time signals, this $M$ filter is not sufficient to ensure the convergence of the variance for power law spectrum signals with $\alpha < 0$. Therefore, we introduce a digital version of the continuous $D$ filter by choosing an impulse response $d_k$ as:

$$d_k = (\delta_k - \delta_{k-m}) \quad (39)$$

where $\delta_k$ is a Dirac impulse of unit amplitude.

As for the discrete time filter $m_k$, the discrete filter $d_k$ is obtained by sampling $d(t, \tau)$ of equation (17).

The frequency response $D^*(F)$ of the digital filter $d_k$ is identical to that of the continuous filter $D(F)$:

$$D^*(F) = 1 - e^{-2i\pi F m} = 2i\sin(\pi F m) e^{-i\pi F m}. \quad (40)$$

When using $n$ difference filters we get the digital filter $d_k^{(n)}$ by sampling the continuous time filter $d^{(n)}(t, \tau)$ of equation (19):

$$d_k^{(n)} = \sum_{p=0}^{n} (-1)^k C^k_n \delta_{k-pm}. \quad (41)$$

This impulse response could be obtained also by a digital convolution (denoted by $\odot$ in the following) of the filter $d_k$.
in equation (39) with itself \( n \) times. The frequency response \( D^{(n)}(F) \) of the filter \( d_k^{(n)} \) is, according to (40), given by:

\[
D^{(n)}(F) = [D^*(F)]^n = 2^n i^n \sin^n (\pi F m) e^{-i \pi n F m}.
\]  

If we use the same normalization factor \( c_n \) as the ones of equation (24), the output \( u_k \) of the normalized filter \( d_k^{(n)} / c_n \) is given by:

\[
u_k = \frac{1}{c_n} \left( d_k^{(n)} \otimes z_k \right) = \frac{1}{c_n} \left( d_k^{(n)} \otimes m_k \right) \otimes y_k.
\]  

According to equations (43), (31), (38) and (42), the true variance \( \sigma^2_u(m) \) of the discrete signal \( u_k \) is related to the PSD \( S_y(f) \) of the discrete signal \( y_k \) by:

\[
\sigma^2_u(m) = \frac{2^{2n+2}}{c_n^2 m^2} \int_{-1/2}^{+1/2} \frac{\sin^{2n+2}(\pi f m)}{\sin^2(\pi f)} S_y(f) df.
\]  

According to equations (43), (31), (38) and (42), the true variance \( \sigma^2_u(m) \) of the discrete signal \( u_k \) is related to the PSD \( S_y(f) \) of the discrete signal \( y_k \) by:

\[
\sigma^2_u(m) = \frac{2^{2n+2}}{c_n^2 m^2} \int_{-1/2}^{+1/2} \frac{\sin^{2n+2}(\pi f m)}{\sin^2(\pi f)} S_y(f) df.
\]  

The Parseval’s theorem could be written then:

\[
\sum_{k=0}^{N-1} |u_k|^2 = \sum_{k=0}^{N} |\tilde{U}_k|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |U_k|^2 = \frac{1}{N} \sum_{k=0}^{N-1} |\tilde{U}_k|^2.
\]  

According to equations (43) and (45), the DFT coefficients \( \tilde{U}_k \) of the discrete signal \( \tilde{u}_k \) are related to that of \( u_k \) if \( N/2 < k < N \) represent the negative frequencies. In the case of a real signal \( u_k \), the coefficients \( U_k \) are symmetrical around \( P = \frac{N}{2} \). We define a “one-sided” set of DFT coefficients \( \tilde{U}_k \) by:

\[
\tilde{U}_k = \begin{cases} 
U_0 = \frac{U_0}{\sqrt{2}} & \text{if} & \text{if } N \text{ is odd} \\
U_k = \frac{U_k}{\sqrt{2}} & \text{if} & \text{if } N \text{ is even.}
\end{cases}
\]  

The Parseval’s theorem could be written then:

\[
\sum_{k=0}^{N-1} |u_k|^2 = \frac{2}{N} \sum_{k=0}^{P-1} |\tilde{U}_k|^2.
\]  

According to equations (43) and (45), the DFT coefficients \( \tilde{U}_k \) of the discrete signal \( \tilde{u}_k \) are related to that of \( u_k \) and \( y_k \) by:

\[
\tilde{U}_k = \frac{1}{m} M^* \left( \frac{k}{N} \right) D^{(n)} \left( \frac{k}{N} \right) Y_k = \frac{1}{m} c_n D^{(n+1)} \left( \frac{k}{N} \right) X_k.
\]  

The transition from equation (45) to the first part of the above equation is valid under the assumption that discrete-time signals are \( N \)-periodic. This means that the sample variance in the frequency domain is equivalent to the sample variance in the time-domain applied to an extended version (by periodization) of the discrete-time signal. The first part of above equality gives when using (48), (43), (52) and (48):

\[
\sigma^2_{F,n}(m) = \frac{2^{2n+1}}{c_n^2 m^2 N^2} \sum_{k=0}^{P} \sin^{2n+2} \left( \frac{\pi k m}{N} \right) |\tilde{Y}_k|^2.
\]  

To our knowledge, this is the first time that a relation between the sample variance estimator of the frequency stability and the DFT of discrete time series \( y_k \) is established. It's
worth recalling that this equation is not a direct approximation to compute the generic variance expression of equation [24] by discretization in the frequency domain as was proposed in [18] but it is the variance, according to the Parseval’s theorem [52], of a signal \( y_k \) filtered in the frequency domain.

Some works [19] have shown that using the numerical integration in [24] to estimate the Allan variance (\( n = 1 \)) leads to a biased estimator regarding the classical Allan variance sample estimator. We will show at the end of this paper that our formula (54) gives results which are nearly identical to the classical sample estimators.

In fact, if we can consider that \( Y(t) \) is band-limited to \( f_{\text{max}} = \frac{1}{2T} \) then we can approximate the integral in equation (24) in the Riemann sense by replacing the integration by the sum of the surfaces of rectangles of width \( \frac{1}{2T} \) at discrete frequencies \( f_k = \frac{k}{NT} \):

\[
\hat{\sigma}_Y^2(mT)_{(n)} = \frac{2^{2n} NT}{c_n^2 \pi^2 m^2 T^2} \sum_{k=0}^{P} \frac{\sin^2 \left( \frac{\pi km}{N} \right)}{k^2} \hat{S}_Y \left( \frac{k}{NT} \right). \tag{55}
\]

where \( \hat{S}_Y(f) \) is an estimator of the PSD \( S_Y(f) \). If we use \( 2T|Y_k|^2/N \) as an estimator of \( S_Y(f_k) \) then equation (55) becomes:

\[
\hat{\sigma}_Y^2(mT)_{(n)} = \frac{2^{2n+1} \pi^2 m^2}{c_n^2 m^2 N^2} \sum_{k=0}^{P} \frac{\sin^2 \left( \frac{\pi km}{N} \right)}{k^2} |Y_k|^2. \tag{56}
\]

It’s clear that equations (54) and (55) are different. This difference could by explained by the fact that equation (24) is given versus \( S_Y(f) \) which is not observable directly while equation (55) use \( |Y_k|^2 \), an estimator of the PSD of the averaged and sampled version of \( Y(t) \). In other words, averaging according to equation (55) is considered when using \( |Y_k|^2 \) in equation (54) while \( S_Y(f) \) in equations (24) and 55 is considered before averaging according to equation (3).

In order to relate equation (55) to equation (24) we suppose that \( S_Y(f) \) is band limited. In this case, there is no aliasing in equation (29) and it could be written:

\[
S_y(f) = \frac{1}{T} \hat{S}_Y(f) \frac{\sin^2 (\pi T f)}{(\pi T f)^2} \quad \text{for } 0 \leq f \leq \frac{1}{2T}. \tag{57}
\]

The DFT coefficients \( \hat{Y}_k \) could be considered as an estimator of the PSD \( S_y(f) \) of the discrete signal \( y_k \) at discrete frequencies \( f_k \):

\[
\hat{S}_y(f_k) = \frac{2}{N} |\hat{Y}_k|^2 \quad \text{for } 0 \leq k \leq P. \tag{58}
\]

This equation is known in the literature as the periodogram spectrum estimator. The factor 2 in (58) is due to the fact that the PSD \( S_y(f) \) is one-sided.

Replacing equations (58) in (57), we get an estimator of the PSD \( S_Y(f) \) of the band-limited continuous time signal \( Y(t) \):

\[
\hat{S}_Y \left( \frac{k}{NT} \right) = \frac{2T (\pi k)^2}{N^3 \sin^2 \left( \frac{\pi k}{N} \right)} |\hat{Y}_k|^2. \tag{59}
\]

Using this expression in equation (55) leads to an expression identical to the sample variance of equation (54). This interesting result could be written as:

\[
\hat{\sigma}_Y^2(mT)_{(n)} = \hat{\sigma}_n^2(m). \tag{60}
\]

In other words, the sample variance of equation (54) is equal to the integral of equation (24) for a band-limited \( Y(t) \) when evaluated in the Riemann sense over the interval \( f \in [0, 1/2T] \) by using the periodogram of \( y_k \) as an estimator of the PSD \( Y(f) \) of \( Y(t) \) according to equation (59).

The second part of equation (55) gives when using (42), (52) and (48):

\[
\hat{\sigma}_n^2(m) = \frac{2^{2n+3} \pi^2 m^2}{c_n^2 m^2 N^2} \sum_{k=0}^{P} \sin^2 \left( \frac{\pi km}{N} \right) |\hat{X}_k|^2. \tag{61}
\]

When \( X(t) \) is band-limited, equation (61) can be obtained directly from equation (24) using a Riemann sum and replacing \( S_Y(f) \) by the periodogram of the discrete signal \( X_k \).

In the following of this paper we express the different stability variances in the discrete time using the signal \( u_k \). Figure 1 shows the different filters involved in the computation of these stability variances.

B. The Overlapping Allan Variance (OAVAR)

This is a special case of the above processing when the order of the difference filter \( n \) is equal to one. The normalization factor \( c_1 \) is given by equation (21) and is equal to \( \sqrt{2} \). The filter \( \delta^2_k \) of equation (48) is equal to \( \delta_k - 2\delta_{k+m} + \delta_{k+2m} \).

The signal \( u_k \) is given by:

\[
u_k = \frac{1}{m \sqrt{2}} (x_{k+2m} - 2x_{k+m} + x_k). \tag{62}\]

Let \( N \) the length of the discrete time series \( y_k \). The filter \( \delta^2_k \) length is \( 2m \) and the output \( u_k \) length is \( N - 2m + 1 \). According to equation (48), the sample variance of \( u_k \) is:

\[
\text{OAVAR}(m) = \hat{\sigma}_n^2(m) \tag{63}
\]

\[
= \frac{1}{2m^2 (N - 2m + 1)} \sum_{k=0}^{N-2m} (x_{k+2m} - 2x_{k+m} + x_k)^2
\]

which is the classical estimator of the Overlapping estimator of Allan Variance [20].

The computation in (55) from \( x_k \) requires four additions and one multiplication for each term inside the sum. The sum
over $k$ requires $N - 2m + 1$ addition. The whole computation requires roughly $5 \times N$ operation and is linear in $N$.

When the available measurement are frequency fluctuations ($\{y_k\}$), it’s more efficient (in number of floating point operations but not in memory use) to compute the phase signal $x_k$ using (43) and then use (34) to compute the OAVAR variance than to compute $z_k$ from $y_k$ and then $u_k$.

Replacing $n$ by 1 in equation (41) we get an expression of the Overlapped Allan Variance versus the one-sided set of DFT coefficient $Y_k$ of the measurement time series $y_k$ by:

$$\text{OAVAR}(m) = \sigma^2_{k,u}(m) = \frac{4}{m^2 N^2} \sum_{k=0}^{P} \sin^2\left(\frac{2\pi k}{N}\right) |\tilde{Y_k}|^2.$$ (64)

The DFT computation complexity is $N \log(N)$ when using a Fast Fourier Transform (FFT) algorithm. But the most CPU consuming in (64) is the computation of the sine trigonometric functions inside the sum symbol. It’s trivial that the computation using equation (34) is more efficient than using equation (41).

It’s worth recalling that the discrete time formula (63) use $N - 2m + 1$ terms. The largest acceptable $m$ value is $N/2$. In this case the variance is estimated from one sample only. The DFT formula (64) use $P$ terms whatever the $m$ value. When $m = N/2$ the half of the sine terms in (42) is null. The computation of the confidence levels when using equation (63) has shown that the confidence levels are better than that of the discrete time formula of equation (63) because filtering in frequency domain use all the available samples while filtering in the time domain use $N$ minus the filter length samples. In fact, filtering in the DFT domain is done by multiplication of the DFT. This multiplication is equivalent to circular convolution in the time domain. Circular or cyclic convolution of two signal of length $N$ is equivalent to classical sum convolution with indices modulo $N$. This means that DFT formula (64) is equivalent to a kind of Total Variance [1] where the series $y_k$ is extended by periodic (circular) repetitions. The Total Hadamard Variance [9] uses an extended version of $y_k$ where the extension use a reflected copy of $y_k$.

C. The “Non Overlapping” Allan Variance (AVAR)

The “Non overlapping” Allan variance is a special case of the classical Allan Variance that doesn’t use overlapped values when computing $\sum u_k^2$ in the sample variance of $u_k$. This means that only $(N - 2m + 1)/m$ values are considered when forming the sum.

In other words, the Allan Variance AVAR is obtained from $u_k$ by a decimation operation of order $m$ (See Figure 1). If we start the decimation at $k = 0$ we can use $N/m - 1$ values. The decimated signal $r_k$ is given by:

$$r_k = u_{km}, \quad 0 \leq k \leq \frac{N}{m} - 2.$$ (65)

Replacing (53) in (32) we get the non overlapping Allan variance as the sample variance of $r_k$:

$$\text{AVAR}(m) = \sigma^2_{k}(m) = \frac{1}{2m(N-m)} \sum_{k=0}^{N/m-2} (x(k+2)m - 2x(k+1)m + x_km)^2.$$ (66)

It’s obvious that the AVAR requires less computation than the OAVAR. In fact, for each $m$ value there are $N/m - 1$ terms. The largest acceptable $m$ value is $N/2$. In this case the sample variance is estimated from one sample only. The confidence levels for AVAR and OAVAR are equals for $m = 1$ and $m = N/2$. Values of $m$ between $m = 1$ and $m = N/2$ give a better confidence levels in the OAVAR than in the AVAR variance.

Because the OAVAR confidence levels are globally better than those of AVAR, the only interest to use the AVAR instead of OAVAR is its computation efficiency.

Though decimation operation of equation (63) is very simple in the time domain it has no interest in the frequency domain. In fact, the computation of the DFT coefficient $R_k$ of $r_k$ versus the DFT coefficients of $u_k$ is given by:

$$R_m = \frac{1}{m} \sum_{k=0}^{m-1} U(n-pN/m) \text{ Modulo } N.$$ (67)

Computing the sample variance of $r_k$ according to (62) require an additional loop to compute $R_k$. For this reason we don’t propose a formula to compute the AVAR in the frequency domain as we did for OAVAR in equation (64).

D. The Modified Allan Variance (MAVAR)

The modified Allan Variance was introduced [5] to overcome the relatively poor discrimination capability of the Allan variance against white and flicker phase noise.

Let $\gamma_k$ be the signal obtained from $u_k$ by a moving average filter $M(m)$ of length $m$ (See Figure 1):

$$\gamma_k = \frac{1}{m} (u_{k+1} + \cdots + u_{k+m-1}).$$ (68)

Using $u_k$ expression from (52) in (69) we get:

$$\sqrt{2m^2 \gamma_k} = x_k + \cdots + x_{k+m-1} - 2(x_{k+m} + \cdots + x_{k+2m-1}) + x_{k+2m} + \cdots + x_{k+3m-1}.$$ (69)

Using this expression directly to compute $\gamma_k$ requires a summation loop with $3(m+1)$ floating point operation. The biggest acceptable $m$ value in this equation is $m = N/3$. This yields a computation complexity of $N^2$.

In order to reduce the computation complexity we propose a recursive formula. Expressing $A_{k+1} = \sqrt{2m^2 \gamma_k}$ using equation (69) we can write:

$$A_{k+1} = A_k + x_{k+3m} - 3x_{k+2m} + 3x_{k+m} - x_k.$$ (70)

with a starting $A_0$ value computed using (69) with $k = 0$.

Allan [21] already proposed a recursive method in order to reduce the computation complexity of the Modified Allan Variance without giving the details of the recursive equation.

The computation complexity of $A_k$ according to (70) is linear in $N$.

The length of the time series $u_k$ is $N - 2m + 1$ and the length of the filter $M(m)$ is $m$, we conclude that the length of $\gamma_k$ is $N - 3m + 2$. 8
The Modified Allan Variance MAVAR is the sample variance of $\gamma_k$:

$$\text{MAVAR}(m) = \hat{\sigma}_y^2(m) = \frac{1}{2m^4(N - 3m + 2)} \sum_{k=0}^{N-3m-1} |A_k|^2.$$  \hfill (71)

The PSD $S_y(f)$ of the discrete time signal $\gamma_k$ is related to that of $y_k$ by:

$$S_y(f) = |M^*(f) D^*(f) M^*(f)|^2 S_y(f) = \frac{2\sin^6 \left(\pi m f \right)}{m^4 \sin^4 \left(\pi f \right)}.$$  \hfill (72)

The DFT coefficients $\Gamma_n$ of the series $\gamma_k$ are given by:

$$\Gamma_n = M^* \left(\frac{n}{N}\right) D^* \left(\frac{n}{N}\right) M^* \left(\frac{n}{N}\right) Y_n = \frac{\sqrt{2}\sin^3 \left(\pi m \frac{n}{N}\right)}{m^2 \sin^2 \left(\pi \frac{n}{N}\right)} Y_n.$$  \hfill (73)

According to the Parseval’s equation (53) for the series $\gamma_k$ we can express the MAVAR versus the one-sided set of DFT coefficients of the measured signal by:

$$\text{MAVAR}(m)_{F} = \hat{\sigma}_y^2(m) = \frac{4}{m^4 N^2} \sum_{k=0}^{P} \frac{\sin^6 \left(\pi n k / m \right)}{\sin^4 \left(\pi k / m \right)} |\hat{Y}_k|^2.$$  \hfill (74)

As for the OAVAR formula in the frequency domain this equation is an estimator of the MAVAR in the frequency domain. The main difference with the discrete time formula (71) is the number of terms involved in the sum: $P$ in the case of equation (74) and $N - 2m + 1$ in equation (71).

E. The Overlapping Hadamard Variance (OHVAR)

This is a special case of the above processing when the order of the difference filter $n$ is equal to two. The normalization factor $c_2$ is given by equation (21) and is equal to $\sqrt{6}$. The filter $d_V^{(3)}$ of equation (46) is equal to $\delta_k - 3\delta_{k+m} + 3\delta_{k+2m} - \delta_{k+4m}$. We denote $g_k = u_k$ where $u_k$ is given by (46) with $n = 2$:

$$g_k = \frac{1}{\sqrt{6m}} (x_{k+3m} - 3x_{k+2m} + 3x_{k+m} - x_k).$$  \hfill (75)

Let $N$ the length of the discrete time series $y_k$. The $d_V^{(3)}$ filter length is $3m$ and the output $g_k$ length is $N - 3m + 1$. The Overlapping Hadamard Variance is the sample variance of $g_k$:

$$\text{OHVAR}(m) = \hat{\sigma}_y^2(m) = \frac{1}{6m^2 (N - 3m + 1)} \sum_{k=0}^{N-3m-1} (x_{k+3m} - 3x_{k+2m} + 3x_{k+m} - x_k)^2.$$  \hfill (76)

Replacing $n$ by 2 in equation (54) we get an expression of the Overlapping Hadamard Variance versus the one-sided set of DFT coefficient $\hat{Y}_k$ of the measurement time series $y_k$ by:

$$\text{OHVAR}_{F}(m) = \hat{\sigma}_{y_{F}}^2(m) = \frac{16}{3m^2 N^2} \sum_{k=0}^{P} \frac{\sin^6 \left(\pi n k / m \right)}{\sin^4 \left(\pi k / m \right)} |\hat{Y}_k|^2.$$  \hfill (77)

As for formulas (64) and (74), equation (77) is a new formula that allows to compute the OHAVAR in the frequency domain.

It’s clear from equation (75) that the Hadamard variance estimator in the time domain cancels linear drifts. In fact, if $y_k = k$ then $x_k = (k - 1)/2$ according to equation (44). Replacing this value in equation (75) leads to $g_k = 0$ whatever the value of $m$.

F. The Hadamard Variance (HVAR)

The Hadamard variance is a special case of the Overlapping Hadamard Variance that doesn’t use overlapped values when computing $\sum g_k^2$ in the sample variance of $g_k$. This means that only $(N - 3m + 1)/m$ values are considered when forming the sum.

In other words, the Hadamard Variance HVAR is obtained from $g_k$ by a decimation operation of order $m$ (See Figure 1). If we start the decimation at $k = 0$ we can use $N/m - 2$ values. The decimated signal $h_k$ is given by:

$$h_k = g_{km}, \hspace{0.5cm} 0 \leq k \leq \frac{N}{m} - 3.$$  \hfill (78)

Replacing (78) in (75) we get the non overlapping Hadamard variance as the sample variance of $h_k$:

$$\text{HVAR}(m) = \hat{\sigma}_y^2(m) = \frac{1}{6m (N - 2m)} \sum_{k=0}^{N/m-3} (x_{(k+3)m} - 3x_{(k+2)m} + 3x_{(k+1)m} - x_{km})^2.$$  \hfill (79)

As for the Non Overlapping Allan Variance AVAR we don’t propose a formula in the frequency domain for HVAR because the decimation operation doesn’t simplify computation in the frequency domain as it does in the time-domain.

IV. FREQUENCY VARIANCES EQUIVALENT DEGREE OF FREEDOM

We can express the frequency-domain variance estimator by the general form:

$$\Psi = \sum_{k=0}^{P} H_k(n,m) \frac{|\tilde{Y}|^2}{N}.$$  \hfill (80)

Where $n$ is the difference filter order, $m$ is the averaging factor and $H_k(n,m)$ is given by:

$$H_k(n,m) = \frac{2^{2n+1}}{c_2^n m^2 N^2} \frac{\sin^{2n+2} \left(\frac{\pi nm}{N}\right)}{\sin^2 \left(\frac{\pi k}{m}\right)}$$  \hfill (81)

for the non-modified variances and:

$$H_k(n,m) = \frac{2^{2n+1}}{c_2^n m^2 N^2} \frac{\sin^{2n+4} \left(\frac{\pi km}{N}\right)}{\sin^4 \left(\frac{\pi k}{m}\right)}$$  \hfill (82)

for the modified variances.

The quantity $\frac{|\tilde{Y}|^2}{N}$ is the periodogram $P(f)$ evaluated at discrete frequency values $f_k = k/N$. Equation (80) can be written as :
\[ \Psi = \sum_{k=0}^{P} H_k(n,m)P(f_k) \]  
(83)

The periodogram \( P(f) \) is an estimator of the PSD \( S_y(f) \) : 
\[ P(f) = \hat{S}(f) \].

We estimate the Equivalent Degree of Freedom (edf) of \( \Psi \) by:
\[ edf = \frac{2}{\text{Var}(\Psi)} \]  
(84)

The mean value \( E(\Psi) \) is given by:
\[ E(\Psi) = \sum_{k=0}^{P} H_k(n,m)E(P(f_k)) \]  
(85)

It is well known that the periodogram is a biased estimator of the PSD \( S_y(f) \) and that:
\[ E(P(f)) = W_B(f) \otimes S(f) \]  
(86)

Where \( W_B(f) \) is the Bartlett window defined by:
\[ W_B(f) = \frac{\sin^2(\pi N f)}{N \sin^2(\pi f)} \]  
(87)

and \( \otimes \) denotes the circular convolution defined by:
\[ W_B(f) \otimes S(f) = \int_{-1/2}^{1/2} W_B(\theta) S(f - \theta) d\theta \]  
(88)

It’s clear that the periodogram is asymptotically unbiased since as \( N \) becomes very large \( W_B(f) \) approaches an impulse in the frequency domain. Then we can write for large \( N \):
\[ E(\Psi) \cong \sum_{k=0}^{P} H_k(n,m)S(f_k) \]  
(89)

and for power law spectrum:
\[ E(\Psi) = h_n \sum_{k=0}^{P} H_k(n,m) \left( \frac{k}{2N} \right)^\alpha \]  
(90)

The variance \( \text{Var}(\Psi) \) is given by:
\[ \text{Var}(\Psi) = E(\Psi^2) \]  
\[ = \sum_{k=0}^{P} \sum_{j=0}^{P} H_k(n,m)H_j(n,m)\text{Cov}(P(f_k),P(f_j)) \]  
(91)

The covariance of the periodogram is given by:
\[ \text{Cov}(P(f_1),P(f_2)) = S_y(f_1)S_y(f_2) \left( \frac{\sin(\pi(N[f_1-\frac{1}{2}]))}{N \sin(\pi[f_1-\frac{1}{2}])} \right)^2 \]  
(92)

Replacing \( f_1 \) by \( f_k = \frac{k}{N} \) and \( f_2 \) by \( f_j = \frac{j}{N} \) in equation we get:
\[ \text{Cov}(P(f_k),P(f_j)) = S_y(f_k)S_y(f_j) \left( \frac{\sin^2(\pi(k-j))}{N^2 \sin^2(\pi(k-j))} \right) \]  
(93)

Therefore, the covariance \( (93) \) is is seen to go to zero when \( k \neq j \). The variance is therefore:
\[ \text{Var}(\Psi) = \sum_{k=0}^{P} H_k^2(n,m)S_y^2(f_k) \]  
(94)

The edf is, according to \( (84) \), given by:
\[ edf = 2\left(\sum_{k=0}^{P} H_k^2(n,m)S_y^2(f_k)\right)^2 \]  
\[ \sum_{k=0}^{P} H_k^2(n,m)S_y^2(f_k) \]  
(95)

For power law spectrum we get:
\[ edf = 2\left(\sum_{k=0}^{P} k^\alpha H_k(n,m)\right)^2 \]  
\[ \sum_{k=0}^{P} k^\alpha H_k^2(n,m) \]  
(96)

With \( H_k(n,m) \) given by \( (82) \) for the modified variances and \( (81) \) for the non-modified variances.

V. TIME DOMAIN VERSUS FREQUENCY DOMAIN: NUMERICAL RESULTS

We have simulated time series data \( y_k \) of length \( N = 400000, 2000000 \) and 65536 for the different power law spectra for \( -4 \leq \alpha \leq 2 \). Table III and IV show the computation time on a personal computer (pentium IV or equivalent @ 2.8 GHz) in ms of the different stability variances mentioned in this paper. The computation time of the FFT was included in the computation time of the frequency variances.

For the computation in the frequency domain we used the FFT algorithm of Cooley and Tuckey[22]. The FFT computation time is 45 ms for \( N = 400000 \) and 250 ms for \( N = 2000000 \).

We presented in equation \( (54) \) a new way to compute the different stability variances using the DFT of the data. We demonstrated that this equation is equivalent to the equations in the time domain with a slight difference in the number of samples when computing the sample variance. For example, equation \( (55) \) in the time domain uses only unambiguous samples in the sense that a filter of length \( 2m \) will produce \( N - 2m + 1 \) unambiguous output samples when applied to an input data of length \( N \).

In the following we present numerical results of the different frequency domain variances estimators presented in this paper. The error bars on the plots were computed using one
sigma Chi-squared $\chi^2$-distribution with an equivalent degree of freedom (edf) estimated by making Monte Carlo simulations of 1000 trials.

**A. OA VAR**

Figure (2) depicts the edf of the Overlapping Allan Variance computed in the frequency domain (F-OA V AR) for three noise types: a White frequency noise (WHFM), a Flicker frequency noise (FLFM) and a Random Walk frequency noise (RWFM). It shows a very good agreement between the theoretical edf formula of equation (96) and the edf obtained by Monte Carlo simulations.

Figure (3) compares the Overlapping Allan variance of a white frequency noise sequence computed in the time domain and in the frequency domain. The dashed continuous line represents the theoretical response $h_0/(2\tau)$. It shows a very good agreement between the theoretical edf computed by equation (96). The symbols (denoted "MC" on the Figure legend) represent the edf obtained by Monte Carlo simulation with 1000 trials.

**TABLE V**

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$T$-OVAR edf</th>
<th>$F$-OVAR edf</th>
<th>TotVar edf</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46591</td>
<td>32897</td>
<td>45368</td>
</tr>
<tr>
<td>2</td>
<td>40640</td>
<td>37232</td>
<td>34379</td>
</tr>
<tr>
<td>4</td>
<td>24186</td>
<td>23639</td>
<td>22460</td>
</tr>
<tr>
<td>8</td>
<td>11870</td>
<td>12358</td>
<td>11451</td>
</tr>
<tr>
<td>16</td>
<td>5865</td>
<td>6786</td>
<td>6375</td>
</tr>
<tr>
<td>32</td>
<td>2937</td>
<td>3255</td>
<td>2945</td>
</tr>
<tr>
<td>64</td>
<td>1493</td>
<td>1515</td>
<td>1555</td>
</tr>
<tr>
<td>128</td>
<td>746</td>
<td>740</td>
<td>832</td>
</tr>
<tr>
<td>256</td>
<td>383</td>
<td>372</td>
<td>414</td>
</tr>
<tr>
<td>512</td>
<td>199</td>
<td>194</td>
<td>215</td>
</tr>
<tr>
<td>1024</td>
<td>93</td>
<td>89</td>
<td>104</td>
</tr>
<tr>
<td>2048</td>
<td>43</td>
<td>43</td>
<td>53</td>
</tr>
<tr>
<td>4096</td>
<td>20</td>
<td>22</td>
<td>26</td>
</tr>
<tr>
<td>8192</td>
<td>10</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>16384</td>
<td>4</td>
<td>6.4</td>
<td>6.2</td>
</tr>
<tr>
<td>32768</td>
<td>1.0</td>
<td>3.0</td>
<td>2.9</td>
</tr>
</tbody>
</table>

is visible between these computations and the theoretical response (less than 1 %). On the other side, the error bars of OA V AR computed in the frequency domain are clearly smaller as the ones of OA V AR computed in the time domain, as expected in section III-B. Table V shows the equivalent degrees of freedom (edf) of the Total Variance and the OA V AR estimates in the time domain (T-OA V AR) and in the frequency domain (F-OA V AR), assuming a Chi-square statistics [23]. For the highest $\tau$ value ($\tau = N/2$), the edf of the spectral estimate is 3 times higher than the edf of the time estimate, i.e. the spectral estimate is $\sqrt{3}$ times more accurate than the time estimate.

Such an advantage is particularly useful for detecting and measuring the level of the low frequency noises (e.g. random walk FM) sooner as with time variances, i.e. for shorter duration. Considering that the edf decreases approximately as $\tau^{-1}$, an estimator with an edf 3 times higher than another one provides a noise level estimation $\sqrt{3}$ times sooner than the other one (e.g. 7 month instead of 1 year) with the same accuracy.

Figure (4) presents a comparison between the Overlapping Allan Variance computed in the frequency domain (F-OA V AR) and the Total variance for three noise types: WHFM, FLMF and RWFM. The upper plot depicts the edf ratio computed using Monte Carlo simulations with 1000 trials. we notice that the edf of the F-OA V AR and the Total variance are nearly identical. The lower plot depicts the bias defined by $Bias = 100 \times (1 - \sqrt{F-OA V AR/TotVar})$. The bias of the F-OA V AR with respect to the Total variance is less than 10%.

In the same way, figure (5) presents a comparison between the Overlapping Allan variance computed in the frequency domain and the classical Overlapping Allan variance computed in the time domain. The upper plot shows that the F-OA V AR edf is two to three times higher than the edf of the T-OA V AR for the higher $\tau$ value ($\tau = N/2$). The lower plot depicts the bias defined by $Bias = 100 \times (1 - \sqrt{F-OA V AR/T-OA V AR})$.

Figure (6) shows the Total Variance, the Overlapping Allan Variance computed in the time domain (T-OA V AR) and in the
frequency domain (F-OAVAR) for a White frequency noise and a flicker noise with a linear frequency drift. The added linear drift is equal to \( D(t) = 15t \). Like the Total variance and the classical Allan variance, the F-OAVAR does not cancel the linear drift. We can notice also that the F-OAVAR for a linear drift varies as \( \tau \), while the Total variance and the T-OAVAR vary as \( \tau^2 \).

Unfortunately, the last result shows that the computation of OAVAR in the frequency domain presents a severe drawback: it is unable to discriminate between a linear frequency drift and a \( f^{-2} \) frequency noise (random walk FM). This effect is due to the assumption of periodicity of the sequence implicitly induced by the use of the FFT algorithm. Figure 7-A shows that connecting the last sample to the first one may induce a high edge, altering the variance measurements. So we decided to process the frequency deviation sequence with 2 different ways:

- by removing the linear drift of this sequence (see figure 7-B; let us notice that there is still an edge at the end of the sequence). The removed line is estimated by a least squares fit of the data sequence to a line.
- by circularizing the sequence (see figure 7-C), i.e. by removing the linear drift in such a way that the last sample of the residuals is equal to the first one. Denoting by \( D(t) = a \cdot t + b \) the drift we have to subtract from the sequence, the linear coefficient \( a \) is then:

\[
a = \frac{y_N - y_1}{t_N - t_1}
\]  

and the constant term \( b \) may be chosen equal to 0 since OAVAR is not sensitive to additive constants.

It is worth recalling that Figure 7 shows the side effect of periodization (induced by multiplication in the discrete frequency domain) of a sequence without processing, after a line removal, and after circularization. But when computing
the frequency domain variances we don’t realize any extension of data manually as done in the computation of the Total variance.

Table (VI) compares the edf of the OA V AR for a Random Walk Frequency Noise computed after these processings. The best estimates are obtained by using the circularized sequence since the edf of the estimates are higher than for for the sequence after removing a linear frequency drift. Thus, the edf of the last estimate ($\tau = N/2$) is 2 times higher than the one of the estimate obtained in the time domain. This means that this estimate provides a noise level estimation $\sqrt{2}$ times sooner than the estimate computed in the time domain (e.g. 265 days instead of 1 year) with the same accuracy.

However, applying the circularization processing to another type of noise induced is a bias that has the same characteristic as a linear frequency drift on an Allan variance plot. Beside the $\tau ^{-1}$ behaviour characteristic of a white FM, figure 8 exhibits the $\tau$ signature of a linear frequency drift in the Allan variance curve of the circularized sequence. Let us also notice the very long errorbars of the circularized sequence estimates. Therefore, the circularization process cannot be used in a real frequency deviation sequence which contains always different types of noise. Thus, we recommand to apply the spectral OA V AR over the residuals of a frequency deviation sequence, after removing the linear frequency drift. For a random walk FM, the estimate of OA V AR computed in the frequency domain after drift removal has an edf 1.5 times higher than the classical time domain OA V AR. It means that spectral OA V AR after drift removal is able to measure the random walk level of a sequence $\sqrt{1.5}$ times sooner than time OA V AR (e.g. 300 days instead of 1 year).

Figure 9 compares the F-OA V AR variance computed after linear drift removal by least squares fit and the classical T-OA V AR variance. As shown in Table (VI) the upper plot shows that the edf of the F-OA V AR after drift removal for a Random Walk noise is less than the edf of the T-OA V AR for small $\tau$ values. The lower plot shows that the F-OA V AR presents a bias of -10% for Random Walk noise. This bias can be explained by the fact the drift removal from a Random Walk sequence alters the spectrum of the noise at all the frequency values because a Random Walk contains a kind of linear drift feature intrinsically.

Let us remember that for a sequence without random walk FM (for atomic clocks), OA V AR computed in the frequency domain may be used directly and is more accurate than OA V AR computed in the time domain.

**B. OHVAR**

Figure 10 depicts the edf of the Overlapping Hadamard variance computed in the frequency domain F-OHVAR. It shows a very good agreement between the theoretical edf
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Fig. 10. F-OHVAR edf for five noise types ($\alpha$ from -4 to 0) for sequences of length $N = 65536$. The continuous lines represent the theoretical edf computed by equation (100). The symbols represent the edf obtained by Monte Carlo simulation with 1000 trials.

Fig. 11. Comparison of the F-OHVAR and the T-OHVAR for five noise types. The upper plot depicts the edf ratio and the lower plot depicts the bias. $N = 56536$. Results were obtained using Monte Carlo with 1000 trials.

OHV AR also, the circularization should not be recommended for processing frequency deviation sequences because it is only useful for noises with $\alpha \leq -2$ and it degrades the variance estimates for the noises with $\alpha > -2$. On the other hand, the drift removal by subtracting the best least squares line from the data gives good results for noises with $\alpha > -2$. Hence, it is better to use the F-OHVAR directly without preprocessing in order to get better statistics than the T-OHVAR if the data does not contain a linear drift.

C. MAV AR

Figure 12 shows a comparison of the modified Allan variance computed in the frequency domain (F-MAVAR) and in the time domain (T-MAVAR) for five noise types with $\alpha$ from -2 to +2. We can notice clearly a huge bias of the F-MAVAR for $\alpha = +2$.

For this reason, the use of MAV AR computed in the frequency domain should be avoided.

VI. CONCLUSION

We have presented a filter approach to analyze the different known frequency stability variances. Using this approach we derived formulae in the time domain identical to those known in the literature. We also demonstrated for the first time that the computation of these variances can be done in the frequency domain using a Discrete Fourier Transform of the studied signals. Such a computation provides estimates with better accuracy than the ones computed in the time domain, allowing the measurement of the low frequency noise levels sooner, i.e., with a shorter sequence. This advantage is particularly useful for studying the long term stability of atomic clocks.

However, in the presence of linear drift, the periodicity of the sequence implicitly assumed by the use of the FFT algorithm may induce edges which degrade variance measurements if a random walk FM is present in the sequence. We have demonstrated that, in this case, we must first remove the linear frequency drift on a sequence before to compute a variance...
in the frequency domain. Our work has proved that OAVAR computed in the frequency domain is the estimator which gives the quickest low frequency noise level (9 month instead of 1 year). New estimators improving these characteristics with a more simple transfer function will be described in another paper [24].

APPENDIX: EQUIVALENCE OF THE DISCRETE-TIME AND THE CONTINUOUS-TIME VARIANCES

We have assumed $T = 1$ in (44). Without this assumption the variance $\sigma_m^2$ could be written using (31):

$$\sigma_m^2(m) = T \int \frac{S(f)df}{c_m^2 m^2}$$

$$= T \frac{2n}{c_m^2 m^2} \int \frac{\sin^{2n+2}(\pi f m T)}{\sin^2(\pi f T)} S_S^T f (df) .$$

Using expression (29) of $S(f)$ in (98) we can write:

$$\sigma_m^2(m) = \frac{2n}{c_m^2 m^2} \int \frac{\sin^{2n+2}(\pi f m T)}{\sin^2(\pi f T)} \times \sum S_S^T f (f - n f_s) \frac{\sin^2[\pi T (f - n f_s)]}{\pi^2 T (f - n f_s)} \right] df .$$

The sine functions outside the sum sign are periodic, they can be passed outside the sum sign. Doing this and making the variable change $\nu = f - n f_s$ we can write:

$$\sigma_m^2(m) = \frac{2n}{c_m^2 m^2} \int_{-\infty}^{+\infty} \frac{\sin^{2n+2}(\pi \nu m T)}{\sin^2(\pi \nu T)} \times \frac{\sin^2(\pi \nu T) + \pi T S(f)}{S_S^T f (\nu)} d\nu .$$

where we have interchanged the sum sign and the integration symbol.

Equation (100) simplifies to:

$$\sigma_m^2(m) = \frac{2n}{c_m^2 m^2} \int_{-\infty}^{+\infty} \frac{\sin^{2n+2}(\pi \nu m T)}{(\nu m T)^2} S_S^T(f) d\nu = \sigma_0^2(M, T) = \sigma_0^2(\tau) ,$$

The only difference between (101) and (24) is the integration bounds. In equation (24), $S_Y f$ is the single-sided PSD while $S_S^T(f)$ in (101) is the two-sided PSD. We conclude that (101) and (24) represent the same variance.
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