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Fault Detection and Diagnosis in a Set “Inverter–Induction Machine” Through Multidimensional Membership Function and Pattern Recognition

Olivier Ondel, Guy Clerc, Member, IEEE, Emmanuel Boutleux, and Eric Blanco

Abstract—Nowadays, electrical drives generally associate inverter and induction machine. Thus, these two elements must be taken into account in order to provide a relevant diagnosis of these electrical systems. In this context, the paper presents a diagnosis method based on a multidimensional function and pattern recognition (PR). Traditional formalism of the PR method has been extended with some improvements such as the automatic choice of the feature space dimension or a “nonexclusive” decision rule based on the $k$-nearest neighbors. Thus, we introduce a new membership function, which takes into account the number of nearest neighbors as well as the distance from these neighbors with the sample to be classified. This approach is illustrated on a 5.5 kW inverter-fed asynchronous motor, in order to detect supply and motor faults. In this application, diagnostic features are only extracted from electrical measurements. Experimental results prove the efficiency of our diagnosis method.

Index Terms—Data standardization, diagnosis, induction machine, inverter, membership function, nonexclusive decision rule, pattern recognition (PR), reliability index.

I. INTRODUCTION

THE MONITORING and diagnosis of induction machines have been under focus for at least 20 years [1]–[3]. These motors present numerous advantages due to their robustness and their power–weight ratio. Thus, they are widely used in industry. Most electric motor failures interrupt a process, reduce production, and can damage other related machinery. In some factories, a very expensive scheduled maintenance is performed in order to prevent sudden motor failures. Therefore, there is a great demand to reduce maintenance costs and prevent unscheduled downtimes for electrical drive systems. In the past two decades, there has been research in order to provide new monitoring techniques for ac induction motors based on analyzing vibration signals [4]–[8], or signals other than currents [9], [10]. However, the vibration sensors are delicate and expensive. Most of the recent research has been directed toward electrical monitoring of the motor, in particular, on inspecting the stator current. At this time, the motor current signature analysis (MCSA) was the first attempt to detect electrical and mechanical faults with the so-called semiinvasive and low-cost sensors [11]–[13].

These methods are rather effective when the motor is supplied by the three-phase main network. However, in more and more industries, the asynchronous motor supply is done by converters. Thus, the currents are affected by the multiple harmonics of the switching frequency. Thus, it becomes very difficult to detect faulty modes by current signature analysis.

To our knowledge, there is no recent statistical study on the static converters breakdowns. It was shown that the components showing the highest failure rate are generally the electrolytic capacitors [14]. This study had been carried out for a dc/dc forward converter. The author had shown that the capacitors were responsible for three-fourth of the breakdowns.

For these reasons and assuming that this study is applicable to others static converters, we limited ourselves, during our application, with the influence of the capacitors failures on the converter itself and also on the possible interactions with the induction machine.

In this context, this paper presents a diagnosis method, used to detect and localize failures in a set inverter–induction motor. This method is based on a pattern recognition (PR) approach. Starting from the traditional formalism of PR, we have developed an automatic supervision system for the diagnosis of process (inverter–induction machine). To improve this technique, we integrated some specificities as the choice of feature dimension space or a new decision rule that allows associating a membership degree to the classification realized.

The aim is to automatically identify the operating conditions (faulty or not) of the system and differentiate if the failing operation is due to the inverter (power supply) or the induction machine.

In Section II, an introduction to diagnosis by PR is done. The PR method is divided into two phases. The first one, named training phase, consists in determining the pattern vector (determination of the features sensitive to the faults), the feature space by features selection methods, the decision space (the classes), and in developing a decision rule. The classification varies according to the choice of feature subset and also with the choice
of the number of features, which makes the optimal pattern vector. To determine this number of features, i.e., the feature space dimension, we optimize a criterion based on separability and compactness of the various classes. This technique is developed in Section II and the results are shown in Section VI. The second step, named decision phase, consists in associating an unknown pattern with one of the defined classes, according to the decision rule.

Sections III and IV are devoted to the development of a new decision rule being based on a well-known decision rule, the \( k \)-nearest neighbors \((k\text{-nn})\). Thus, a membership function specifying the membership degree of a new observation to each class is implemented. In order to minimize the errors of classification, we used two reject options (distance and ambiguity), which allow avoiding automatic assigning of an unknown pattern to one of the classes.

For the necessity of the application, in Section V, data standardization according to the value of the first harmonic of each measured signal is developed. It will allow freeing the data from the machine load level. Thus, one operating mode is represented by only one class.

In Section VI, we apply our diagnosis method on an asynchronous motor supplied by an inverter in order to differentiate the appearance of the faults occurring on the inverter from these on the machine.

II. Diagnosis by Pattern Recognition

The aim of statistical PR is to classify objects (patterns) by comparing with reference patterns gathered into classes (clusters) [15]. Such a decision system based upon PR requires an a priori knowledge of the studied process in order to define objects and classes. In statistical PR, an object is a set of \( d \) features \((x_1, x_2, \ldots, x_p, \ldots, x_d)\) represented as a point in the \( d \)-dimensional real space issued from these features. This space is named feature space. Thus, a pattern \( i \) \((i = 1 \text{ to } n, n \text{ being the total number of objects composing the initial database})\), is characterized by a pattern vector (or a signature) \( X_i = [x_{i1}, x_{i2}, \ldots, x_{id}] \) belonging to \( \mathbb{R}^d \). The classes or clusters \((\Omega_1, \Omega_2, \ldots, \Omega_c, \ldots, \Omega_M)\) are subspaces of \( \mathbb{R}^d \) including similar reference patterns. The principle of recognition is to determine with which class, among the \( M \) known classes, to associate a new observed pattern \( \hat{X} \) \(= [x_{u1}, x_{u2}, \ldots, x_{ud}] \).

The PR method is made in two phases. The first one, named training phase, consists in determining the feature space (a pattern vector), the decision space (the clusters), and developing a decision rule that produces borders between classes. The second one, named decision phase, consists in associating an unknown pattern with one of the defined clusters, according to the decision rule. This method is more precisely described in [16] and [17]. The accuracy of PR is based on the choice of features contained in this vector. Thus, in the following section, the features used to detect failures on our system are described.

A. Relevant Signatures for Induction Machine Fault Monitoring

A complete study made by [18] on failures location in a medium-power induction machine has given the following results: more than 50% of faults affect the bearings; about 16% of faults are localized on the stator winding; finally, 5% and 2.5% of faults affect the rotor and the shaft, respectively.

Currents can provide very rich information on rings, misalignment, and eccentricities or broken bars [19], [20]. The following paragraphs present the main signatures, which can be observed on the current spectrum.

1) Eccentricities: The stator currents are affected by the variation of the air gap length. Therefore, they present harmonics at the frequencies given by

\[
f_{ecc} = f_s \cdot \left( N_r \pm n_d \right) \left( \frac{1-g}{p} \right) \pm n_w
\]

where \( f_s \) is the supply frequency, \( N_r \) is the number of rotor bars, \( p \) is the number of pole pairs, and \( n_w \) is an odd integer. The quantity \( g \) is called per unit slip. The integer \( n_d \) equals zero for the static eccentricity, and one for the dynamic eccentricity.

2) Bearing Faults: The current harmonics due to the bearing faults are given in [19] and [21]

\[
f_{bn,g} = f_s \pm N_b \cdot f_{i,o}
\]

where \( N_b \) is the number of balls. The frequencies \( f_{i,o} \) and \( f_i \) (3) are related to the inner and outer race, respectively,

\[
f_0 = \frac{f_s}{2} \left[ 1 - \frac{BD}{PD} \cos \beta \right] \quad \text{and} \quad f_i = \frac{f_s}{2} \left[ 1 + \frac{BD}{PD} \cos \beta \right]
\]

where BD and PD are, respectively, the ball diameter and the pitch diameter, and \( \beta \) is the contact angle between the balls and the ball bearing rings (see Fig. 1).

3) Rotor Faults: Broken bars and end-rings induce the same harmonic in the stator currents. In presence of these faults, the stator currents are modulated in amplitude by the slip frequency \( 2gf_s \).

This modulation increases according to the severity of the fault. In the current spectrum, the harmonics due to the fault can be found at the following characteristic frequencies:

\[
f_b = f_s \cdot (1 \pm 2 \cdot n \cdot g)
\]

4) Stator Winding Faults: Stator winding failures are dangerous damages. By using a three-phase models and experimental studies, it has been shown by [22] and [23] that turn-to-turn short circuits create electrical unbalance on the currents. This asymmetry was quantified through the inverse impedance by [24].
Throughout this synthesis, it appears that most of the faults produce different sensitive frequency harmonics. Thus, 25 harmonics are computed and integrated in the feature vector. However, some faults (stator faults) require more investigations. Some other features are based on:
1) the Park’s transformation of currents \( I_{sa}, I_{sβ} \) and voltages \( V_{sa}, V_{sβ} \);
2) the estimation of the positive sequence components of the line voltages and currents.

\( a \) Park vector components: Currents and the voltages modulus, \( I_{sa,β} \) and \( V_{sa,β} \), can be expressed by
\[
\begin{align*}
I_{sa,β} &= \left\| F_{sa,β} \right\| = \sqrt{T_{sa}^2 + T_{sβ}^2},
V_{sa,β} &= \left\| V_{sa,β} \right\| = \sqrt{V_{sa}^2 + V_{sβ}^2}.
\end{align*}
\]

(5)

The active and reactive powers (\( P \) and \( Q \) respectively) are directly calculated with these currents and voltages [25]:
\[
\begin{align*}
P &= V_{sa} \cdot I_{sa} + V_{sβ} \cdot I_{sβ},
Q &= V_{sβ} \cdot I_{sa} - V_{sa} \cdot I_{sβ}.
\end{align*}
\]

(6)

Reactive and active powers are normalized by the rms value of apparent power modulus \( S = \sqrt{P^2 + Q^2} \) and are denoted \( Q' \) and \( P' \).

Three features are extracted from these analyses.
1) The variation of the apparent power called \( ζ \).
2) The mean values of \( P' \) and \( Q' \), called \( m_p \) and \( m_q \).

Let \( m_p \) and \( m_q \) be the center of the characteristic \( [P'Q'] \) and \( s_k \) one point of the set, respectively,
\[
s_k = [P'(k) \ Q'(k)]
\]

(7)

\[
\mathbf{m}_{p,q} = [m_p \ m_q].
\]

(8)

Thus, the variation of the apparent power is the scalar defined by
\[
ζ = \sum_{k=1}^{N_p} (s_k - \mathbf{m}_{p,q})(s_k - \mathbf{m}_{p,q})^T.
\]

(9)

where \( N_p \) is the number of points in the signals.

Five more features are calculated from the currents.
1) The peak-to-peak values of \( I_{sa} \) and \( I_{sβ} \):
\[
\delta_{α} = |\text{max}(I_{sa}) - \text{min}(I_{sa})| \quad \text{and} \quad \delta_{β} = |\text{max}(I_{sβ}) - \text{min}(I_{sβ})|.
\]

(10)

2) The standard deviations of \( I_{sa,β} \), called \( σ_{α} \), \( σ_{β} \), and \( σ_{s} \), respectively.

These are the eight first features calculated for the pattern vector building.

\( b \) Positive sequence components: Other features are calculated from a unique expression of the three-phase voltages and currents: their positive sequence components. The complex positive sequence components for the currents and voltages are
\[
I_1 = \frac{1}{3} (I_{sa} + aI_{sb} + a^2I_{sc})
\]

(11)

\[
V_1 = \frac{1}{3} (V_{sa} + aV_{sb} + a^2V_{sc}), \quad \text{with} \quad a = e^{j(2π/3)}.
\]

Furthermore, two other features are defined with the help of the positive sequence approach.
1) The mean power of the current’s (\( P_1 \)):
\[
P_1 = \frac{1}{N_p} \sum_{k=1}^{N_p} \|I_1(k)\|^2.
\]

(12)

2) The positive sequence impedance (\( Z_1 \)) at the supply frequency [24] and [26]:
\[
Z_1 = \frac{\|V_1\|}{\|I_1\|} \quad \text{for} \quad f_0 = 50 \text{ Hz}.
\]

(13)

Finally, 35 features are determined. This set represents a list of indicator of multiple faults (electrical and mechanical faults). They are summarized in [16].

Unfortunately, either some of these features are not really relevant, or they are correlated. Furthermore, the high number of features involves an increasing of CPU time during the classification.

To correct these drawbacks and to obtain the appropriate signature for the induction motor, we must keep only the most representative features for the studied faults [27]–[31].

B. Reducing the Feature Space

To reduce the number of features without losing any information, selection methods must be used. The objective is to seek, among \( d \) initial features, a subset of \( d' \) features giving most of the information. The features subset will have to maximize a criterion taking into account:
1) a weak dispersion of the points in each class, which suggests minimal intra-class dispersion;
2) a maximum distance between the various classes; therefore, maximum interclasses dispersion.

The criterion is based on within-class scatter \( S_W \) and the between-class scatter \( S_B \) matrices whose expressions are as follows, respectively,
\[
S_W = \frac{1}{n} \sum_{i=1}^{M} \sum_{v=1}^{n_c} (X_{cv} - m_v) (X_{cv} - m_v)^T
\]

(14)

\[
S_B = \frac{1}{n} \sum_{i=1}^{M} (m_v - m) (m_v - m)^T
\]

(15)

where \( M \) is the number of classes, \( n_v \) number of samples in the class \( Ω_v \), \( n \) the total number of samples, \( m_v \) the gravity center of class \( Ω_v \), \( X_{cv} \) the \( v \)th sample of class \( Ω_v \) and \( m \) the general gravity center of the initial training set.

The objective is to define a new space maximizing the interclasses dispersion and maintaining intra-class dispersion. The eigenvectors of \( S_W^{-1} S_B \) can be used, with \( (n - M) \) and \( M \) higher than \( d \), in order to define the features selection criterion:
\[
J_1 = \text{trace} \left( S_W^{-1} \cdot S_B \right).
\]

(16)

The Fisher ratio can also be applied as criterion, for the features selection. The idea is successively to consider each feature contained in the initial pattern vector (dimension \( d \)) and to calculate the criterion \( J_2 \) for this feature.
For a problem with \( M \) classes, the criterion is expressed, for the feature \( \alpha \), as
\[
J_2(\alpha) = \sum_{c=1}^{M} \sum_{r=1}^{M-1} \frac{m_r(\alpha) - m_c(\alpha)}{n_c \sigma_c^2(\alpha) - n_r \sigma_r^2(\alpha)}
\]  
(17)
with \( m_c(\alpha) \), gravity center of the class \( \Omega_c \) by considering only the feature \( \alpha \)
\[
m_c(\alpha) = \frac{1}{n_c} \sum_{v=1}^{n_c} X_{cv}(\alpha)
\]  
(18)
with \( X_{cv} \) the \( v \)th sample of the class \( \Omega_c \), \( n_c \) the number of samples in the class \( \Omega_c \), and \( \sigma_c(\alpha) \) the variance of the component \( \alpha \) of the sample of the class \( \Omega_c \):
\[
\sigma_c^2(\alpha) = \frac{1}{n_c} \sum_{v=1}^{n_c} [X_{cv}(\alpha) - m_c(\alpha)]^2.
\]  
(19)

The numerator of expression (17) represents the separation of the classes (interclasses dispersion). The denominator reflects the compactness of the classes (by analogy with the intraclass dispersion).

In the experimental part (Section VI), the Fisher ratio (17) is used to define the capacity of discrimination of each feature compared to the studied training set and the expression \( J_1 \) (16) is used as criterion in the feature selection method. It will be noted as \( J \).

The maximization of the criterion gives the optimal features subset. Let us note \( V = (\alpha_1, \alpha_2, \ldots, \alpha_j, \ldots, \alpha_d) \) the initial pattern vector, composed of \( d \) features. Thus, it is possible to seek a subset \( V' \) composed of \( d' \) relevant features so that
\[
J(V') = \max_{h=1}^{n_p} [J(V_{d}^{(h)})]
\]  
(20)
with \( n_p \) the number of studied combinations (of \( d' \) features among \( d \)) and \( V_{d}^{(h)} \) the \( h \)th combination of \( d' \) features for which the selective function value is calculated.

In [32], the authors present the advantages and drawbacks of the selection methods. According to the author, the sequential backward selection (SBS) is one of the most simple feature selection methods. This method consists in deleting, at each step, the feature that penalizes the aforementioned criterion. This method requires knowing the partitioning of patterns contained in the initial training set in various clusters. The SBS algorithm is based on the following process.

At step \( k \), we calculate the criterion for the subsets \( V_{k,j} \) of dimension \( d - k \). These subspaces result from the subspace \( V_{k-1} \) by eliminating the feature \( \alpha_j \)
\[
V_{k-1} \supset V_{k,j} = \{V_{k-1} - \alpha_j\}.
\]  
(21)

Thus, the subspace \( V_k \) that is taken into account for the following step optimizes the criterion:
\[
J(V_k) = \max_{j=1, \ldots, d-k} [J(V_{k,j})].
\]  
(22)

Fig. 2 illustrates this method with \( d = 5 \) and \( d' = 2 \). At each stage, we select the features subset for which the criterion is maximum. The numbers represent the position of the features in the initial pattern vector. The selected features are \( \alpha_1 \) and \( \alpha_4 \).

Thereafter, the classification of a new observation, i.e., the diagnosis of the system state, strongly depends on the selected features and can also strongly depend on the feature space dimension. The ideal would be to simultaneously determine the best features and also the best dimension. For that, the criterion evolution used in SBS method according to the different values of \( d' \) is looked at.

Fig. 3 shows an example of the criterion evolution. It allows determining the feature space dimension. Indeed, starting from a given dimension, the addition of a feature does not bring any more information. Clearly, on Fig. 3, "b" appears as the best dimension because the slope of the criterion evolution became almost equal to zero.

C. Decision Phase: "k-Nearest Neighbors" (k-nn) Rule

The feature space being now defined (the choice of relevant features and the definition of clusters), it is necessary to decide in which cluster to assign a new observation \( X_u \), collected at a given moment on the system. The decision rule developed is based on the k-nearest neighbors (k-nn) rule. It is easy to implement and offers good results of classification. The principle is to assign a new observation \( X_u \) in the best-represented class among its k-nearest neighbors. The simplest way to work out this rule is to measure the Euclidean distance \( d_E \) (23) between the new observation \( X_u \) and each sample of the training set \( X_i, (X_1, X_2, \ldots, X_n) \) (with \( i = 1 \) to \( n \), \( n \) being the total number of samples composing the training set):
\[
d_E (X_u, X_i) = \left[ (X_u - X_i) \cdot (X_u - X_i)^T \right]^{1/2}.
\]  
(23)
In order to reduce the error of classification, two rejects options [33], which allow avoiding the systematic classification of unknown patterns, are defined.

The ambiguity reject threshold can be related to the value of \( k \) [34], [35] by fixing a minimal number of neighbors (\( k' \)) for observation \( X_u \).

\[
\begin{align*}
\text{if } k_c &= \max_{r=1,M} k_r < k' \Rightarrow X_u \rightarrow \Omega_c, \\
\text{if } k_c &= \max_{r=1,M} k_r \geq k' \Rightarrow X_u \rightarrow \Omega, 
\end{align*}
\]

where \( k_c \) is the number of neighbors of \( X_u \), which are found in the class \( \Omega \). This minimal value can be defined especially for each class [36].

The distance reject rule can be established by comparing the distance between the new sample and its assigned class with a threshold \( T_c \). In this study, this threshold is

\[
T_c = 2 \cdot \max_{v=1,n,c} \left[ d_E \left( X_{u,v}, \mu_{v,c} \right) \right] 
\]

where \( m_r \), \( X_{r,v} \), and \( n_r \) are, respectively, the center of gravity, the \( r \)th sample, and the total number of samples of the class \( \Omega_c \).

This traditional \( k \)-nn rule (exclusive) assigns a new observation to the class mainly represented among its nearest neighbors. This can be summarized in the following way (cf. Fig. 4).

However, two or several classes contained in our initial training set \( X_u \) may not be sufficiently distant. Thus, their distance rejection thresholds can intersect as Fig. 5 shows it.

A new observation \( X_u \) located in the membership area of two classes (cf. Fig. 5) will be assigned to the class mainly represented among its nearest neighbors. This can be summarized in the following way (cf. Fig. 6).

Using an exclusive classification (0 or 1) does not allow defining a membership degree of the new observation in two (or several) classes. Thus, we will consider that \( X_u \) belongs completely to one class. However, when a new observation is located between two or several classes, it is often due to the appearance of an unknown operating mode of \( X_u \).

For these reasons, we create a “nonexclusive” decision rule. Thus, the membership to a class could be modulated and the proximity or distance concepts quantified.

### III. Membership Function

In order to take into account the uncertainty of classification, a membership function, which characterizes the degree of compatibility between the observation \( X_u \) and the class \( \Omega_c \) (\( c = 1 \) with \( M \)) must be introduced [37], [38]. This function is noted as \( \mu_{\Omega_c}(X_u) \). Compared to the traditional set theory, where the membership function, named characteristic function, can take only values 0 or 1, \( \mu_{\Omega_c}(X_u) \) introduces the concept of gradual membership since it is a continuous function with values in the interval [0,1]. This gradation of the membership allows defining classes where the borders are not so stiff.

There is not a general method for building the membership function associated with a given set. The pattern of this function is closely related to the context.

In our case, we must determine a function that applies the following.

1) A total membership when the new observation \( X_u \) is located between the center of gravity \( m_c \) of the class \( \Omega_c \) and the sample, which is the most far away from this center.
2) A soft decrease when \( X_u \) is located between the previous limit and the rejection threshold \( T_c \) (cf. Fig. 7).

To fulfill these constraints, the adopted solution defines a membership function using a multidimensional function \( \pi \). This membership function is described by the following formulation:

\[
\mu_{\Omega_c}(X_u) = \begin{cases} 
1 & \text{if } d(X_u, m_c) \leq d_s, \\
\left[ 1 - \left( 1 - \eta \right) \left( \frac{d(X_u, m_c)}{d_s} \right)^g \right] & \text{if } d_{\text{seuil}} \leq d(X_u, m_c) \leq \beta \cdot d_{\text{seuil}}, \\
\eta \left( \frac{\beta}{\beta - 1} \right)^g \left( \frac{\beta \cdot d_s - d(X_u, m_c)}{\beta \cdot d_s} \right)^g & \text{otherwise}, 
\end{cases}
\]

1) The term \( d(X_u, m_c) \) is the distance between an observation \( X_u \) and the center of gravity \( m_c \) of the class \( \Omega_c \).
2) The term \( d_s \) is the parameter that defines the position of the inflexion points. It corresponds to the maximum
distance between the center of gravity of the class \( \Omega_c \) and the sample further from this same class \( d_{sc} = \max_{v=1,n_c} [d(X_{cv},m_c)] \).

3) \( \mu_\Omega_c(X_u) = \eta \) if \( d(X_u,m_c) = d_{sc} \).

4) The variable \( \eta \) is the parameter being used to fix the constant part of the \( \pi \) function.

5) The variable \( \beta \) is a parameter \( (\beta \in \mathbb{R}^+ \cdot 1) \) that allows defining the bandwidth of the \( \pi \) function (stop points of the \( \pi \) function).

6) The variable \( g \) is a parameter allowing to adjust the slope of the function.

With this \( \pi \) function, we take into account the position of an observation in relation with the classes defined in the training set. It brings information about the level of the gradual membership. This estimation decreases as we move away from the center of gravity of the classes. It allows obtaining a classification with a certain degree of membership.

Moreover, it would be worth, for a new observation, to take into account not only the distance with different center of gravity from each class but also the number of nearest neighbors within the classes.

For example, if we suppose that \( k \) nearest neighbors are all resulting from the same class, the degree determined by the membership function must be equal to the maximum 1 if \( d(X_u,m_c) \leq d_{sc} \) and ranging between [0,1] if \( d_{sc} \leq d(X_u,m_c) \leq \beta \cdot d_{sc} \).

\[
\mu_\Omega_c(X_u) = \eta \left( \frac{\beta \cdot d_{sc} - d(X_u,m_c)}{\beta \cdot d_{sc}} \right)^g \cdot k_c, \quad \text{otherwise}
\]

where \( n_c \) is the number of samples contained in the class \( \Omega_c \) and \( k_c \) is the number of \( k \) nearest neighbors resulting from the class \( \Omega_c \).

Fig. 8 represents the evolution of the membership function of \( X_u \) at the class \( \Omega_c \) according to the distance between \( X_u \) and the center of gravity of this class and of the number of neighbors among \( k \) nearest neighbors contained in this class.

In contrary to fuzzy methods, the sum of the membership functions of a new observation to the classes defined in \( X_a \), \( \mu_\Omega_c(X_u) \) (\( c = 1 \) to \( M \)) is not necessarily equal to 1. Indeed, only the classes having samples among the nearest neighbors are taken into account allowing reducing the computing times. Thus, the membership degree to the other classes is null. The membership degree of \( X_u \) varies within [0, 1] for each selected classes.

IV. EXTENSION OF THE \( k \)-NN RULE BY ASSOCIATION OF A NONEXCLUSIVE MEMBERSHIP FUNCTION

The new membership function is associated to the traditional \( k \)-nn rule. Now, the decision problem must be considered in terms of nonexclusive membership to the classes. The membership function values \( \mu_\Omega_c(X_u) \) relating to the various classes \( \Omega_c \) (\( c = 1, M \)) can be used for this purpose. Moreover, to decrease the risk of bad classification, it is necessary to define new rules of nonexclusive decision integrating the various reject options (ambiguity and distance).
A. Membership Reject

A sample being located far from a class must have a small membership degree to this class. The concept of distance rejection can be expressed in terms of membership.

An observation is rejected in membership if its membership to all the possible classes is lower than a membership threshold noted as $T_{ra}$:

$$X_u \in \Omega_o, \quad \text{if} \quad \max_{c=1,\ldots,M} (\mu_{\Omega_c}(X_u)) \leq T_{ra}. \quad (28)$$

B. Ambiguity Reject

This rejection is carried out only if the $k$ nearest neighbors results from at least two different classes. Thus, a new observation is rejected in ambiguity.

If the difference between the membership degrees of the physically closest classes (i.e., containing closer neighbors) is lower or equal to an ambiguity threshold $T_{ne}$ (for example, for $T_{ne} = 0.05$, if $X_u$ has a membership of 0.25 to the class $\Omega_c$ and a membership of 0.22 to the class $\Omega_e$), then this observation is rejected because $0.25 - 0.22 < T_{ne}$.

The equations governing this rejection are

If $\mu_{\Omega_c}(X_u) \neq 0$, then

$$X_u \in \Omega_o, \quad \text{if} \quad \mu_{\Omega_c}(X_u) - \max_{r=1,\ldots,M, r \neq c} (\mu_{\Omega_r}(X_u)) \leq T_{ne}. \quad (29)$$

Finally, the nonexclusive $k$-nn rule including the two reject options can be formulated in the following way.

1) $X_u \in \Omega_c$, if $\mu_{\Omega_c}(X_u) = \max_{r=1,\ldots,M} (\mu_{\Omega_r}(X_u))$ and $\mu_{\Omega_c}(X_u) \geq T_{ra}$ and (29) is right.

2) $X_u \in \Omega_r$, if $\max_{c=1,\ldots,M} (\mu_{\Omega_r}(X_u)) \leq T_{ra}$.

3) $X_u \in \Omega_o$, if $\mu_{\Omega_c}(X_u) - \max_{r=1,\ldots,M, r \neq c} (\mu_{\Omega_r}(X_u)) \leq T_{ne}. \quad (30)$

The gradation of the membership function allows quantifying the reliability of classification and following the evolution of the new observations in the feature space.

The operating modes can depend on several variables that naturally vary. For instance, the representation of an operating mode can depend on the level of load. Thus, if some of these variables are used to represent these modes in the feature space, the same operating mode can be represented by several classes. So, a new observation located between two classes can correspond in an intermediate state of this mode (variation of load level). By using the nonexclusive decision rule with the reject options, the observation can be rejected. It is thus necessary to take into account the evolution of various operating modes from the system due to the load variation. This is developed in the following section.

V. DATA STANDARDIZATION

To make the decision phase easier and more effective, we standardized the raw data. By standardizing operating modes, i.e., by freeing them from their level of load, they will be represented by only one class, gathering all the load variations. For that, the data are standardized starting from the value of the fundamental amplitude of each measured signal. This standardization allows avoiding classification errors, and thus, improving the diagnosis. Indeed, the training set cannot be exhaustive. If we consider an operating mode, it is impossible to have measurements for all the levels of load. So without standardization, when a new measurement is carried out on the system for this operating mode and the level of load is not defined in $X_u$, then this measurement is rejected. The advantage of standardization becomes very clear here. For any level of load, this operating mode is just represented by only one class, new measurement will be affected and not rejected.

Finally, the various phases making a PR system, the training and the decision phases, can be represented in Fig. 9.

VI. APPLICATION TO THE CLASSIFICATION

A specific experimental setup has been designed in order to perform the methodology of rotor and stator faults detection (cf. Fig. 10). Three voltage sensors and three current sensors are used to monitor the set inverter–induction machine operation. A powder brake, which can be tuned by means of a control unit has been used to simulate the shaft load.

In order to test the validity of the new decision rule, we used the measurements carried out on a three-phase asynchronous squirrel-cage motor 5.5 kW, 11.4 A, four poles, and 28 bars with the rotor. The machine is supplied through a converter...
(three-phase inverter). The wide spectrum of the signal makes the detection of the faulty modes more difficult. The experiments are realized for open-loop drives. The control of inverter is a symmetric vector pulse width modulation (PWM).

For each functional state, 20 acquisitions of 5 s, at 20 kHz, have been made in order to check the signature robustness (10 + 5 for the training step and test set, 5 for the validation). The total number of operating conditions is 4: one for the healthy machine, one for the rotor having three broken bars, one for healthy inverter, and one for faulty inverter (ageing of capacitors). The rotor bars were broken by boring the conductors of the squirrel cage.

The ageing of the capacitors constituting the input filter $LC$ is characterized by the increase of the equivalent series resistance (ESR) [40]. This increase is due to internal heating of capacitors.

To carry out a failure, we removed part of these capacitors. This step simulates an increase of the ESR and causes the increase of the input voltage ripple. Fig. 11 shows the inverter and the capacitors of the input filter.

The input filter voltage is obtained from a full-wave rectifier. This rectifier is supplied by the three-phase main network. The input filter consists of a smoothing inductor of 100 mH and eight capacitors assembled in series–parallel. The characteristics of these capacitors are 3300 $\mu$F, 400 V, 10.1 A, and 85 °C. Fig. 12 schematically represents the input filter of the inverter.

The ESR of each capacitor was characterized using a bridge resistive–inductive–capacitive (RLC) at a frequency 10 KHz. The values are presented in Table I.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Operating mode</th>
<th>Load level</th>
<th>Numbers of samples for training</th>
<th>Numbers of samples for test</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_1$</td>
<td>Healthy inverter + Healthy machine</td>
<td>0 %</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$\Omega_2$</td>
<td>Healthy inverter + 3 broken bars</td>
<td>50 %</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$\Omega_3$</td>
<td>Faulty inverter (ageing of capacitors) + Healthy machine</td>
<td>0 %</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>$\Omega_4$</td>
<td>Faulty inverter (ageing of capacitors) +3 broken bars</td>
<td>50 %</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

Generally, the manufacturer recommends a change of the capacitors when the value of the ESR is twice the initial value. In practice, to accelerate this ageing, it is necessary to place the capacitors in a climatic chamber at high temperatures but this operation is long before obtaining a representative ageing. Consequently, to simulate this fault, we removed four capacitors over the eight present (only remainder $C_{11}$, $C_{12}$, $C_{21}$, and $C_{22}$). So, the total ESR is increased by a factor 2:

$$ESR_{tot}(aged) = 29.12 \text{ m}\Omega.$$ 

Finally, $X_a$ is constituted by four operating modes, represented by four classes. Each one made up of 20 samples (ten by load level) distributed in the following way.

Each test set is composed of five samples by level of load. Finally, there are ten samples by operating mode; so, 40 test samples (Table II). These 40 samples were not used to carry out the training set. In this way, the training set and test sets are always disjoined.

The first and the second steps are, respectively, the pattern vector determination and the creation of the decision space, i.e., the set of all possible clusters. This second step is realized by an expert because the SBS method used implies it being in supervised mode (knowledge of the distribution of the samples in classes). The pattern vector is composed initially of 35 features ($d = 35$) [16].

Before using the selection method SBS, it is interesting to determine the capacity of discrimination of each feature providing the initial pattern vector compared to the training set $X_a$. For that, the Fisher ratio (17) is calculated for each feature. In order to illustrate the capacity of each one, the following histogram shows the criterion variation for the 35 calculated features.

The Fisher ratio shows that there are three features $[\alpha_8, \alpha_{33}, \alpha_{31}]$, which, taken separately, have a discriminating
Fig. 13. Variation of the Fisher ratio for each feature.

**TABLE III**

<table>
<thead>
<tr>
<th>Features constituting the pattern vector</th>
<th>Numbers of samples badly affected</th>
</tr>
</thead>
<tbody>
<tr>
<td>([\alpha_8])</td>
<td>6</td>
</tr>
<tr>
<td>([\alpha_8, \alpha_{20}])</td>
<td>5</td>
</tr>
<tr>
<td>([\alpha_8, \alpha_{20}, \alpha_{30}])</td>
<td>1</td>
</tr>
<tr>
<td>([\alpha_8, \alpha_{29}, \alpha_{35}])</td>
<td>3</td>
</tr>
<tr>
<td>([\alpha_8, \alpha_{29}, \alpha_{35}, \alpha_{30}])</td>
<td>1</td>
</tr>
<tr>
<td>([\alpha_8, \alpha_{29}, \alpha_{35}, \alpha_{30}, \alpha_{35}])</td>
<td>3</td>
</tr>
</tbody>
</table>

The Table III gives the number of samples badly affected for various configurations of pattern vector. These vectors are obtained according to the results of Fig. 14. This analysis was carried out using the \(k\)-nn rule with \(k = 5\). The choice to take \(k = 5\) is arbitrary. The distance reject used is defined by (25). The minimal number of neighbors \(k^*\) is fixed to \(k/2\) (\(k\) equals 5, consequently \(k^* = 3\)).

capacity. Fig. 13 clearly shows that the feature \(\alpha_8\) has very strong capacity of discrimination compared to the others. However, this result does not mean that it is necessary to limit the size of the pattern vector to one dimension. Indeed, this one must be defined on the basis of collective contribution of the discriminating features.

Thus, according to the result of Fig. 13, the pattern vector dimension and thus feature space can be made from 1 to 3 elements.

In another way, the optimal features can be selected by the SBS algorithm, which used the eigenvalues of \(S_{w}^{-1}S_{B}\) as the criterion. It represents an indicator of the ratio between the interclasses and intraclasses dispersion (16).

The initial space is the set of the calculated features. At each step of the procedure, the subspace that maximizes the criterion is taken into account. We preserve the subset that provides the best feature space according to the desired dimension. For that, at each step \(k\) of the selection, the subspace \(V_k\), taken into account for the following step, is the one with the optimal criterion.

At each step \(k\), a feature subset is selected, constituted of \(d - k\) features. To define the best pattern vector (feature subset), and consequently, the feature space dimension, we analyze the vector that gives the best performances according to the numbers of test samples (see Table III) badly affected.

The Table III gives the number of samples badly affected for various configurations of pattern vector. These vectors are obtained according to the results of Fig. 14. This analysis was carried out using the \(k\)-nn rule with \(k = 5\). The choice to take \(k = 5\) is arbitrary. The distance reject used is defined by (25). The minimal number of neighbors \(k^*\) is fixed to \(k/2\) (\(k\) equals 5, consequently \(k^* = 3\)).

For a pattern vector composed of \(d' = 3\) features, the numbers of test samples badly affected is the weakest. Then, when dimension increases, this rate is constant and even tends to increase.

So, classification varies according to the pattern vector dimension. However, while following the evolution of the criterion value [cf. (16)], it is possible to automatically determine the value of \(d'\). In our case, \(d' = 3\) is the best compromise since for a greater dimension, the criterion value does not decrease any more to a significant degree. This break allows determining, without ambiguity, the choice of \(< < d' > >\). Increasing the value of \(< < d' > >\) will not bring any additional information on classification.

This confirms the results obtained in Table III, the dimension optimal is 3. Thus, the three features that composed the optimal pattern vector are \(V_{1op} = [\alpha_8, \alpha_{29}, \alpha_{35}]\).

The third step is the validation, i.e., the assignment given by the decision rule for all new observations \(X_u\). These observations (see Table IV) are perfectly disjoined of the training set and test sets. Thus, they will be used to test the effectiveness of the decision rules.

Fig. 14 gathers the assignment results and the membership degree given by the nonexclusive \(k\)-nn rule.

For a pattern vector composed of \(d' = 3\) features, the numbers of test samples badly affected is the weakest. Then, when dimension increases, this rate is constant and even tends to increase.

So, classification varies according to the pattern vector dimension. However, while following the evolution of the criterion value [cf. (16)], it is possible to automatically determine the value of \(d'\). In our case, \(d' = 3\) is the best compromise since for a greater dimension, the criterion value does not decrease any more to a significant degree. This break allows determining, without ambiguity, the choice of \(< < d' > >\). Increasing the value of \(< < d' > >\) will not bring any additional information on classification.

This confirms the results obtained in Table III, the dimension optimal is 3. Thus, the three features that composed the optimal pattern vector are \(V_{1op} = [\alpha_8, \alpha_{29}, \alpha_{35}]\).

The third step is the validation, i.e., the assignment given by the decision rule for all new observations \(X_u\). These observations (see Table IV) are perfectly disjoined of the training set and test sets. Thus, they will be used to test the effectiveness of the decision rules.

Fig. 14 gathers the assignment results and the membership degree given by the nonexclusive \(k\)-nn rule (described in Sections III and IV) for all new healthy or faulty observations. The membership function of each class is defined by (28). The adjustable parameters have the following values: \(g = 1, \beta = 2, k_c = 20, \) and \(\eta = 1/n_c\) with \(n_c\), the number of samples in class...
results shows that the features allow a good identification of the operating modes of the machine as well as a good differentiation between the machine faults and the inverter faults.

VII. CONCLUSION

A diagnosis system based on PR was presented and applied with success to the detection of various faults being which can appear, either on the inverter or on the induction machine or even on both. Starting from the traditional formalism of PR, we added some specificity such as the automatic choice of dimension space, the data standardization, and a new decision rule allowing defining a reliability index in the diagnosis realized to improve the diagnosis system. The results show that the criterion evolution tracking based on separability and compactness of classes allows choosing effectively the feature space dimension, and thus, obtaining a better classification. The data standardization allows freeing the data from the level of load, and consequently, reducing the numbers of acquisitions necessary to form the initial training set. The classification method based on the \(k\)-nn rule was improved by developing a membership function associated with each class contained in the initial training set. It allows in identifying the evolution of an operating mode toward another or the appearance of an unknown operating mode. Thus, it is possible to predict the evolution of process toward a dangerous operating mode. Finally, the whole forms a supervision system dedicated to the diagnosis and allows realizing a preventive maintenance and ensuring the safety of the material and the person.

The PR approach is an original and effective way to provide the diagnosis of a system that takes into account the power supply used.
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